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Abstract

Variable-step variable-order 3-stage Hermite–Birkhoff (HB) methods HB(p)3 of order \( p = 5 \) to \( 15 \) are constructed for solving nonstiff differential equations. Forcing a Taylor expansion of the numerical solution to agree with an expansion of the true solution leads to multistep and Runge–Kutta type order conditions which are reorganized into linear confluent Vandermonde-type systems of HB type. Fast algorithms are developed for solving these systems in \( O(p^2) \) operations to obtain HB interpolation polynomials in terms of generalized Lagrange basis functions. The order and stepsize of these methods are controlled by four local error estimators. These methods, when programmed in Matlab, are superior to Matlab’s ode113 in solving several problems often used to test higher order ODE solvers on the basis of the number of steps, CPU time, and maximum global error. On the other hand, HB(5-15)3 are programmed in object-oriented C++ and the Dormand–Prince 13-stage nested Runge–Kutta pair DP(8,7)13M are programmed in C. DP(8,7) is found to use less CPU time, have smaller maximum global error but require a larger number of function evaluations than HB(5-15)3. However, for expensive equations, such as the Cubicwave, HB(5-15)3 is superior. In the C++ program, array and matrix are considered to be new objects. Algorithms, testing programs and new objects are structured separately as header files.
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Chapter 1

Introduction

1.1 Literature Review and Motivation

From extensive computational experience accumulated over the years in solving ordinary differential equations (ODEs), it has been observed that the key to achieve high efficiency in predictor-corrector algorithms is the capacity to vary automatically not only the stepsize but also the order and hence the stepnumber of the employed methods. Algorithms with such a capacity are known as variable-step, variable-order (VSVO) algorithms.

There is a large variety of VSVO methods designed to solve nonstiff and stiff systems of first-order ODEs. This introduction intends to put some perspective among the several approaches and methods. Gear advocated a quasi-constant stepsize implementation in DIFSUB [23]. This software works with a constant stepsize until a change of stepsize is necessary or clearly advantageous. Then a continuous extension is used to get approximations to the solution at previous points in an equally spaced mesh to modify the stepsize, because constant mesh spacing is very efficient and simple to implement when solving stiff problems. Finally, in some methods, the actual mesh size is chosen by the code as done in Matlab's ode113. ode113 method is equivalent to a (Predictor-Evaluation-Corrector-Evaluation) PECE Adams formula while the DIFSUB and DASSL are equivalent to Adams–Moulton formulas. In this thesis a fully variable stepsize method is implemented where the actual mesh are chosen by
A fundamental issue in the implementation of a method is the choice of the formula used and how they are implemented. A Lagrangian formulation is often used to compute the coefficients of a method efficiently. Pros and cons about different formulations are discussed by Gear for the Nordsieck form [37], Krogh for modified divided differences [28], and Brayton et al. [6] for Lagrangian form. The Lagrangian form has the virtue of simplicity. It should be pointed out that the CPU time and the number of iterations depends on the order of the formula. Krogh [28] was concerned about the effects of roundoffs under stringent tolerances, which is a central concern of this thesis, and he concluded that the use of divided differences is a good way to minimize the effect of roundoffs. Working with this form does involve manipulation of vectors of the size equal to the number of equations. These manipulations can be largely vectorized nowadays. Sofroniou and Spaletta [44] have carefully used vector operations to develop extrapolation solvers that might be used to achieve extraordinary accuracies in Mathematica.

The code DVDQ [29] and ode113 [42, 2] implement Adams–Bashforth–Moulton multistep methods in PECE modes. On the other hand, DIFSUB and DASSL implement Adams–Moulton formulas. Although these codes predict with Adams–Bashforth formulas, they iterate to completion so that, in principle, it does not matter what predictor was used. Extrapolation is another method to achieve high accuracy. Deuflhard [15] is responsible for drawing attention to the value of this approach, but the codes of [25, Section II.9] are probably responsible for spreading its use. Indeed, NDSolve of Mathematica is based on those codes. Hairer et al. [25] consider extrapolation to be the best way of solving problems very accurately. It is the reason that extrapolation is used in Mathematica—they want to provide users with the accuracy they require. Extrapolation can be viewed as a variable-order Runge–Kutta scheme. Following an important comparison of Enright and Hull [19] on fixed order Runge–Kutta codes and extrapolation codes, Shampine and Baca [40] argue that RK of a fixed order (7,8) pair is more efficient than extrapolation at accuracies common in scientific computation. Finally, Taylor series can be very attractive in VSVO implementation. It has been an excellent choice in astronomical calculations [3]. For general introduction one can
read the work of Corliss and Chang [13]. Lastly, an interpolant [18, 12] for approximating the solution between mesh points deserve important consideration depending on the global smoothness desired. It is worth remarking that a fundamental element in the development of the Matlab ODE Suite was to provide solvers with an event location facility. An event occurs when the value of a function of dependent variables or their derivatives increases and decreases through a given level. Indeed, this is the main reason why the Suite does not contain an extrapolation code nor a high order Runge–Kutta pair. In retrospect, one should acknowledge that Fehlberg’s (7,8) pair is the one that drew attention to the value of high order RK pair.

General linear methods for solving nonstiff systems of first-order ordinary differential equations of the form

$$y' = f(x, y), \quad y(x_0) = y_0,$$  

(1)

can be seen as multistep methods with off-step points or Runge–Kutta methods with backstep points. General linear methods, like multistep methods, use information prior to the last step, and, like Runge–Kutta methods, they use derivative evaluations at points partway through the current step. The link between the two types of methods is that values at off-step points are obtained by means of predictors which use values at previous points. It has been noted in [9] that general linear methods incorporate function evaluations at off-step points in order to reduce the number of backsteps without lowering the order. It was found experimentally that increasing the number of backstep points is more efficient in increasing the accuracy of HB methods than increasing the number of off-step points. It was also found that increased speed is generally achieved by higher order HB methods.

HB methods of order 9, 10 and 11 have been studied in [32]. An efficient HB Obrechkoff 3-stage 6-step method of order 14 using $\frac{d}{dx}f(x, y(x))$ has been studied in [33]. Three and four stage HBO methods are found in [36, 45] and [34], respectively.

In order to solve relatively expensive nonstiff ordinary differential equations, we will formulate a new 3-stage variable-step variable-order (VSVO) general linear methods of order $p = 5, 6, \ldots, 15$ which use the values $y_n, y_{n-1}$ and $f_{n-j}$ for $j = 0, 1, \ldots, p -$
4 and program the algorithm in the interpreter language Matlab and an object-oriented language C++. Since these methods use Hermite–Birkhoff (HB) interpolation polynomials, they will be called HB(p)3 methods and the family of such methods will be designated by HB(5-15)3. We deal here only with algorithms for nonstiff initial value problems.

1.2 Thesis Objective

The objectives of this thesis are:

- To formulate algorithms for the HB(p)3 method for non-stiff ordinary differential equations;
- To fully derive the order condition for the HB(p)3 method based on the formulation of the algorithm;
- To program the algorithm using the Matlab and C++ programming languages;
- To compare the performance of the proposed algorithm HB(p)3 with ODE113 in Matlab and with DP(8,7)13M in C++.

1.3 Thesis Organization

In Chapter 2 we will present the background and a review of the literature on numerical methods. In Chapter 3, we will introduce a new family of general HB(p)3 methods of order \( p = 5, 6, \ldots, 15 \). Order conditions are listed in Section 3.2. In Section 3.3 general HB(p)3 are represented in terms of Vandermonde-type systems. In Section 3.4 elementary matrices are constructed symbolically as functions of the parameters of the methods in view of factoring the coefficient matrices of Vandermonde-type systems. In Section 3.5 a family of particular variable-step HB(5-15)3 is defined by fixing the off-step points. Fast solutions of Vandermonde-type systems are considered in Section 3.6. The implementation of HB(5-15)3 and numerical results are found in Chapter 4. Section 4.1 considers the regions of absolute stability and principal local
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truncation coefficients of constant step HB(5-15)3. Section 4.2 deals with the step and order control. Numerical testing of HB(5-15)3 programmed in Matlab and C++ is done in Sections 4.3–4.4, respectively, according to three criteria. Section 4.5 briefly describe the C++ program used for the testing. Appendix A lists the algorithms. Appendix B describes the Matlab programming for Matlab users.

The comparison of the performance is made between HB(5-15)3 and ODE113 in Matlab, and between HB(5-15)3 and DP(8,7) in C++. The performance of HB(5-15)3 and DP(8,7)13M is compared on several problems often used to test higher order ODE solvers in [35].

1.4 Thesis Contribution

The contribution of this thesis includes the following items:

- The derivation of the order conditions from the formulation of the algorithm for the HB(5-15)3 method;

- The implementation of HB(5-15)3 in Matlab and C++, and DP(8,7) in C++, including the regions of absolute stability, principal error terms, step control and order control;

- A comparison of the numerical results between HB(5-15)3 and ODE113 in Matlab, and HB(5-15)3 and DP(8,7) in C++;

- The writing up of a 4509-line C++ programming code for HB(5-15) (available on demand and in www.site.uottawa.ca/~remi/YILIprogram).
Chapter 2

Background and Notation

2.1 Numerical Methods

In this section, different concepts related to differential equations will be briefly reviewed. First-order systems are fundamental because higher-order systems can be reduced to first-order systems and since most computer programs solve first order systems. The general solution and particular solution of linear systems with constant coefficients will also be illustrated. Furthermore, I will give the formula for the Lagrange interpolating polynomials.

First-Order Systems

First-order system of ordinary differential equations can be written in vector form as

\[ y' = f(x, y), \]

where \( y = [y^1, y^2, \ldots, y^m]^T \) and \( f = [f^1, f^2, \ldots, f^m]^T \). If each \( f^i \) \( (i = 1, 2, \ldots, m) \) depends on \( y^1, y^2, \ldots, y^m \), the system is coupled.

Before trying to solve a differential equation numerically, we need to know that the solution exists and is unique. This is provided by the following theorem.

If \( f(x, y) \) is continuous in \( x \in \mathbb{R} \) and Lipschitz continuous in \( y \in \mathbb{R}^m \) in a region \( D = [a, b] \times \mathbb{R}^m \), that is, \( \|f(x, y) - f(x, y^*)\| \leq L\|y - y^*\| \) for every \((x, y)\) and \((x, y^*)\) in \( D \), then there exists a unique solution \( y(x) \) of the system.

If \( f(x, y) \) is differentiable with respect to \( y \), then it is Lipschitz continuous in \( y \), since we have \( f(x, y) - f(x, y^*) = J(x, \zeta)(y - y^*) \), where \( J(x, \zeta) \) is the Jacobian of \( f \) with respect to \( y \). Here \( \zeta_i \) is on the line segment from \((x, y)\) to \((x, y^*)\) and the \( i \)th
row of the Jacobian is evaluated at \( \zeta_i \) (see [31, p. 6]).

The general solution of such system of \( m \) equations contains \( m \) arbitrary constants. A unique solution is obtained if we impose \( m \) initial conditions. Then the system together with these conditions constitutes an initial value problem. The system in vector form is denoted by \( y' = f(x, y), \ y(a) = \eta, \) where \( \eta = [\eta_1, \eta_2, \ldots, \eta^m]^T. \)

**High-order Systems**

When we seek the numerical solutions of a \( q \)th-order initial value equation, it is standard to reduce it to a system of first-order equation.

Following Lambert's notation [31, p. 7], which is needed in the program used in this thesis, a \( q \)th-order \( m \)-dimensional system of ordinary differential equations in the form of

\[
y^{(q)} = \varphi(x, y^{(0)}, y^{(1)}, \ldots, y^{(q-1)})
\]

can be written as a first-order system of dimension \( qm \) by the following substitutions:

\[
Y_1 := y \quad (\equiv y^{(0)}) \\
Y_2 := Y_1' \quad (\equiv y^{(1)}) \\
\vdots \\
Y_q := Y_{q-1}' \quad (\equiv y^{(q-1)})
\]

to get the system of first-order equations:

\[
Y_1' := Y_2 \\
Y_2' := Y_3 \\
\vdots \\
Y_{q-1}' := Y_q \\
Y_q' = \varphi(x, Y_1, Y_2, \ldots, Y_q).
\]

The initial value problem (2) together with the initial conditions \( y^{(r)} = \eta_{r+1} \) for \( r = 0, 1, \ldots, q - 1 \) can thus be written in the form

\[
Y' = F(x, Y), \quad Y(a) = \chi,
\]
where \( \chi := [\eta_1, \eta_2, \ldots, \eta_q]^T \).

**Linear Systems with Constant Coefficients**

A first-order system \( y' = f(x, y) \) is said to be linear and non-homogeneous with constant coefficients if \( f(x, y) = Ay + \varphi(x) \), where \( A \) is a constant \( m \times m \) matrix. The general solution (in complex form) of such a system is

\[
y(x) = \sum_{t=1}^{m} \kappa_t e^{\lambda_t x} c_t + \psi(x),
\]

where \( \lambda_t \in \mathbb{R} \) or \( \mathbb{C} \) and \( c_t \in \mathbb{R}^m \) or \( \mathbb{C}^m \) are eigenvalues and eigenvectors or generalized eigenvectors of \( A \), respectively, \( \kappa_t \) are arbitrary constants, and \( \psi(x) \) is a particular solution.

In the stability analysis of numerical methods for ODE's, we need to consider the solutions of finite difference equations. A \( k \)-th order system of linear difference equations with constant coefficients is of the form

\[
\sum_{j=1}^{k} \gamma_j y_{n+j} = \varphi_n, \quad n = n_0, n_0 + 1, \ldots,
\]

where \( \gamma_j \) are scalar constants. The solution of such a system is a sequence \( y_n \) of vectors. In particular, if \( r_1 \) is a zero of multiplicity \( \mu \) of the characteristic equation

\[
\sum_{j=1}^{k} \gamma_j r_1^j = 0,
\]

then

\[
y_n = \sum_{j=1}^{\mu} r_1^{j-1} r_1^n d_{1j} + \sum_{t=\mu+1}^{k} r_t^n d_t + \psi_n,
\]

where \( d_{1j} \) and \( d_t \) are arbitrary vectors and \( \psi_n \) is a particular solution.

The difference equation associated with a numerical method for ODE's is obtained by applying this method to the test equation \( y' = e^{\lambda x} \). The stability of this method requires that the roots of the characteristic equation all have moduli smaller or equal to 1 and multiple zeros have moduli strictly smaller than one. This is called the "root condition". This condition plays a central role in the stability of ODE solvers.
Although there are many examples where exact solutions are known, the instances where we can find an exact solution are very limited. It is necessary to resort to either approximate or numerical solutions.

The Lagrange interpolation formula

There exists a unique polynomial of degree at most \( q \), \( I_q(x) \), which interpolates \( q + 1 \) distinct data points \( (x_{n-j}, F_{n-j}), j = 0, 1, \ldots, q \). We are interested in the representation of a polynomial \( I_q(x) \) to compute \( I_{q+1}(x) \) from \( I_q(x) \) easily.

An easy interpolation formula uses the Lagrange basis

\[
L_{q,j}(x) = \prod_{i=0,i \neq j}^{q} \frac{x - x_{n-i}}{x_{n-j} - x_{n-i}},
\]

where \( L_{q,j}(x) \) is a polynomial in \( x \) of degree \( q \), such that

\[
L_{q,j}(x_{n-i}) = \begin{cases} 
1, & \text{if } i = j, \\
0, & \text{otherwise},
\end{cases}
\]

\( i = 1, 2, \ldots, q. \)

The Lagrange interpolation polynomial \( I_q(x) \) can be written in the form

\[
I_q(x) = \sum_{j=0}^{q} L_{q,j}(x) F_{n-j}.
\]

The Lagrange formula is simple, but it suffers from a serious disadvantage. When we need to add a further data point \((x_{n-q-1}, F_{n-q-1})\), with \( q \) replaced by \( q+1 \), we get an expression for \( I_{q+1}(x) \), but there is no easy way we can generate \( I_{q+1}(x) \) directly from \( I_q(x) \).

In this thesis, a generalized form of Lagrange interpolation polynomials is used. More details will be presented in Section 3.6.2

\section*{2.2 Multistep Methods}

Linear \( k \)-step methods are of the form

\[
\sum_{j=0}^{k} \alpha_j y_{n+j} = h \sum_{j=0}^{k} \beta_j f_{n+j},
\]
where $\alpha_j$ and $\beta_j$ are constants subject to the conditions $\alpha_k = 1$ and $|\alpha_0| + \beta_0 \neq 0$. Adams multistep methods are of the form

$$y_{n+k} - y_{n+k-1} = h \sum_{j=0}^{k} \beta_j f_{n+j}.$$ \hfill (1)

Adams methods of order 1 to 13 or 14 are frequently used; beyond order 14, they lack stability. The region of absolute stability shrinks as the order increases. Since the accuracy limits the stepsize at low order, the low order multistep methods are often replaced by predictor-corrector methods with larger regions of absolute stability.

The algorithm of multistep methods starts with the one-step pair for a given tolerance with no additional starting values required. The stepsize and order are allowed to change. This ends up with the order building up rapidly over the initial few steps.

Simple error estimators are needed to monitor the stepsize and order of VSVO multistep methods. Given that the order is accepted, let $E_{k,n+1}$ denote the norm of the local error estimate at $x_{n+1}$, where $k$ is the order of the method and let $\tau$ be a user-defined tolerance. If $E_{k,n+1} \leq \tau$, the step is be accepted. Otherwise the step will be redone with a smaller step size. Other predictors will monitor the order.

### 2.3 Runge–Kutta Methods

The technique for deriving Runge–Kutta Methods consists in matching the Taylor expansion of $y_{n+1}$ with the Taylor expansion of the exact solution $y(x_{n+1})$.

The 3-stage explicit Runge–Kutta Method is of the form:

1. $y_{n+1} = y_n + h(b_1k_1 + b_2k_2 + b_3k_3)$,
2. $k_1 = f(x_n, y_n)$,
3. $k_2 = f(x_n + hc_2, y_n + hc_2k_1)$,
4. $k_3 = f(x_n + hc_3, y_n + ha_{31}k_1 + ha_{32}k_2)$.

where the usual simplifying assumptions $c_i = \sum_j a_{ij}$ are used; Thus $a_{31} = c_3 - a_{32}$.\hfill (3)


The Taylor expansion of \( y(x_{n+1}) \) is

\[
y(x_{n+1}) = y(x_n) + hf + \frac{1}{2} h^2 F + \frac{1}{6} h^3 (F f_y + G) + O(h^4), \tag{4}
\]

where the elementary differentials \( F \) and \( G \) are \( F = f_x + k_1 f_y \) and \( G = f_{xx} + 2k_1 f_{xy} + k_1^2 f_{yy} \), also denoted by \( \{f\} \) and \( \{f^2\} \) in the context of Butcher’s rooted trees [31, p. 153–154, 166].

We denote by \( \tilde{y}_{n+1} \) the value of \( y \) at \( x_{n+1} \) generated by the Runge–Kutta method. In order to use the local truncation error \( y(x_{n+1}) - y_{n+1} = T_{n+1} \), we need an expansion for \( y_{n+1} \) similar to (4). Expanding the \( k_i \) given by (3), we have \( k_1 = f \) and

\[
k_2 = f + hc_2 (f_x + k_1 f_y) + \frac{1}{2} h^2 c_2^2 (f_{xx} + 2k_1 f_{xy} + k_1^2 f_{yy}) + O(h^3). \tag{5}
\]

We rewrite \( k_2 \) in the form

\[
k_2 = f + hc_2 F + \frac{1}{2} h^2 c_2^2 G + O(h^3). \tag{6}
\]

If we substitute the expansion for \( k_1 \) and \( k_2 \) into \( k_3 \) and expand, we obtain

\[
k_3 = f + h\left\{ c_3 f_x + [(c_3 - a_{32}) k_1 + a_{32} k_2] f_y \right\}
+ \frac{1}{2} h^2 \left\{ c_3^2 f_{xx} + 2c_3 [(c_3 - a_{32}) k_1 + a_{32} k_2] f_{xy} + [(c_3 - a_{32}) k_1 + a_{32} k_2]^2 f_{yy} \right\}
+ O(h^3)
= f + h c_3 F + h^2 (c_3 a_{32} F f_y + \frac{1}{2} c_3^2 G) + O(h^3). \tag{7}
\]

On substituting (6) and (7) into (3) and using the localizing assumption, which stipulates that past values are exact, we obtain the following expansion for \( y_{n+1} \):

\[
y_{n+1} = y(x_n) + h(b_1 + b_2 + b_3)f + h^2 (b_2 c_2 + b_3 c_3) F
+ \frac{1}{2} h^3 [2b_3 c_2 a_{32} F f_y + (b_2 c_2^2 + b_3 c_3^2) G] + O(h^4). \tag{8}
\]

Then we need to match the expansions of (4) and (8).

**One-Stage.**

When we set \( b_2 = b_3 = 0 \), (3) is a one-stage method. Then (8) reduces to

\[
\tilde{y}_{n+1} = y(x_n) + hb_1 f + O(h^4).
\]
Matching with (4) yields \( b_1 = 1 \), then \( T_{n+1} = O(h^2) \). There exists only one explicit one-stage Runge-Kutta method of order 1, namely Euler’s Rule.

**Two-Stage.**

When we set \( b_3 = 0 \), we have a two-stage method and (8) becomes

\[
\tilde{y}_{n+1} = y(x_n) + h(b_1 + b_2)f + h^2b_2c_2F + \frac{1}{2}h^3b_2c_2^2G + O(h^4).
\]

If we match the coefficients of this expression with those of (4), we have \( b_1 + b_2 = 1 \) and \( b_2c_2 = 1/2 \). The result is a Runge-Kutta method of order 2.

Because the two equations contain three unknowns, there exists a one-parameter family of solutions of explicit two-stage Runge-Kutta methods of order 2. No member of this family can achieve order higher than 2.

**Three-Stage.** We can achieve order 3 if we satisfy the following order conditions:

\[
\begin{align*}
b_1 + b_2 + b_3 &= 1, \\
b_2c_2 + b_3c_3 &= \frac{1}{2}, \\
b_2c_2^2 + b_3c_3^2 &= \frac{1}{3}, \\
b_3a_2c_2 &= \frac{1}{6}.
\end{align*}
\] (9)

That results from matching (4) and (8) up to \( O(h^4) \). Since those four equations have six unknowns, there exists a two-parameter family of solutions. No member of this family can achieve order higher than three.

The four elementary differentials of order four, defined in Table 1,

\[
\{f^3\}, \{f (f)\}_2, \{2f^2\}_2, \{3f\}_3,
\]

are used in the formulation of the principal error term in RK3.

**2.4 The colon “::” notation**

The colon “::” notation will be used to specify a column or row of a matrix. If \( A \in \mathbb{R}^{m \times n} \), then \( A(k,:) \) designates the \( k \)th row,

\[
A(k,:) = [a_{k1}, a_{k2}, \ldots, a_{kn}].
\]
The $k$th column is specified by

$$A(:,k) = \begin{bmatrix} a_{1k} \\ a_{2k} \\ \vdots \\ a_{mk} \end{bmatrix}.$$ 

If the integers $p$, $q$, and $r$ satisfy $1 \leq p \leq q \leq n$ and $1 \leq r \leq m$, then

$$A(r,p : q) = [a_{rp}, \ldots, a_{rq}] \in \mathbb{R}^{1 \times (q-p+1)}.$$ 

Similarly, if $1 \leq p \leq q \leq m$ and $1 \leq c \leq n$, then

$$A(p : q,c) = \begin{bmatrix} a_{pc} \\ \vdots \\ a_{qc} \end{bmatrix} \in \mathbb{R}^{q-p+1 \times 1}.$$ 

This notation is extended to designate a rectangular part of a matrix $A$ as $A(p : q, r : s)$ from row $p$ to row $q$ and column $r$ to column $s$.

The colon notation is extensively used in numerical literature. See [24, pages 7–8 and 19]. It is also systematically used in Matlab.
Chapter 3

VSVO HB(5-15)3

In this chapter, following [35] we construct general and particular variable-step HB($p$)3 of variable order $p$, and fast algorithms for solving Vandermonde-type matrices.

3.1 General Variable Step HB($p$)3 of Order $p$

The following terminology will be useful. An HB($p$)3 method is said to be a general variable-step HB method if its backstep and off-step points are variable parameters. If the off-step points are fixed, the method is said to be a particular variable-step method. If the stepsize is constant, and hence the backsteps and off-steps are fixed parameters, the method is said to be a constant-step method.

A general 3-stage HB($p$)3 of order $p = 5, 6, \ldots, 15$ requires the following four formulas to perform the integration step from $x_n$ to $x_{n+1}$, where, for simplicity, the offstep point $c_1 = 0$ is used in the summations.

A Hermite-Birkhoff polynomial of degree $p-2$ is used as predictor $P_2$ to obtain $y_{n+c_2}$ to order $p-2$,

$$y_{n+c_2} = \alpha_2 y_n + \alpha_2 y_{n-1} + h_{n+1} \left( a_{21} f_n + \sum_{j=1}^{p-4} \beta_{2j} f_{n-j} \right).$$ (10)

A Hermite-Birkhoff polynomial of degree $p-1$ is used as predictor $P_3$ to obtain
Figure 1: The \((p - 3)\) backstep and 3 offstep points.

\[ y_{n+c_3} \text{ to order } p - 2, \]

\[ y_{n+c_3} = \alpha_{30} y_n + \alpha_{31} y_{n-1} + h_{n+1} \left( \sum_{j=1}^{2} a_{3j} f_{n+c_j} + \sum_{j=1}^{p-4} \beta_{3j} f_{n-j} \right). \]  

(11)

A Hermite-Birkhoff polynomial of degree \(p\) is used as integration formula IF to obtain \(y_{n+1}\) to order \(p\):

\[ y_{n+1} = \alpha_0 y_n + \alpha_1 y_{n-1} + h_{n+1} \left( \sum_{j=1}^{3} b_j f_{n+c_j} + \sum_{j=1}^{p-4} \beta_j f_{n-j} \right). \]  

(12)

An Adams-Moulton corrector of order \(p - 2\) is used as \(P_4\) to control the stepsize, \(h_{n+2}\), and obtain \(\tilde{y}_{n+1}\) to order \(p - 2\),

\[ \tilde{y}_{n+1} = y_n + h_{n+1} \left( a_{41} f_n + a_{43} f_{n+1} + \sum_{j=1}^{p-4} \beta_{4j} f_{n-j} \right). \]  

(13)

For the \(3\)-stage \((p - 3)\)-step methods (that is, a \(3\)-stage Runge-Kutta method combined with a \((p - 3)\)-step method of order \(p\)) considered in this thesis (see Fig. 1), the off-step points satisfy the following Runge-Kutta type simplifying conditions:

\[ c_i = \sum_{j=1}^{i-1} a_{ij} + B_i(1), \quad i = 2, 3, \]  

(14)

where

\[ B_i(j) = \alpha_{ii} \frac{\eta_j^j}{j!} + \sum_{\ell=1}^{p-4} \left[ \beta_{i\ell} \frac{\eta_{\ell+1}^{j-1}}{(j-1)!} \right], \quad j = 1, 2, \ldots, p, \quad i = 2, 3. \]  

(15)

and

\[ \eta_j = -\frac{1}{h_{n+1}} (x_n - x_{n+1-j}) = -\frac{1}{h_{n+1}} \sum_{i=0}^{j-1} h_{n-i}, \quad j = 2, 3, \ldots, k + 1. \]  

(16)

In the sequel, \(\eta_j\) will be frequently used without explicit reference to (16). The strategy of the \(3\)-stage Runge-Kutta Methods is applied on \(P_2\), \(P_3\), IF and \(P_4\) to specify the coefficients.
3.2 Order Conditions for HB\((p)3\)

By subtracting the Taylor series of the numerical solution \(y_1\) produced by the formulae of HB\(5-15\)3 from the Taylor series of the true solution \(y(x_0 + h)\), we obtain a series whose first few terms can be written as follows:

\[
y(x_0 + h) - y_1 = h \left(1 - \left[b_1 + b_2 + b_3 + B_1(1)\right]\right) f + h^2 \left\{ \frac{1}{2!} - \left[ b_2c_2 + b_3c_3 + B_1(2) \right] \right\} \{f\} + h^3 \left\{ \frac{1}{6} - \left( \sum_{i=2}^{s} b_i \left[ \sum_{j=1}^{i-1} a_{ij}c_j + B_j(2) \right] + B_1(3) \right) \right\} \{2f\}_2 + h^3 \left\{ \frac{1}{6} - \left( b_2 \frac{c_2^2}{2} + b_3 \frac{c_3^2}{2} + B_1(3) \right) \right\} \{f^2\} + h^4 \left\{ \frac{1}{4!} - \sum_{i=2}^{s} b_i \left[ \sum_{j=1}^{i-1} a_{ij}c_j + B_i(2) \right] + B_i(3) + B_1(4) \right\} \{3f\}_3 + h^4 \left\{ \frac{1}{4!} - \sum_{i=2}^{s} b_i \left[ \sum_{j=1}^{i-1} \frac{a_{ij}c_j^2}{2!} + B_i(3) \right] + B_1(4) \right\} \{2f\}_2 + h^4 \times 3 \times \left\{ \frac{1}{4!} - \left( \frac{1}{3} \sum_{i=2}^{s} b_ic_i \left[ \sum_{j=1}^{i-1} a_{ij}c_j + B_i(2) \right] + B_1(4) \right) \right\} \{f\{f\}\} + h^4 \left\{ \frac{1}{4!} - \left[ \sum_{i=2}^{s} \frac{b_ic_i^3}{3!} + B_1(4) \right] \right\} \{f^3\} + \ldots,
\]

where \(s\) is the number of stages and \(f\), \(\{f\}\), \(\{2f\}_2\), \ldots, are elementary differentials defined in [8], [25] and [31]. The elementary differentials used in this thesis are listed in Tables 1-4.

In other words, by forcing a Taylor expansion of the numerical solution produced by the formulae of HB\(5-15\)3 to agree with an expansion of the true solution, we obtain Runge–Kutta-type order conditions that must be satisfied by general HB\(p)3\ methods of order \(p = 5, \ldots, 15\). (see [8]). These order conditions can be obtained from (17) (or, see [8], with added backstep expression).
Next, we impose the following simplifying assumptions:

$$\sum_{j=0}^{i-1} a_{ij} c_j^k + k! B_i(k + 1) = \frac{1}{k + 1} c_i^{k+1}, \quad \begin{cases} i = 2, 3, \\ k = 0, 1, 2, \ldots, p - 3. \end{cases}$$

(18)

Because of these simplifying assumptions, all RK-type order conditions associated with elementary differentials of order \( r = 1, 2, \ldots, p - 1 \) are equivalent to the order condition

$$\sum_{i=1}^{3} b_i c_i^{r-1} + (r - 1)! B_1(r) = \frac{1}{r},$$

(20)

associated with the elementary differentials \( f \) for \( r = 1 \) and \( \{ f^{r-1} \} \) otherwise. We note that for the simplifying assumption (20), the predictors are of order at least \( p - 2 \). Thus we obtain the following multistep- and RK-type order conditions that must be satisfied by the general HB(\( p \))3 method of order \( p = 5, \ldots, 15 \):

$$\sum_{i=0}^{1} \alpha_i = 1,$$

(21)

$$\sum_{i=1}^{3} b_i c_i^k + k! B_1(k + 1) = \frac{1}{k + 1}, \quad k = 0, 1, \ldots, p - 1,$$

(22)

$$\sum_{i=2}^{3} b_i \left[ \sum_{j=1}^{i-1} a_{ij} c_j^{p-2} + B_i(p - 1) \right] + B_1(p) = \frac{1}{p!},$$

(23)

where the backstep parts, \( B_1(j) \), are defined by

$$B_1(j) = \alpha_1 \frac{\eta_j}{j!} + \sum_{i=1}^{p-4} \beta_i \frac{\eta_j^{i-1}}{(j - 1)!}, \quad j = 1, \ldots, p + 1.$$

(24)

Similar order conditions have been used in [9] where Butcher has derived general linear methods analogous to RK3.

Equations (22) and (23) are derived by induction on the order \( p \). First, setting
$p = 3$ in equation (22) and (23), we have the four conditions:

$$b_1 + b_2 + b_3 = 1,$$
$$b_2c_2 + b_3c_3 = \frac{1}{2},$$
$$b_2c_2^2 + b_3c_3^2 = \frac{1}{3},$$
$$b_3a_{32}c_2 = \frac{1}{6},$$

which are the order conditions (9) of RK3. Thus the order condition is true for $p = 3$, since there is no backstep in this case.

Suppose that the order conditions of HB($p$)3 of order $p$, for $p \geq 3$, are of the form:

$$\sum_{i=1}^{3} b_i c_i^k + k! B_1(k + 1) = \frac{1}{k + 1}, \quad k = 0, 1, \ldots, p - 1, \quad (25)$$

$$\sum_{i=2}^{3} b_i \left[ \sum_{j=1}^{i-1} a_{ij} \frac{c_j^{p-2}}{(p-2)!} + B_i(p - 1) \right] + B_1(p) = \frac{1}{p!}, \quad (26)$$

where the backstep parts, $B_1(j)$, are defined by

$$B_1(j) = \alpha_3 \frac{\eta_j^i}{j!} + \sum_{i=1}^{p-4} \beta_i \frac{\eta_{i+1}^{j-1}}{(j-1)!}, \quad j = 1, \ldots, p + 1. \quad (27)$$

Since all predictors are of order at least $p - 2$, a method of order $p + 1$ cannot have more than the four additional order conditions listed in (28) to (31). Other order conditions associated with elementary differentials of order $(p + 1)$ are equivalent to these four order conditions; otherwise, the Runge–Kutta method of order four would have more than four order conditions.

The four order conditions associated with the four elementary differentials of order
$p + 1$ are:

$$\sum_{i=2}^{3} b_i c_i^p + p! B_1(p + 1) = \frac{1}{p + 1}, \quad (28)$$

$$\sum_{i=2}^{3} b_i \frac{c_i}{p} \left[ \sum_{j=1}^{i-1} a_{ij} \frac{c_j^{p-2}}{(p-2)!} + B_i(p - 1) \right] + B_1(p + 1) = \frac{1}{(p + 1)!}, \quad (29)$$

$$\sum_{i=2}^{3} b_i \left[ \sum_{j=1}^{i-1} a_{ij} \frac{c_j^{p-1}}{(p-1)!} + B_i(p) \right] + B_1(p + 1) = \frac{1}{(p + 1)!}, \quad (30)$$

$$\sum_{i=2}^{3} b_i \left[ \sum_{j=1}^{i-1} a_{ij} \left( \sum_{k=1}^{j-1} a_{jkl} \frac{c_k^{p-2}}{(p-2)!} \right) + B_j(p - 1) \right] + B_i(p) \right] + B_1(p + 1) = \frac{1}{(p + 1)!}. \quad (31)$$

Order conditions similar to the above four conditions have been used in [10] where Butcher derived methods which are analogous to RK4. The four elementary differentials of order $(p + 1)$,

$$\{f^p\}, \quad \{f^{p-2}f\}, \quad \{2f^{p-1}\}_2, \quad \{3f^{p-2}\}_3$$

are used for the principal error term of HB$(p)3$. More details will be presented in Section 4.1.

We consider now the case where the order of all the predictors is increased to at least $(p - 1)$. Equation (29) is then equivalent to equation (28) while equation (31) is equivalent to equation (30). In other words, if HB$(p + 1)$ satisfies (28) and (30), then (29) and (31) follow as well, respectively.

Hence, the order conditions (22)–(23) and (28)–(31) will be satisfied if the following order conditions are satisfied:

$$\sum_{i=1}^{3} b_i c_i^k + k! B_1(k + 1) = \frac{1}{k + 1}, \quad k = 0, 1, \ldots, p, \quad (32)$$

$$\sum_{i=2}^{3} b_i \left[ \sum_{j=1}^{i-1} a_{ij} \frac{c_j^{p-1}}{(p-1)!} + B_i(p) \right] + B_1(p + 1) = \frac{1}{(p + 1)!}. \quad (33)$$

Hence, the order conditions (22) and (23) are proved.

We consider an example of deriving order conditions for HB$(p)3$ of order $p = 4$ to 6. By forcing a Taylor expansion of the numerical solution produced by the formulæ
of HB of order 6 to agree with an expansion of the true solution, we obtain Runge-
Kutta-type order conditions that must be satisfied by the general HB(6) method of
order 6 with predictors of order at least 1. Since the assumption on the order of
the predictors is that of the Runge–Kutta method, this HB(6) is simply an RK6
method with backstep expressions. These order conditions correspond to elementary
differentials listed in Table 1, where \( r(i) \) is the order of elementary differentials \( F^{(i)} \),
\( \alpha(i) \), \( \beta(i) \) and \( \gamma(i) \) defined in [8].

Consider now the case where the orders of predictors \( P_2 \) and \( P_3 \) are increased to at
least 2. This implies that the order conditions listed in Table 1 are not independent.
The order conditions corresponding to \( i = 3, 5, 7, 9, 11, 13, 15, 16, 18, 20, 22, 24,
25, 27, 29, 31, 32, 33, 35, 36 \) are equivalent to the order conditions corresponding to
\( i = 4, 6, 8, 10, 12, 14, 17, 19, 21, 23, 26, 28, 30, 34, 34, 37, 37, \) respectively,
and hence can be discarded. The resulting elementary differentials of order 1 to 6
for HB with predictors of order at least 2 are listed in Table 2. In this table, the
elementary differentials corresponding to \( i = 1, 2, \ldots, 8 \) can be used to write down
the order conditions for HB(4)3.

Consider now the case where the order of predictors \( P_2 \) and \( P_3 \) are increased to at
least 3. This implies that some order conditions listed in table 2 are not independent.
The order conditions corresponding to \( i = 6, 10, 14, 19, 23, 28, 34 \) are equivalent to
the order conditions corresponding to \( i = 8, 12, 17, 21, 26, 30, 37 \), respectively; hence
these can be discarded. The resulting elementary differentials of orders 1 to 6 for HB
with predictors of order at least 3 are listed in Table 3. In this table, the elementary
differentials corresponding to \( i = 1, 2, \ldots, 17 \) can be used to write down the order
conditions for HB(5)3.

Consider now the case where the order of predictors \( P_2 \) and \( P_3 \) are increased to at
least 4. This implies that some order conditions listed in table 3 are not independent.
The order conditions corresponding to \( i = 12, 21, 30 \) are equivalent to the order
conditions corresponding to \( i = 17, 26, 37 \), respectively; hence these can be discarded.
The resulting elementary differentials of order 1 to 6 for HB with predictors of order
at least 4 are listed in Table 4. These elementary differentials can be used to write
down the order conditions for HB(6)3.
Table 1: Elementary differentials of order 1 to 6 for HB with predictors of order ≥ 1.

<table>
<thead>
<tr>
<th>i</th>
<th>r(i)</th>
<th>F^{(i)}</th>
<th>$\phi_i^{(i)}$</th>
<th>$\alpha(i)$</th>
<th>$\beta(i)$</th>
<th>$\gamma(i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$f$</td>
<td>$\sum_i b_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>${f}$</td>
<td>$\sum_i b_i c_i$</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>${2f}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j$</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>${f^2}$</td>
<td>$\sum_i b_i c_i^2$</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>${3f}_3$</td>
<td>$\sum_{ijk} b_i a_{ij} a_{jk} c_k$</td>
<td>1</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>${2f^2}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^2$</td>
<td>1</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>${f^3}$</td>
<td>$\sum_{ij} b_i c_i a_{ij} c_j$</td>
<td>3</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>${f^4}$</td>
<td>$\sum_i b_i c_i^4$</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>${4f}_4$</td>
<td>$\sum_{ijkl} b_i a_{ij} a_{jk} a_{kl} c_l$</td>
<td>1</td>
<td>24</td>
<td>120</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>${3f^2}_3$</td>
<td>$\sum_{ijk} b_i a_{ij} a_{jk} c_k^2$</td>
<td>1</td>
<td>12</td>
<td>60</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>${2{f}_2}_2$</td>
<td>$\sum_{ijk} b_i a_{ij} c_j a_{jk} c_k$</td>
<td>3</td>
<td>24</td>
<td>40</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>${2f^3}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^3$</td>
<td>1</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>${{2f}_2}_3$</td>
<td>$\sum_{ijk} b_i a_{ij} a_{jk} c_k$</td>
<td>4</td>
<td>24</td>
<td>30</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>${f^4}_2$</td>
<td>$\sum_{ij} b_i c_i a_{ij} c_j$</td>
<td>4</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>${{f^2}^2}_2$</td>
<td>$\sum_i b_i (\sum_j a_{ij} c_j)^2$</td>
<td>3</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>${{f}_2}_2$</td>
<td>$\sum_{ij} b_i c_i^2 a_{ij} c_j$</td>
<td>6</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>${f^5}$</td>
<td>$\sum_i b_i c_i^5$</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>${5f}_5$</td>
<td>$\sum_{ijklm} b_i a_{ij} a_{jk} a_{kl} a_{lm} c_m$</td>
<td>1</td>
<td>120</td>
<td>720</td>
</tr>
<tr>
<td>19</td>
<td>6</td>
<td>${4f^2}_4$</td>
<td>$\sum_{ijkl} b_i a_{ij} a_{jk} a_{kl} c_k^2$</td>
<td>1</td>
<td>60</td>
<td>360</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>${3{f}_2}_3$</td>
<td>$\sum_{ijk} b_i a_{ij} a_{jk} c_k c_l$</td>
<td>3</td>
<td>120</td>
<td>240</td>
</tr>
<tr>
<td>21</td>
<td>6</td>
<td>${3f^3}_3$</td>
<td>$\sum_{ijkl} b_i a_{ij} a_{jk} c_k$</td>
<td>1</td>
<td>20</td>
<td>120</td>
</tr>
<tr>
<td>22</td>
<td>6</td>
<td>${2{2f}_2}_2$</td>
<td>$\sum_{ijk} b_i a_{ij} c_j a_{jk} c_k$</td>
<td>4</td>
<td>120</td>
<td>180</td>
</tr>
<tr>
<td>23</td>
<td>6</td>
<td>${2f^2}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^2 a_{jk} c_k$</td>
<td>4</td>
<td>60</td>
<td>90</td>
</tr>
<tr>
<td>24</td>
<td>6</td>
<td>${2f}_2$</td>
<td>$\sum_{ij} b_i a_{ij} (\sum_k a_{jk} c_k)^2$</td>
<td>3</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td>25</td>
<td>6</td>
<td>${2f^3}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^3 a_{jk} c_k$</td>
<td>6</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>26</td>
<td>6</td>
<td>${2f^4}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^4$</td>
<td>1</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>27</td>
<td>6</td>
<td>${{3f}_3}_2$</td>
<td>$\sum_{ijkl} b_i c_i a_{ij} a_{jk} a_{kl} c_l$</td>
<td>5</td>
<td>120</td>
<td>144</td>
</tr>
<tr>
<td>28</td>
<td>6</td>
<td>${{2f}_2}_2$</td>
<td>$\sum_{ijkl} b_i c_i a_{ij} a_{jk} c_k$</td>
<td>5</td>
<td>60</td>
<td>72</td>
</tr>
<tr>
<td>29</td>
<td>6</td>
<td>${{f}_2}_2$</td>
<td>$\sum_{ijkl} b_i c_i a_{ij} c_j a_{jk} c_k$</td>
<td>15</td>
<td>120</td>
<td>48</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>${f^5}_2$</td>
<td>$\sum_{ij} b_i c_i a_{ij} c_j$</td>
<td>5</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>31</td>
<td>6</td>
<td>${5f}_2 {f}_2$</td>
<td>$\sum_i b_i (\sum_{j} a_{ij} a_{jk} c_k) (\sum_{j} a_{ij} c_j)$</td>
<td>10</td>
<td>120</td>
<td>72</td>
</tr>
<tr>
<td>32</td>
<td>6</td>
<td>${f^2}_2 {f}_2$</td>
<td>$\sum_i b_i (\sum_{j} a_{ij} c_j^2) (\sum_{j} a_{ij} c_j)$</td>
<td>10</td>
<td>60</td>
<td>36</td>
</tr>
<tr>
<td>33</td>
<td>6</td>
<td>${2f}_2 {f^2}_2$</td>
<td>$\sum_{ijkl} b_i c_i a_{ij} a_{jk} c_k$</td>
<td>10</td>
<td>60</td>
<td>36</td>
</tr>
<tr>
<td>34</td>
<td>6</td>
<td>${f^4}_2$</td>
<td>$\sum_i b_i c_i^4 a_{ij} c_j$</td>
<td>10</td>
<td>30</td>
<td>18</td>
</tr>
<tr>
<td>35</td>
<td>6</td>
<td>${f^2}_2$</td>
<td>$\sum_i b_i c_i^2 (\sum_j a_{ij} c_j)^2$</td>
<td>15</td>
<td>60</td>
<td>24</td>
</tr>
<tr>
<td>36</td>
<td>6</td>
<td>${f}_2 {f^3}_2$</td>
<td>$\sum_{ijkl} b_i c_i^3 a_{ij} c_j$</td>
<td>10</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>37</td>
<td>6</td>
<td>${f^5}$</td>
<td>$\sum_i b_i c_i^5$</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 2: Elementary differentials of order 1 to 6 for HB with predictors of order $\geq 2$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$r(i)$</th>
<th>$F^{(i)}$</th>
<th>$\phi^{(i)}(i)$</th>
<th>$\alpha(i)$</th>
<th>$\beta(i)$</th>
<th>$\gamma(i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$f$</td>
<td>$\sum_i b_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>${f}$</td>
<td>$\sum_i b_i c_i$</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>${f^2}$</td>
<td>$\sum_i b_i c_i^2$</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>${f^2}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^2$</td>
<td>1</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>${f^3}$</td>
<td>$\sum_i b_i c_i^3$</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>${f^2}_3$</td>
<td>$\sum_{ijk} b_i a_{ijk} c_k^2$</td>
<td>1</td>
<td>12</td>
<td>60</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>${f^2}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^3$</td>
<td>1</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>${f^2} f$</td>
<td>$\sum_{ij} b_i c_i a_{ij} c_j^2$</td>
<td>4</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>${f^4}$</td>
<td>$\sum_i b_i c_i^4$</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>6</td>
<td>${f^2}_4$</td>
<td>$\sum_{ijk} b_i a_{ijk} a_{ikt} c_t^2$</td>
<td>1</td>
<td>60</td>
<td>360</td>
</tr>
<tr>
<td>21</td>
<td>6</td>
<td>${f^3}_3$</td>
<td>$\sum_{ijk} b_i a_{ijk} c_k^3$</td>
<td>1</td>
<td>20</td>
<td>120</td>
</tr>
<tr>
<td>23</td>
<td>6</td>
<td>${f^2}_2 f$</td>
<td>$\sum_{ijk} b_i a_{ijk} c_j c_k^2$</td>
<td>4</td>
<td>60</td>
<td>90</td>
</tr>
<tr>
<td>26</td>
<td>6</td>
<td>${f^2}_2 f$</td>
<td>$\sum_{ijk} b_i a_{ijk} c_j c_k^2$</td>
<td>4</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>28</td>
<td>6</td>
<td>${f^2}_2 f$</td>
<td>$\sum_{ijk} b_i a_{ijk} a_{ikt} c_t c_j c_k^2$</td>
<td>5</td>
<td>60</td>
<td>72</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>${f^3} f$</td>
<td>$\sum_{ij} b_i c_i a_{ij} c_j^2$</td>
<td>5</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>34</td>
<td>6</td>
<td>${f^3} f$</td>
<td>$\sum_{ij} b_i c_i^2 a_{ij} c_j^2$</td>
<td>10</td>
<td>30</td>
<td>18</td>
</tr>
<tr>
<td>37</td>
<td>6</td>
<td>${f^5}$</td>
<td>$\sum_i b_i c_i^5$</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3: Elementary differentials of order 1 to 6 for HB with predictors of order $\geq 3$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$r(i)$</th>
<th>$F^{(i)}$</th>
<th>$\phi^{(i)}(i)$</th>
<th>$\alpha(i)$</th>
<th>$\beta(i)$</th>
<th>$\gamma(i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$f$</td>
<td>$\sum_i b_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>${f}$</td>
<td>$\sum_i b_i c_i$</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>${f^2}$</td>
<td>$\sum_i b_i c_i^2$</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>${f^3}$</td>
<td>$\sum_i b_i c_i^3$</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>${f^2}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^3$</td>
<td>1</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>${f^4}$</td>
<td>$\sum_i b_i c_i^4$</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>21</td>
<td>6</td>
<td>${f^3}_3$</td>
<td>$\sum_{ijk} b_i a_{ijk} c_k^3$</td>
<td>1</td>
<td>20</td>
<td>120</td>
</tr>
<tr>
<td>26</td>
<td>6</td>
<td>${f^4}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^4$</td>
<td>1</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>${f^3} f$</td>
<td>$\sum_{ij} b_i c_i a_{ij} c_j^2$</td>
<td>5</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>37</td>
<td>6</td>
<td>${f^5}$</td>
<td>$\sum_i b_i c_i^5$</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 4: Elementary differentials of order 1 to 6 for HB with predictors of order $\geq 4$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$r(i)$</th>
<th>$F(i)$</th>
<th>$\phi_0(i)$</th>
<th>$\alpha(i)$</th>
<th>$\beta(i)$</th>
<th>$\gamma(i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$f$</td>
<td>$\sum_i b_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>${f}$</td>
<td>$\sum_i b_i c_i$</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>${f^2}$</td>
<td>$\sum_i b_i c_i^2$</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>${f^3}$</td>
<td>$\sum_i b_i c_i^3$</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>${f^4}$</td>
<td>$\sum_i b_i c_i^4$</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>26</td>
<td>6</td>
<td>${2, f^4}_2$</td>
<td>$\sum_{ij} b_i a_{ij} c_j^4$</td>
<td>1</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>37</td>
<td>6</td>
<td>${f^5}$</td>
<td>$\sum_i b_i c_i^5$</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

### 3.3 Vandermonde-type Formulation of HB($p$)$^3$

In this section, the equations for the integration formula and the predictors are derived from their assumed forms (10)–(13) and their Taylor expansions. Moreover, the purpose of this section is not to derive a practical algorithm to solve these equations in terms of all the parameters since the $c_j$ appear nonlinearly. Later, for particular variable-step HB($p$) methods, the $c_j$ will be fixed and a flow chart outlining the order in which the parameters are obtained will be given in section 3.5.

#### 3.3.1 Integration formula IF

To find the IF coefficients which satisfy the order condition (22), we consider the $(p + 1)$-vector of reordered coefficients of the integration formula IF in (12),

$$u^1 = [\alpha_0, b_1, b_2, b_3, \beta_1, \beta_2, \ldots, \beta_{p-4}, \alpha_1]^T,$$

which is the solution of the confluent Vandermonde-type system of order conditions (21) and (22):

$$M^1 u^1 = r^1, \quad (34)$$
where

\[
M^1 = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 1 & 1 & 1 & \cdots & 1 & \eta_2 \\
0 & 0 & c_2 & c_3 & \eta_2 & \cdots & \eta_{p-3} & \frac{\eta_{p-3}^2}{2!} \\
0 & 0 & \frac{c_2}{2!} & \frac{c_3}{2!} & \frac{\eta_2^2}{2!} & \cdots & \frac{\eta_{p-3}^2}{2!} & \frac{\eta_{p-3}^3}{3!} \\
\vdots & & & & & & \vdots \\
0 & 0 & \frac{c_2^{p-1}}{(p-1)!} & \frac{c_3^{p-1}}{(p-1)!} & \frac{\eta_2^{p-1}}{(p-1)!} & \cdots & \frac{\eta_{p-3}^{p-1}}{(p-1)!} & \frac{\eta_{p-3}^p}{p!}
\end{bmatrix},
\]

and \( r^1 = r_1(1 : p + 1) \) has components

\[
r_1(i) = 1/(i - 1)!, \quad i = 1, 2, \ldots, p + 1.
\]

The leading error term of IF, which is the first deleted coefficient in the Taylor expansion of \( y_{n+1} \), is

\[
\left[ \alpha_1 \eta_2^{p+1} \frac{p}{(p+1)!} + b_2 \frac{c_2^p}{p!} + b_3 \frac{c_3^p}{p!} + \sum_{j=1}^{p-4} \beta_j \frac{\eta_j^{p+1}}{p!} - \frac{1}{(p+1)!} \right] \eta_{n+1}^{p+1} \beta_n^{p+1}.
\]

### 3.3.2 Predictor \( P_2 \)

The \((p - 1)\)-vector of reordered coefficients of predictor \( P_2 \) in (10),

\[
u^2 = [\alpha_20, a_{21}, \beta_{21}, \beta_{22}, \ldots, \beta_{2,p-4}, \alpha_{21}]^T,
\]

is the solution of the system of order conditions (19):

\[
M^2 u^2 = r^2,
\]

where

\[
M^2 = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 1 \\
0 & 1 & 1 & \cdots & 1 & \eta_2 \\
0 & 0 & \eta_2 & \cdots & \eta_{p-3} & \frac{\eta_{p-3}^2}{2!} \\
0 & 0 & \frac{\eta_2}{2!} & \cdots & \frac{\eta_{p-3}^2}{2!} & \frac{\eta_{p-3}^3}{3!} \\
\vdots & & & & & \vdots \\
0 & 0 & \frac{\eta_2^{p-3}}{(p-3)!} & \cdots & \frac{\eta_{p-3}^{p-3}}{(p-3)!} & \frac{\eta_{p-3}^{p-2}}{(p-2)!}
\end{bmatrix}
\]
and \( r^2 = r_2(1 : p - 1) \) has components

\[
r_2(i) = c_2^{i-1}/(i-1)!, \quad i = 1, 2, \ldots, p - 1.
\]

A truncated Taylor expansion of the right-hand side of (10) about \( x_n \) gives

\[
\sum_{j=0}^{p+1} S_2(j) h_{n+1}^j y_n^{(j)}
\]

with coefficients

\[
S_2(j) = M^2(j + 1, 1, \ldots, p - 1) u^2 = r_2(j + 1) = \frac{c_2^j}{j!}, \quad j = 0, 1, \ldots, p - 2,
\]

\[
S_2(j) = \alpha_{21} \frac{\eta_2^j}{j!} + \sum_{i=1}^{p-4} \beta_{2i} \eta_{i+1}^{j-1}/(j-1)!, \quad j = p - 1, p, p + 1.
\]

We note that \( P_2 \) is of order \( p - 2 \) since it satisfies the order conditions

\[
\sum_{i=0}^{1} \alpha_{2i} = 1,
\]

\[
S_2(j) = c_2^j/j!, \quad j = 1, \ldots, p - 2,
\]

and its leading error term is

\[
\left[ S_2(p-1) - \frac{c_2^{p-1}}{(p-1)!} \right] h_{n+1}^{p-1} y_n^{(p-1)}.
\]

### 3.3.3 Predictor \( P_3 \)

The \( p \)-vector of reordered coefficients of predictor \( P_3 \) in (11),

\[
u^3 = [\alpha_{30}, \alpha_{31}, \alpha_{32}, \beta_{31}, \beta_{32}, \ldots, \beta_{3,p-4}, \alpha_{31}]^T,
\]

is the solution of the system of order conditions (18) and (19) with \( i = 3 \), and (23):

\[
M^3 u^3 = r^3,
\]
where

\[
M^3 = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 1 & 1 & 1 & \cdots & 1 & \eta_2 \\
0 & 0 & c_2 & \eta_2 & \cdots & \eta_{p-3} & \frac{\eta_2^2}{2!} \\
0 & 0 & \frac{c_2^2}{2!} & \eta_2^2 & \cdots & \frac{\eta_{p-3}^2}{2!} & \frac{\eta_2^3}{3!} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \frac{c_2^{p-2}}{(p-2)!} & \frac{\eta_2^{p-2}}{(p-2)!} & \cdots & \frac{\eta_{p-3}^{p-2}}{(p-2)!} & \frac{\eta_2^{p-1}}{(p-1)!}
\end{bmatrix}.
\] (39)

The first \( p - 1 \) components of \( r^3 = r_3(1:p) \) are

\[
r_3(i) = c_3^{i-1}/(i-1)!, \quad i = 1, 2, \ldots, p - 1,
\]

and the \( p \)th component is

\[
r_3(p) = \frac{1}{b_{13}} \left[ \frac{1}{p!} - b_{13} S_2(p-1) - B_1(p) \right].
\]

A truncated Taylor expansion of the right-hand side of (11) about \( x_n \) gives

\[
\sum_{j=0}^{p+1} S_3(j) h_{n+1}^{j} y_n^{(j)}
\]

with coefficients

\[
S_3(j) = M^3(j+1,1,\ldots,p) u^3 = r_3(j+1) = \frac{c_3^j}{j!}, \quad j = 0, 1, \ldots, p - 2,
\]

\[
S_3(j) = \alpha_3 \frac{\eta_2^j}{j!} + a_{32} S_2(j-1) + \sum_{i=1}^{p-4} \beta_{3i} \frac{\eta_{i+1}^{j-1}}{(j-1)!}, \quad j = p - 1, p, p + 1.
\]

### 3.3.4 Step control predictor \( P_4 \)

The \( (p-2) \)-vector of reordered coefficients of \( P_4 \) in (13),

\[
u^4 = [a_{41}, a_{43}, \beta_{41}, \beta_{42}, \ldots, \beta_{4,p-4}]^T,
\]

is the solution of the system of order conditions:

\[
M^4 u^4 = r^4,
\] (40)
where

\[ M^4 = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
0 & c_3 & \eta_2 & \cdots & \eta_{p-3} \\
0 & \frac{c_3^3}{2!} & \frac{\eta_2^2}{2!} & \cdots & \frac{\eta_{p-3}^{p-3}}{2!} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \frac{c_3^{p-3}}{(p-3)!} & \frac{\eta_2^{p-3}}{(p-3)!} & \cdots & \frac{\eta_{p-3}^{p-3}}{(p-3)!}
\end{bmatrix} \quad (41) \]

and \( r^4 = r_4(1 : p - 2) \) has components

\[ r_4(i) = 1/i!, \quad i = 1, 2, \ldots, p - 2. \]

The solutions \( u^\ell, \ell = 1, 2, 3, 4, \) form generalized Lagrange basis functions for representing the HB interpolation polynomials.

### 3.4 Symbolic Construction of Elementary Matrices

Consider the matrices

\[ M^\ell \in \mathbb{R}^{m_\ell \times m_\ell}, \quad \ell = 1, 2, 3, 4, \quad (42) \]

of the Vandermonde-type systems (34), (36), (38), and (40), where

\[ m_1 = p + 1, \quad m_2 = p - 1, \quad m_3 = p, \quad m_4 = p - 2, \quad (43) \]

and \( p \) is the order of the method.

The purpose of this section is to construct symbolically elementary lower and upper bidiagonal matrices as functions of the parameters of HP(\( p \)). These functions will be used in Subsection 3.4.1 to factor each \( M^\ell, \ell = 1, 2, 3, \) into a diagonal+last-column matrix, \( W^\ell \), which will be further diagonalized by a Gaussian elimination. This decomposition will lead to a fast solution of the systems \( M^\ell u^\ell = r^\ell \) in \( O(p^2) \) operations.

Since the Vandermonde-type matrices \( M^\ell \) can be decomposed into the product of a diagonal matrix containing reciprocals of factorials and a confluent Vandermonde matrix, the factorizations used in this thesis hold following the approach of Björck
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and Pereyra [5], Krogh [28], Galimberti and Pereyra [21] and Björck and Elfving [4]. Pivoting is not needed in this decomposition because of the special structure of Vandermonde-type matrices. The competitiveness of HB(p)3 of order \( p \) comes from the surprisingly stable fast solution of ill-conditioned Vandermonde-type linear systems in \( O(p^2) \) operations (see [24, p. 187]) by taking the special structure of these systems into account, in contrast with Gaussian elimination with pivoting in \( O(p^3) \) operations, which requires more storage, is slower and, at times, leads to unstable solutions when the stepsize is very small.

3.4.1 Construction of lower bidiagonal matrices

We first describe the zeroing process of a general vector \( \mathbf{x} = [x_1, x_2, \ldots, x_m]^T \) with no zero elements. The lower bidiagonal matrix

\[
L_k = \begin{bmatrix}
I_{k-1} & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 1 & -\tau_{k+1} & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & 1 & -\tau_m 
\end{bmatrix}
\] (44)

defined by the multipliers

\[
\tau_i = \frac{x_{i-1}}{x_i} = -L_k(i, i), \quad i = k + 1, k + 2, \ldots, m,
\] (45)

zeros the last \( (m - k) \) components, \( x_{k+1}, \ldots, x_m \), of \( \mathbf{x} \). This zeroing process will be applied recursively on \( M^\ell \) as follows.

For \( k = 3, 4, \ldots, m_\ell - 1 \), left multiplying \( T_k^\ell = L_k^\ell \cdots L_4^\ell L_3^\ell M^\ell \) by \( L_k^\ell \) zeros the last \( (m_\ell - k) \) components of the \( k \)th column of \( T_k^\ell \). Thus we obtain the upper triangular matrix

\[
L^\ell M^\ell = L_{m_\ell-1}^\ell \cdots L_4^\ell L_3^\ell M^\ell
\] (46)
in \( (m_\ell - 3) \) matrix operations. We note that \( L^\ell \) does not change the first two rows of \( M^\ell \).

**Process 1** At the \( k \)th step, starting with \( k = 3 \),
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- $M^{(k-1)} = L_{k-1} L_{k-2} \cdots L_3 M$ is an upper triangular matrix in columns 1 to $k - 1$.
- The multipliers in $L_k$ are obtained from $M^{(k-1)}(k+1, \ldots, m; k)$ since $M^{(i, k)} \neq 0$ for $i = k + 1, k + 2, \ldots, m$.

Algorithm 1 in Appendix A describes this process.

3.4.2 Construction of upper bidiagonal matrices

For each matrix $L^\ell M^\ell$, $\ell = 1, 2, 3$, we construct recursively upper bidiagonal matrices $U^\ell_2, U^\ell_3, \ldots, U^\ell_{m-2}$ such that the upper triangular matrix $U^\ell = U^\ell_2 U^\ell_3 \cdots U^\ell_{m-2}$ transforms $L^\ell M^\ell$ into a matrix $W^\ell = L^\ell M^\ell U^\ell$ with nonzero diagonal elements, $W^\ell(i, i) \neq 0$, $i = 1, 2, \ldots, m$, nonzero $W^\ell(1 : m, m)$, and zero elsewhere. We call such a matrix a "diagonal+last-column" matrix.

We describe the zeroing process of the upper bidiagonal matrix $U_k^\ell$ on the two-row matrix

$$L^\ell M^\ell U^\ell_2 U^\ell_3 \cdots U^\ell_{k-1}(k : k + 1, 1 : m)$$

$$= \begin{bmatrix}
y_{k,1} & \cdots & y_{k,k-1} & 1 & 1 & \cdots & 1 & y_{k,m} \\
y_{k+1,1} & \cdots & y_{k+1,k-1} & y_{k+1,k} & y_{k+1,k+1} & \cdots & y_{k+1,m-1} & y_{k+1,m} \\
\end{bmatrix}. \quad (47)$$

The divisors

$$\sigma_i = \frac{k}{\mu^\ell(i) - \mu^\ell(i - k + 1)} = U_k^\ell(i, i), \quad i = k + 1, k + 2, \ldots, m - 1, \quad (48)$$

where $\mu^\ell(k) = M^\ell(3, k)$, define the upper bidiagonal matrix

$$U_k^\ell = \begin{bmatrix}
I_{k-1} & 0 & \cdots & 0 & \cdots & 0 & 0 \\
0 & 1 & -\sigma_{k+1} & 0 & \cdots & 0 & 0 \\
0 & 0 & \sigma_{k+1} & -\sigma_{k+2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \sigma_{m-2} & -\sigma_{m-1} & 0 \\
0 & 0 & 0 & \cdots & 0 & \sigma_{m-1} & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
\end{bmatrix}. \quad (49)$$
Right-multiplying (47) by $U_k^\ell$ zeros the 1's in position $k, \ldots, m_\ell - 1$ in the first row and puts 1's in position $k + 1, \ldots, m_\ell - 1$ in the second row:

$$L^\ell M^\ell U_2^\ell \cdots U_{k-1}^\ell U_k^\ell(k : k + 1, 1 : m_\ell)$$

$$= \begin{bmatrix} y_{k1} & \cdots & y_{k,k-1} & 1 & 0 & \cdots & 0 & y_{k,m_\ell} \\
y_{k+1,1} & \cdots & y_{k+1,k-1} & y_{k+1,k} & 1 & \cdots & 1 & y_{k+1,m_\ell} \end{bmatrix}.$$ (50)

Thus, $U_2^\ell U_3^\ell \cdots U_{m_\ell-2}^\ell$ transforms the upper triangular matrix $L^\ell M^\ell$ into the diagonal+last-column matrix

$$W^\ell = L^\ell M^\ell U_2^\ell U_3^\ell \cdots U_{m_\ell-2}^\ell$$ (51)

in $(m_\ell - 3)$ steps.

**Process 2** At the $k$th step, starting with $k = 2$,

- $M^\ell(k-1) = L^\ell M^\ell U_2^\ell U_3^\ell \cdots U_{k-1}^\ell$ is a diagonal+last-column matrix in rows 1 to $k - 1$.

- The divisors in $U_k^\ell$ are obtained from $M^\ell(k-1)(k+1, k+1 : m_\ell)$ since $M^\ell(k-1)(k+1, j) - M^\ell(k-1)(k+1, j-1) \neq 0, j = k + 1, k + 2, \ldots, m_\ell - 1$.

Algorithm 2 in Appendix A describes this process.

### 3.5 Particular Variable-step HB(p)3

The general HB(p)3 methods obtained in Chapter 4 contain one free coefficient, $c_2$, and depends on $h_{n+1}$ and the previous nodes, $x_n, x_{n-1}, \ldots, x_{n-(p-4)}$, which determine $\eta_2, \ldots, \eta_{p-3}$ in (16).

For simplicity and to reduce computation, only one intermediary point, $c_2$, is introduced while $c_1 = 0$ and $c_3 = 1$ are taken at the ends of the interval of integration, thus reducing the cost per step in the implementation of a particular variable-step HB(p)3, for $p = 5, 6, \ldots, 15$. After some numerical experimentation on the choice of $c_2$, the following three coefficients were chosen as

$$c_1 = 0, \quad c_2 = \frac{2}{3}, \quad c_3 = 1.$$ (52)
We also denote this family of particular HB(p)3 by HB(5-15)3.

The remaining of this thesis is concerned with the family of particular variable-step HB(p)3 with coefficients $c_j$ given in (52).

The procedure to advance integration from $x_n$ to $x_{n+1}$ is as follows.

(a) The order $p$ is obtained by the procedure of Chapter 4. Then, the stepsize, $h_{n+1}$, is obtained by formula (57) of Section 4.2 with $\kappa = p - 1$, that will be given below.

(b) The numbers $\eta_2, \ldots, \eta_{p-4}$, defined in (16), are calculated.

(c) The coefficients of integration formula IF, predictors $P_2$, $P_3$ and step control predictor $P_4$ are obtained successively as solutions of systems (34), (36), (38) and (40).

(d) The values $y_{n+c_2}, y_{n+c_3}, y_{n+1},$ and $\tilde{y}_{n+1}$ are obtained by formulas (10)–(13).

(e) The step is accepted if $|y_{n+1} - \tilde{y}_{n+1}|$ is smaller than the chosen tolerance and the program goes to (a) with $n$ replaced by $n + 1$. Otherwise the program returns to (a) with the same order $p$ and the smaller stepsize $0.7 h_{n+1}$.

3.6 Fast Solution of Vandemonde-type Systems

Symbolic software can be conveniently used to construct the elementary matrix functions $L_k^\ell$ and $U_k^\ell$, $\ell = 1, 2, 3$, only once as functions of $\eta_j$, for $j = 2, 3, \ldots, p - 3$. Symbolic Algorithms 1 and 2 in Appendix A do this only once to produce diagonal+last-column matrices in $O(m^3)$ operations. These elementary matrix functions are permanently incorporated in, and used by the fast C++ Algorithms 3 and 4, in Appendix A, to solve systems (34), (36), (38) and (40) at each integration step in $O(m^2)$ operations.

3.6.1 Solution of $M^\ell u^\ell = r^\ell$, $\ell = 1, 2, 3$

We let

$$m_1 = p + 1, \quad m_2 = p - 1, \quad m_3 = p, \quad m_4 = p - 2,$$
as defined in (43).

First, the elimination procedure of subsection 3.4.1 is applied to \( M^\ell \) to construct \( m_\ell \times m_\ell \) lower bidiagonal matrices \( L^\ell_k, k = 3, \ldots, m_\ell - 1 \), with multipliers

\[
\tau_i = \frac{i + 1 - k}{M^\ell(3,k)} = -L^\ell_k(i,i), \quad i = k + 1, k + 2, \ldots, m_\ell. \tag{53}
\]

The matrix \( L^\ell = L^\ell_{m_\ell-1} \cdots L^\ell_4 L^\ell_3 \) transforms the coefficient matrix \( M^\ell \) into the upper triangular matrix \( L^\ell M^\ell \) of the form (46).

Second, the elimination procedure of subsection 3.4.2 is used to construct \( m_\ell \times m_\ell \) upper bidiagonal matrices \( U^\ell_k, k = 2, \ldots, m_\ell - 2 \), with multipliers

\[
\sigma_i = \frac{k - 1}{M^\ell(3,i) - M^\ell(3,i - k + 1)} = U^\ell_k(i,i), \quad i = k + 1, k + 2, \ldots, m_\ell - 1. \tag{54}
\]

The right-product of the \( U^\ell_k \) will transform \( L^\ell M^\ell \) into a diagonal+last-column matrix \( W^\ell \) of the form (51).

Finally, a factored Gaussian elimination, \( L^\ell_{m_\ell+1} L^\ell_{m_\ell} \), diagonalizes \( W^\ell \) as follows. First, \( W^\ell(m_\ell, m_\ell) \) is set to 1 by the diagonal matrix \( L^\ell_{m_\ell} \):

\[
L^\ell_{m_\ell}(i,i) = 1, \quad i = 1, \ldots, m_\ell - 1,
L^\ell_{m_\ell}(m_\ell, m_\ell) = 1/W^\ell(m_\ell, m_\ell).
\]

Then the non-diagonal entries in the last column of \( L^\ell_{m_\ell} W^\ell \) are zeroed by the unit diagonal+last-column matrix \( L^\ell_{m_\ell+1} \) whose last column has top \( m_\ell - 1 \) entries

\[
L^\ell_{m_\ell+1}(1 : m_\ell - 1, m_\ell) - (L^\ell_{m_\ell} W^\ell)(1 : m_\ell - 1, m_\ell).
\]

This procedure transforms \( M^\ell \) into the diagonal matrix

\[
D^\ell = L^\ell_{m_\ell+1} L^\ell_{m_\ell} \cdots L^\ell_3 M^\ell U^\ell_2 U^\ell_3 \cdots U^\ell_{m_\ell-2},
\]

where

\[
D^\ell(i,i) = 1, \quad i = 1, 2, 3, m_\ell,
\]

and

\[
D^\ell(i,i) = \frac{(i - 2)!}{[-M^\ell(3,3)][-M^\ell(3,4)] \cdots [-M^\ell(3,i - 1)]}, \quad i = 4, 5, \ldots, m_\ell - 1.
\]
Thus we have the following factorization of \( M^\ell \) into the product of elementary matrices:
\[
M^\ell = (L_{m_\ell+1}^\ell L_{m_\ell}^\ell \cdots L_2^\ell)^{-1} D^\ell (U_2^\ell U_3^\ell \cdots U_{m_\ell-2}^\ell)^{-1},
\]
and the solution is
\[
\mathbf{u}^\ell = U_2^\ell U_3^\ell \cdots U_{m_\ell-2}^\ell (D^\ell)^{-1} L_{m_\ell+1}^\ell L_{m_\ell}^\ell \cdots L_2^\ell \mathbf{r}^\ell,
\]
where fast computation goes from right to left.

Procedure (55) is implemented in Algorithm 3 in Appendix A in \( O(m_\ell^2) \) operations. The input is \( M = M^\ell, m = m_\ell, r = r^\ell, L_k = L_k^\ell, k = 3, 4, \ldots, m_\ell - 1; U_k = U_k^\ell, k = 2, 3, \ldots, m_\ell - 2; \) and \( D = D^\ell \). The output is \( \mathbf{u} = \mathbf{u}^\ell \).

### 3.6.2 Solution of \( M^4 \mathbf{u}^4 = \mathbf{r}^4 \)

The algorithm to solve the system \( M^4 \mathbf{u}^4 = \mathbf{r}^4 \) in \( O(m_4^2) \) operations is similar to the algorithm for the primal system of [5, p. 896] and is described in Algorithm 4 in Appendix A. The input is \( M = M^4, m = m_4, r = r^4 \) and the output is \( \mathbf{u} = \mathbf{u}^4 \).

**Remark 1** Formulae (10)–(13) can be put in matrix form. For instance, (12) can be written as
\[
y_{n+1} = F^1 \mathbf{u}^1.
\]
where
\[
F^1 = \begin{bmatrix}
y_n, h_{n+1}f_n, h_{n+1}f_{n+c_2}, h_{n+1}f_{n+c_3}, h_{n+1}f_{n-1}, h_{n+1}f_{n-2}, \ldots, h_{n+1}f_{n-(p-4)}, y_{n-1}
\end{bmatrix},
\]
and
\[
\mathbf{u}^1 = [\alpha_{10}, b_{11}, b_{12}, b_{13}, \beta_{11}, \beta_{12}, \ldots, \beta_{1,p-4}, \alpha_{11}]^T.
\]

It is interesting to note the three decomposition forms of the system \( Fu \):
\[
F(UD^{-1}Lr) \quad \text{(generalized Lagrange interpolation)},
\]
\[
(FUD^{-1})Lr \quad \text{(Krogh’s modified divided differences)},
\]
\[
(FUD^{-1}L)r \quad \text{(Nordsieck’s formulation)}.
\]

The first form is used in this thesis, the second form for Vandermonde systems is found in [28], and the third form is found in [37].
4.1 Regions of Absolute Stability and Principal Error Term

To obtain the regions of absolute stability, $R$, of these methods, we apply predictors $P_2, P_3$ and integration formula IF of each method, with constant $h$, to the linear test equation

$$y' = \lambda y,$$  
$$y_0 = 1.$$  

This gives the difference equation and the corresponding characteristic equation

$$\sum_{j=0}^{p-3} \gamma_j y_{n+j} = 0,$$  
$$\sum_{j=0}^{p-3} \gamma_j r_j^j = 0,$$  

respectively, where $p - 3$ is the number of steps of the method. A complex number $\lambda h$ is in $R$ if the $p - 3$ roots of the characteristic equation satisfy the root condition $|r_s| \leq 1$ and the multiple roots satisfy $|r_s| < 1$. The method used in [35] to find $R$ is similar to the one used for $k$-step multistep methods (see [25, pp. 256–257]).

The upper part of the regions of absolute stability, $R$, of HB(5-15)3 are shown in grey in Fig. 2 taken from [35]. The region $R$ is symmetric with respect to the real axis.
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Figure 2: Regions of absolute stability, $R$, of HB(5-15)3.
Table 5: For given order \( p \), the table lists the abscissa of absolute stability, \( \alpha \), and the norm \( \|\text{PLTC}\|_2 \) for HB\((p)3\) and ABM\((p,p - 1)\), respectively.

<table>
<thead>
<tr>
<th>( p )</th>
<th>( \alpha )</th>
<th>( \text{HB}(p)3 )</th>
<th>( \text{ABM}(p,p - 1) )</th>
<th>( |\text{PLTC}|_2 )</th>
<th>( \text{HB}(p)3 )</th>
<th>( \text{ABM}(p,p - 1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-1.30</td>
<td>-1.40</td>
<td>1.31e-02</td>
<td>1.04e-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-1.14</td>
<td>-1.03</td>
<td>7.85e-03</td>
<td>9.56e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-1.03</td>
<td>-0.78</td>
<td>5.37e-03</td>
<td>8.89e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-0.96</td>
<td>-0.60</td>
<td>3.97e-03</td>
<td>8.37e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-0.94</td>
<td>-0.44</td>
<td>3.09e-03</td>
<td>7.94e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-0.91</td>
<td>-0.33</td>
<td>2.49e-03</td>
<td>7.58e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>-0.79</td>
<td>-0.26</td>
<td>2.06e-03</td>
<td>7.28e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-0.69</td>
<td>-0.21</td>
<td>1.75e-03</td>
<td>7.01e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-0.60</td>
<td>-0.06</td>
<td>1.50e-03</td>
<td>6.78e-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-0.52</td>
<td>1.31e-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-0.45</td>
<td>1.16e-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Let \( \text{ABM}(p,p - 1) \) denote the ABM method with predictor of order \( p - 1 \) and corrector of order \( p \) in PECE mode [41, p. 135–140]. The intervals of absolute stability \((\alpha, 0)\) of \( \text{HB}(p)3\) and \( \text{ABM}(p,p - 1) \) are listed in the left part of Table 5. It is seen that HB methods have larger intervals of absolute stability than ABM methods of comparable order.

The principal error term of \( \text{HB}(5-15)3 \) is of the form

\[
\delta_1 \{f^p\} + \delta_2 p \{\{f^{p-2}\}f\} + \delta_3 \{2f^{p-1}\}_2 + \delta_4 \{3f^{p-2}\}_3 \right) h^{p+1},
\]

where \( \{f^p\}, \{\{f^{p-2}\}f\}, \{2f^{p-1}\}_2, \{3f^{p-2}\}_3 \) are elementary differentials defined in [8], [30] and [25]. The principal local truncation coefficients (PLTC), \( \delta_1, \delta_2, \delta_3 \) and \( \delta_4 \), of the principal error term are listed in Table 6. The norms \( \|\text{PLTC}\|_2 \) for \( \text{HB}(5-15)3 \) and ABM methods of order \( p = 5, \ldots, 13 \) are listed in the right part of Table 5. It is observed that the norm \( \|\text{PLTC}\|_2 \) for HB methods are between 3% to 12% of the norm \( \|\text{PLTC}\|_2 \) for ABM methods of comparable order.
Table 6: For each order $p$, the table lists the principal local truncation coefficients for HB(5-15)3.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\delta_1$</th>
<th>$\delta_2$</th>
<th>$\delta_3$</th>
<th>$\delta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>122167958642</td>
<td>1759218004442</td>
<td>63281244764</td>
<td>23456248059221</td>
</tr>
<tr>
<td>6</td>
<td>593792700019</td>
<td>9497804038679</td>
<td>61509369910607</td>
<td>2533274790395689</td>
</tr>
<tr>
<td>7</td>
<td>873180</td>
<td>3402720</td>
<td>4688352</td>
<td>8854480</td>
</tr>
<tr>
<td>8</td>
<td>85471927</td>
<td>587270</td>
<td>468962</td>
<td>1015692927</td>
</tr>
<tr>
<td>9</td>
<td>3076068117697</td>
<td>1303219439</td>
<td>11418240917</td>
<td>1313789481</td>
</tr>
<tr>
<td>10</td>
<td>2354423</td>
<td>1673247147</td>
<td>1753207927</td>
<td>1207850681</td>
</tr>
<tr>
<td>11</td>
<td>179914245043</td>
<td>68883</td>
<td>948057</td>
<td>2708477</td>
</tr>
<tr>
<td>12</td>
<td>339355</td>
<td>283878427</td>
<td>15000386416</td>
<td>1340785068</td>
</tr>
<tr>
<td>13</td>
<td>49883922711</td>
<td>1873166</td>
<td>232193</td>
<td>1604661</td>
</tr>
<tr>
<td>14</td>
<td>179086</td>
<td>10637173139</td>
<td>59841151746</td>
<td>911571649</td>
</tr>
<tr>
<td>15</td>
<td>48448766529</td>
<td>172071</td>
<td>244227</td>
<td>1821263</td>
</tr>
<tr>
<td>16</td>
<td>116718</td>
<td>1297436831</td>
<td>9931242032</td>
<td>1248757818</td>
</tr>
<tr>
<td>17</td>
<td>55190680283</td>
<td>136176</td>
<td>235381</td>
<td>4230511</td>
</tr>
<tr>
<td>18</td>
<td>62473</td>
<td>1323940543</td>
<td>14807486217</td>
<td>342802290</td>
</tr>
<tr>
<td>19</td>
<td>30209666259</td>
<td>680819</td>
<td>172405</td>
<td>5242881</td>
</tr>
<tr>
<td>20</td>
<td>123146</td>
<td>613889</td>
<td>300125</td>
<td>2397757</td>
</tr>
<tr>
<td>21</td>
<td>278016465347</td>
<td>9276690181</td>
<td>44659745959</td>
<td>2588362997</td>
</tr>
<tr>
<td>22</td>
<td>53849</td>
<td>448503</td>
<td>82398</td>
<td>778718</td>
</tr>
<tr>
<td>23</td>
<td>207525400761</td>
<td>522866958</td>
<td>19247139919</td>
<td>952540877</td>
</tr>
</tbody>
</table>
4.2 Controlling Stepsize and Order

A variant of the procedure described in [41] is used to control the steps size and order of our VSVO HB methods.

- The program computes the maximum norm

\[ E = \| y_{n+1} - \tilde{y}_{n+1,q} \|_{\infty}, \]

where \( y_{n+1} \) is the value obtained by the integration formula IF of order \( p \) and \( \tilde{y}_{n+1,q} := \tilde{y}_{n+1} \) is the value obtained by the step control predictor \( P_4 \) of order \( q = p - 2 \). In other word, the numerical solution is obtained from the the lower order estimator.

- The stepsize \( h_{n+1} \) is obtained by the formula (see [26]):

\[ h_{n+1} = \min \left\{ h_{\text{max}}, \beta h_n \left( \frac{\text{tolerance}}{E} \right)^{1/\kappa}, 4 h_n \right\}, \quad (57) \]

where \( h_{\text{max}} \) is the largest admissible step determined by the user or, by default, by the software, tolerance is chosen by the user, \( \kappa = p - 1 \) and \( \beta = 0.81 \) is a conservative safety factor.

- The coefficients of integration formula IF, predictors \( P_2, P_3 \) and step control predictor \( P_4 \) are obtained successively as solutions of the linear systems (34), (36), (38) and (40).

- The step to \( x_{n+1} \) is accepted if \( E \leq \text{tolerance} \), else it is rejected and the program returns to the previous step with smaller step \( 0.7 h_{n+1} \).

- If the step to \( x_{n+1} \) is successful, besides \( P_4 \), three other Adams–Moulton step control predictors,

\[ \tilde{y}_{n+1,p} = y_n + h_{n+1} \left( a_{41} f_n + a_{43} f_{n+1} + \sum_{j=1}^{p-2} \beta_{4j} f_{n-j} \right), \quad (58) \]
of order $\rho = q \pm 1$ and $q - 2$ are used to produce the three values $\tilde{y}_{n+1,\rho}$, used to control the order and stepsize by means of the following three maximum norms:

$$E_{\pm 1} = \|y_{n+1} - \tilde{y}_{n+1,q\pm 1}\|_{\infty}, \quad E_{-2} = \|y_{n+1} - \tilde{y}_{n+1,q-2}\|_{\infty},$$

which estimate the local error at $x_{n+1}$ had the step to $x_{n+1}$ been taken at orders $q \pm 1$ and $q - 2$, respectively. These three quantities are formed with $E$ so that much of the order and stepsize selection can be done by using the following rules. The lowest satisfactory order is used. Thus, the order is lowered if

$$E_{-1} \leq \min\{E, E_{+1}\} \quad \text{or} \quad E \geq \max\{E_{-1}, E_{-2}\}.$$ 

The order is raised only if the following stronger conditions,

$$E_{+1} < E < \max\{E_{-1}, E_{-2}\},$$

are satisfied. Otherwise, the same order is kept.

- When the order $q$ of $P_4$ is 13, $E_{+1}$ is not available; Thus, the order is lowered if

$$E \geq \max\{E_{-1}, E_{-2}\}.$$ 

- When $q = 3$, the order is raised only if

$$E_{+1} < E.$$

- After selecting the order to be used, $\kappa$ and $E$ are reassigned according to the selected order. For example, if the order is to be lowered in the next step, $\kappa_{n+1} = \kappa_n - 1$ and $E = E_{-1}$. The stepsize $h_{n+1}$ is then controlled by formula (57).

### 4.3 HB(5-15)3 against ODE113 in Matlab

We list below standard test problems for ODE solvers. Many of these problems have been used to test HB(5-15)3. In this section, we report on the numerical performance of HB(5-15)3 (programmed in Matlab) and Matlab's ODE113 on most of the starred problems. In the next section, we report on the numerical performance of HB(5-15)3 and DP(8,7) (both programmed in C++) on four of the starred problems.
CHAPTER 4. IMPLEMENTATION AND NUMERICAL RESULTS

*CUBICWAVE* (CUBIC) Nonlinear wave equation in deep water [7].

*BRUSSELATOR* (BRUS) This reaction-diffusion partial differential equation is to be solved by the method of lines\(^1\). Thus the equation is transformed into a system of ordinary differential equations. [25, p. 248–249].

ARENSTORF’ S ORBITS (AREN) Equations for the restricted three-body problem [25, p. 129–130].

THE PLEIADES (PLEI) A celestial mechanics problem for seven stars in the plane [25, p. 245–246].

RESTRICTED 3-BODY PROBLEM (R-3-BODY) Equations of motion of a restricted three-body problem [41, p. 246–247].

EULER’S EQUATION (EULER) Equations of motion for a rigid body without external force [41, p. 242–243].

The DETEST problems are divided into the following five classes, each containing five equations and are scaled so that \(x_0 = 0\) and \(x_f = 20\).

SINGLE EQUATIONS:

\[ A_3 \quad y' = -y \cos x, \quad y(0) = 1 \quad \text{(An oscillatory problem)}. \]

SMALL SYSTEMS:

\[ B_1 \quad \text{The growth of two conflicting populations [14, p. 102]}. \]

\[ B_4 \quad \text{The integral surface of a torus [16, p. 9]}. \]

ORBIT EQUATIONS:

*\( D_1 \) Two-body problem with eccentricity \( e = 0.1 \).

---

\(^1\)For a first-order partial differential equation (PDE), the method of lines discovers a line along which the PDE becomes an ordinary differential equation (ODE). Once the ODE is found, it can be solved along this line and transformed into a solution for the original PDE. If the line is a characteristic line or characteristic, the method is called method of characteristics.
D2 As in D1 except with eccentricity $\varepsilon = 0.3$.

D3 As in D1 except with eccentricity $\varepsilon = 0.5$.

D4 As in D1 except with eccentricity $\varepsilon = 0.7$.

*D5 As in D1 except with eccentricity $\varepsilon = 0.9$.

**HIGHER ORDER EQUATIONS:**

E1 Derived from Bessel’s equation of order $1/2$ with origin shifted one unit to the left [14, p. 4, 69].

E2 Derived from Van der Pol’s equation [14, p. 358, 531].

**CPU time, the number of function evaluations and the maximum global error** are compared on the above starred problems to test HB(5-15)3 as a VSVO solver on problems which require many function evaluations. Usually large stepsizes can be used to solve easier problems with fewer function evaluations. HB(5-15)3 wins on expensive problems. That is why we construct it.

The three starting values for HB(5-15)3 were obtained by Dormand–Prince pair DP(5,4)7M (see [17]) with initial stepsize, $h_1$, chosen by a method similar to steps (a) and (b) of [25, p. 169].

Computations were performed on a System with a dual 1.66 GHz Laptop 2 GB DDR2 running under Windows Vista Home Premium and Matlab Version 6.5. Algorithms 3 and 4 were written in C and made into system-dependent Matlab mex files for speed.

**4.3.1 CPU time against maximum global error**

As a first comparison, the Maximum Global Error (MGE) has been plotted for the methods treated here. MGE is taken to be $\max_n \{|y_{n+1} - y(t_{n+1})|_\infty\}$ of the difference between the numerical and the reference solution at every integration step. The reference solution is obtained by means of DP(8.7) at stringent tolerance. In Figs. 3
to 5 the horizontal axis is total CPU time (CPU) in seconds for a given tolerance and the vertical axis is 
\[ \log_{10}(|MGE|). \] (59)

### 4.3.2 CPU percentage efficiency gain of HB(5-15)3 against ode113

The CPU percentage efficiency gain (CPU PEG) is defined by formula (cf. Sharp [43]),
\[ (CPU\ PEG)_i = 100 \left[ \frac{\sum_j CPU_{2,ij}}{\sum_j CPU_{1,ij}} - 1 \right], \] (60)
where \( CPU_{1,ij} \) and \( CPU_{2,ij} \) are the CPU time of methods 1 and 2, respectively, associated with problem \( i \), and \( j = -\log_{10}(|MGE|) \). For each problem \( i \), the CPU time is the execution time of 600 runs and we divide the execution time by 600 to obtain the CPU time for each run.

The CPU PEG for the problems considered in this thesis is listed in Table 7.

Table 7: CPU percentage efficiency gain (CPU PEG) of HB(5-15)3 over ode113 for the listed problems.

<table>
<thead>
<tr>
<th>Harder problems</th>
<th>CPU PEG</th>
<th>Harder problems</th>
<th>CPU PEG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arenstorf</td>
<td>67%</td>
<td>D1</td>
<td>37%</td>
</tr>
<tr>
<td>Brusselator</td>
<td>36%</td>
<td>D2</td>
<td>41%</td>
</tr>
<tr>
<td>Euler</td>
<td>26%</td>
<td>D3</td>
<td>52%</td>
</tr>
<tr>
<td>Pleiades</td>
<td>57%</td>
<td>D4</td>
<td>82%</td>
</tr>
<tr>
<td>Restricted 3 body</td>
<td>47%</td>
<td>D5</td>
<td>49%</td>
</tr>
<tr>
<td>B1</td>
<td>43%</td>
<td>E2</td>
<td>58%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Easier problems</th>
<th>Easier problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>E1</td>
</tr>
<tr>
<td>B4</td>
<td></td>
</tr>
</tbody>
</table>

It is seen from Figs. 3, 4, 5 and Table 7 that the new VSVO HB(5-15)3 compare favorably with Matlab’s ode113 on the basis of the MGE Efficiency Curves against
Figure 3: CPU time in seconds (horizontal axis) versus $\log_{10}(|MGE|)$ (vertical axis) for Arenstorf, Brusselator, Euler, Pleiades, restricted three-body and B1 in Matlab.
Figure 4: CPU time in seconds (horizontal axis) versus $\log_{10}(|MGE|)$ (vertical axis) for D1 to D5 and E2 in Matlab.
Figure 5: CPU time in seconds (horizontal axis) versus $\log_{10}(|MGE|)$ (vertical axis) for A3, B4 and E1 in Matlab.
the CPU time for the problems in hand. Figure 5 illustrate the fact that the behavior of ODE solvers is highly problem dependent (see [25], page 253).

4.3.3 Maximum global error against tolerance

Table 8 lists several numerical results related to the step control for the problems in hand on the time interval $[0, t_f]$ with set tolerance (TOL), namely, CPU time (CPU), number of function evaluations (NFE), the number of failed attempts (REJ)\(^2\) and the maximum global error (MGE) of HB(5-15)\(^3\) and ode113.

For equivalent MGE, the boldface data in Table 8 show that HB(5-15)\(^3\) uses less CPU time and fewer function evaluations than ode113 for tolerances $10^{-07}$ and $10^{-10}$, respectively. It is seen that HB(5-15)\(^3\) controls better the stepsize for given tolerance and maximum global error than ode113 even though the step control is problem dependent.

Consider the example of problem AREN in Table 8. The MGEs of the two algorithms are considered the same, when the MGE of HB(5-15)\(^3\) is $3.2e-06$ and the MGE of ode113 is $3.3e-06$. The NFE of HB(5-15)\(^3\) is 1203 and of ode113 is 1637. Thus HB(5-15)\(^3\) takes less NFE for the same MGE than ode113. The CPU time of HB(5-15)\(^3\) is 0.16 while the CPU time of ode113 is 0.24. In other words, HB(5-15)\(^3\) takes less CPU time than ode113 for the same MGE.

4.4 HB(5-15)\(^3\) against DP(8,7) in C++

In this section, the numerical performance of HB(5-15)\(^3\) and DP(8,7) in C++ is compared on two harder problems: the Brusselator and the Cubicwave, and on two easier problems: the DETEST two-body problems D1 and D5 [26].

\(^2\)Softwares, for example, Matlab, usually have the option to find the number of failed attempts, that is, the number of steps for which the local error exceeded the tolerance [26].
Table 8: For each problem, time interval \([0, t_f]\) and tolerance (TOL), the table lists the CPU time in seconds (CPU), number of function evaluations (NFE), number of failed attempts (REJ) and maximum global error (MGE) for the HB(5-15)3 method in the left column and the ode113 in the right column, respectively.

<table>
<thead>
<tr>
<th>Problem</th>
<th>TOL</th>
<th>CPU</th>
<th>NFE</th>
<th>REJ</th>
<th>MGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRUS</td>
<td>10^{-04}</td>
<td>2.73</td>
<td>702</td>
<td>2</td>
<td>5.5e-05</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>5.34</td>
<td>1500</td>
<td>4</td>
<td>6.8e-09</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>9.89</td>
<td>3018</td>
<td>0</td>
<td>1.0e-12</td>
</tr>
<tr>
<td>EULR</td>
<td>10^{-04}</td>
<td>0.12</td>
<td>708</td>
<td>4</td>
<td>3.0e-05</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.16</td>
<td>1203</td>
<td>0</td>
<td>1.8e-09</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.23</td>
<td>2001</td>
<td>0</td>
<td>7.6e-13</td>
</tr>
<tr>
<td>AREN</td>
<td>10^{-04}</td>
<td>0.15</td>
<td>615</td>
<td>11</td>
<td>1.1e-02</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.18</td>
<td>1161</td>
<td>4</td>
<td>3.2e-06</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.27</td>
<td>1917</td>
<td>0</td>
<td>2.7e-10</td>
</tr>
<tr>
<td>R3p</td>
<td>10^{-04}</td>
<td>0.12</td>
<td>630</td>
<td>11</td>
<td>1.1e-03</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.18</td>
<td>1176</td>
<td>3</td>
<td>1.6e-06</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.25</td>
<td>1941</td>
<td>0</td>
<td>7.9e-09</td>
</tr>
<tr>
<td>PLEI</td>
<td>10^{-04}</td>
<td>0.37</td>
<td>984</td>
<td>13</td>
<td>1.8e-03</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.57</td>
<td>1734</td>
<td>1</td>
<td>1.3e-06</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.90</td>
<td>2886</td>
<td>0</td>
<td>2.3e-10</td>
</tr>
<tr>
<td>B1</td>
<td>10^{-04}</td>
<td>0.09</td>
<td>459</td>
<td>6</td>
<td>1.3e-05</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.13</td>
<td>834</td>
<td>6</td>
<td>2.6e-08</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.19</td>
<td>1374</td>
<td>8</td>
<td>2.3e-11</td>
</tr>
<tr>
<td>E2</td>
<td>10^{-04}</td>
<td>0.10</td>
<td>576</td>
<td>12</td>
<td>5.1e-06</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.15</td>
<td>999</td>
<td>4</td>
<td>4.8e-10</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.21</td>
<td>1629</td>
<td>10</td>
<td>1.6e-12</td>
</tr>
<tr>
<td>D1</td>
<td>10^{-04}</td>
<td>0.14</td>
<td>549</td>
<td>5</td>
<td>3.5e-03</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.15</td>
<td>954</td>
<td>5</td>
<td>4.2e-07</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.21</td>
<td>1587</td>
<td>0</td>
<td>2.7e-11</td>
</tr>
<tr>
<td>D2</td>
<td>10^{-04}</td>
<td>0.15</td>
<td>789</td>
<td>12</td>
<td>9.8e-04</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.19</td>
<td>1419</td>
<td>4</td>
<td>4.9e-07</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.29</td>
<td>2340</td>
<td>0</td>
<td>7.8e-11</td>
</tr>
<tr>
<td>D3</td>
<td>10^{-04}</td>
<td>0.17</td>
<td>1020</td>
<td>16</td>
<td>1.2e-03</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.25</td>
<td>1890</td>
<td>8</td>
<td>2.0e-07</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.38</td>
<td>3090</td>
<td>0</td>
<td>1.7e-10</td>
</tr>
<tr>
<td>D4</td>
<td>10^{-04}</td>
<td>0.22</td>
<td>1365</td>
<td>24</td>
<td>2.1e-03</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.30</td>
<td>2487</td>
<td>8</td>
<td>7.0e-07</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.49</td>
<td>4095</td>
<td>0</td>
<td>5.1e-11</td>
</tr>
<tr>
<td>D5</td>
<td>10^{-04}</td>
<td>0.27</td>
<td>1950</td>
<td>32</td>
<td>3.3e-02</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.45</td>
<td>3669</td>
<td>8</td>
<td>1.3e-05</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.70</td>
<td>6081</td>
<td>0</td>
<td>2.9e-08</td>
</tr>
<tr>
<td>A3</td>
<td>10^{-04}</td>
<td>0.08</td>
<td>267</td>
<td>6</td>
<td>2.6e-06</td>
</tr>
<tr>
<td></td>
<td>10^{-07}</td>
<td>0.10</td>
<td>435</td>
<td>4</td>
<td>1.6e-09</td>
</tr>
<tr>
<td></td>
<td>10^{-10}</td>
<td>0.13</td>
<td>696</td>
<td>1</td>
<td>9.6e-13</td>
</tr>
</tbody>
</table>
4.4.1 CPU time against maximum global error

In Fig. 6, the CPU time in seconds (horizontal axis) is plotted against the common logarithm of the Maximum Global Error (MGE) (vertical axis),

$$\log_{10}(|\text{MGE}|),$$

for four problems. By comparing the two curves for the Cubicwave in Fig. 6, HB(5-15)3 wins for such an expensive problem since the curve for HB(5-15)3 lies to the left of the one for DP(8,7). However, DP(8,7) works better than HB(5-15)3 for easy problems such as D1 and D5, because in HB(5-15) many coefficients are calculated and the stepsizes have to be changed. Thus, HB(5-15) takes more CPU time than DP(8,7). At small MGE, which corresponds to stringent tolerance, HB(5-15)3 is better than DP(8,7) for the Brusselator.

Table 9 lists several numerical results related to the step control for the problems in hand on the time interval \([0, t_f]\) with set tolerance (TOL), namely, CPU time
Table 9: For each problem, time interval \([0, t_f]\) and tolerance (TOL), the table lists CPU time (CPU), number of function evaluations (NFE), number of failed attempts (REJ) and maximum global error (MGE) for the HB(5-15)3 methods in the left column and the DP(8,7) in the right column, respectively in C++.

<table>
<thead>
<tr>
<th>Problem</th>
<th>TOL</th>
<th>CPU</th>
<th>NFE</th>
<th>REJ</th>
<th>MGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRUS</td>
<td>10^-04</td>
<td>7.8e-02</td>
<td>1.6e-02</td>
<td>969</td>
<td>1066</td>
</tr>
<tr>
<td></td>
<td>10^-07</td>
<td>1.1e-01</td>
<td>1.6e-02</td>
<td>1806</td>
<td>2769</td>
</tr>
<tr>
<td></td>
<td>10^-10</td>
<td>1.4e-01</td>
<td>6.3e-02</td>
<td>3021</td>
<td>8749</td>
</tr>
<tr>
<td>CUBIC</td>
<td>10^-04</td>
<td>2.7e+00</td>
<td>2.9e+00</td>
<td>3702</td>
<td>6604</td>
</tr>
<tr>
<td></td>
<td>10^-07</td>
<td>5.4e+00</td>
<td>8.5e+00</td>
<td>7101</td>
<td>18889</td>
</tr>
<tr>
<td></td>
<td>10^-10</td>
<td>9.6e+00</td>
<td>2.4e+01</td>
<td>12027</td>
<td>54327</td>
</tr>
<tr>
<td>D1</td>
<td>10^-04</td>
<td>7.8e-02</td>
<td>1.6e-02</td>
<td>231</td>
<td>351</td>
</tr>
<tr>
<td></td>
<td>10^-07</td>
<td>1.1e-01</td>
<td>1.6e-02</td>
<td>399</td>
<td>897</td>
</tr>
<tr>
<td></td>
<td>10^-10</td>
<td>1.4e-01</td>
<td>6.3e-02</td>
<td>657</td>
<td>2652</td>
</tr>
<tr>
<td>D5</td>
<td>10^-04</td>
<td>1.6e-01</td>
<td>4.7e-02</td>
<td>888</td>
<td>1638</td>
</tr>
<tr>
<td></td>
<td>10^-07</td>
<td>2.8e-01</td>
<td>7.9e-02</td>
<td>1620</td>
<td>2444</td>
</tr>
<tr>
<td></td>
<td>10^-10</td>
<td>4.1e-01</td>
<td>1.7e-01</td>
<td>2655</td>
<td>6552</td>
</tr>
</tbody>
</table>

(CPU), number of function evaluations (NFE), number of failed attempts (REJ) and maximum global error (MGE) of HB(5-15)3 and DP(8,7). These results agree with the curves in Fig. 6.

4.4.2 CPU percentage efficiency gain of HB(5-15)3 against DP(8,7)

Table 10 lists the CPU PEG for the four problems considered in this section. The CPU PEG is positive for Cubicwave, so HB(5-15)3 wins for this expensive equation. However, CPU PEG is negative for problem D1, D5 and Brusselator, i.e. DP(8,7) is better than HB(5-15)3 in these cases.
Table 10: CPU percentage efficiency gain (CPU PEG) of HB(5-15)3 over DP(8,7) for the listed problems in C++.

<table>
<thead>
<tr>
<th>Problem</th>
<th>CPU PEG</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>-75%</td>
</tr>
<tr>
<td>D5</td>
<td>-54%</td>
</tr>
<tr>
<td>Brusselator</td>
<td>-43%</td>
</tr>
<tr>
<td>Cubicwave</td>
<td>144%</td>
</tr>
</tbody>
</table>

4.5 The C++ Program

The structure of the C++ program for HB(5-15)3 is briefly described in this section. The listing of my 4509-line C++ program is available on demand.

The main part of HB(5-15)3 is programmed in HB515main.h. It consists of two parts: DP5isteps.h and HB515mainsub.h. DP5isteps.h does the initial step whereas HB515mainsub.h calculates four coefficients: the IF coefficient by HB515IF, the P2 coefficient by HB515P2, the P3 coefficient by HB515P3, and the coefficient of four local error estimators to control the stepsize and order by HB515P4. The C++ program for HB(5-15)3 will process from the top down to the bottom following the flow chart shown in Fig. 7.

The main program main.cpp will call problem.h which consists of four testing problems:

- HB515D1.h,
- HB515D5.h,
- HB515cubw.h,
- HB515brus.h,

When a testing problem is selected, the main method of HB(5-15)3 starts. The C++ program for HB(5-15)3 uses the most fundamental and important characteristic of the C++ programming language, that is, it is object-oriented. By using objects, the
Figure 7: Chart of function calls and subroutines
program has a good structure and it is easy to understand as well. Memory release and template are two other points that I will explain in detail in the following.

First of all, objects are necessary in the C++ program of HB(5-15)3 because there are many array and matrix operations and C++ does not have a build-in type for matrix at all. The new objects, array and matrix, are created for easy operation. They will be called and take operations in the same way as simple type variables.

Secondly, I have to use the memory release technique of C++. Matrix is implemented by using a two-dimensional array as data structure. In order to make the matrix class applicable to various dimensions, it is necessary to use memory dynamic allocation and de-allocation. In this way, one can dynamically allocate and de-allocate memory by using the C++ operators new and delete to avoid consuming vast amounts of virtual memory and destroying performance through page swapping.

Thirdly, I make use of templates in the program. Templates are very useful when implementing generic constructs which can be used with any arbitrary type. C++ templates provide a way to re-use source code as opposed to inheritance which provide a way to re-use object code. Matrix can be used in other data types and objects. In this C++ program, most data types are “double” (precision) in the matrix. However, for the sake of re-usability, flexibility and compatibility, the design of the template is necessary.

One deficiency in the object-oriented C++ program for HB(5-15)3 is that the structure design requires more operations and takes more CPU time to establish arrays and matrices as can be seen by comparing the CPU time used by the non-object-oriented program in [35]. Improve performance of the C++ program is a future research project.
Chapter 5

Conclusion

A family of variable-step variable-order 3-stage Hermite–Birkhoff (HB) methods of orders 5 to 15 was constructed by solving generalized confluent Vandermonde systems containing Runge–Kutta type order conditions. The order and stepsize of these methods are controlled by four local error estimators.

These methods, in their vectorized Lagrange form, were tested on the Brusselator, Euler’s equation, Arenstorf’s orbits, the restricted three-body problem, the Pleiades, and the following nonstiff DETEST problems: an oscillatory problem A3, two-body problems D1–D5, the growth problem B1 of two conflicting populations, the integral surface of a torus B4, Bessel’s equation of order 1/2 with the origin shifted one unit to the left E1, and Van der Pol’s equation E2 with $\epsilon = 1$. The new methods were found generally to have larger regions of absolute stability, lower global error, use less CPU time and fewer function evaluations for the problems in hand than Matlab’s ode113.

HB(5-15)3 was also tested against DP(8,7) on D1, D5, the Brusselator, and the Cubicwave. HB(5-15)3, which is aimed at solving expensive equations such as Cubicwave, uses less CPU time and requires fewer function evaluations than DP(8,7). However, DP(8,7) works better on easy problems such as D1, D5, and on the Brusselator at relaxed tolerance.

The HB(5-15)3 method has been written in object-oriented C++ and tested on typical problems.
Appendix A

Algorithms

Algorithm 1 This algorithm constructs lower bidiagonal matrices $L_k$ (applied to IF, $P_2$ and $P_3$) as functions of $c_2$, $c_3$ and $\eta_j$, $j = 2, 3, \ldots, p - 3$.

For $k = 3 : m - 1$, do the following iteration:

For $i = m : -1 : k + 1$, do the following two steps:

Step (1) $L_k(i, i) := -M^\ell(i - 1, k)/M^\ell(i, k)$.

Step (2) For $j = k : m$, compute:

$$M^\ell(i, j) := M^\ell(i - 1, j) + M^\ell(i, j)L_k(i, i).$$

Algorithm 2 This algorithm constructs upper bidiagonal matrices $U_k$ (applied to IF, $P_2$ and $P_3$) as functions of $c_2$, $c_3$ and $\eta_j$, $j = 2, 3, \ldots, p - 3$.

For $k = 2 : m - 2$, do the following iteration:

For $j = m - 1 : -1 : k + 1$, do the following two steps:

Step (1) $U_k(j, j) := 1/[M^\ell(k + 1, j) - M^\ell(k + 1, j - 1)]$.

Step (2) for $i = k : j$, compute

$$M^\ell(i, j) := (M^\ell(i, j) - M^\ell(i, j - 1))U_k(j, j).$$
Algorithm 3  This algorithm solves the systems for $\text{IF, } P_2 \text{ and } P_3 \text{ in } O(m^2)$ operations

Given $[\eta_2, \eta_3, \ldots, \eta_{p-3}]$ and $r = r(1 : m)$, the following algorithm overwrites $r$ with the solution $u = u(1 : m)$ of the system $Mu = r$.

Step (1)  The following iteration overwrites $r = r(1 : m)$
with $L_{m-1}L_{m-2} \cdots L_3r$:
for $k = 3, 4, \ldots, m - 1$, compute
$$r(i) := r(i - 1) + r(i)L_k(i, i), \quad i = m, m - 1, \ldots, k + 1.$$  

Step (2)  First put
$$G(1 : m) := M(1 : m, m).$$
We obtain the coefficients of the last two row transformations, $L_m$ and $L_{m+1}$, by means of the recursion:
for $k = 3, 4, \ldots, m - 1$, compute
$$G(i) := G(i - 1) + G(i)L_k(i, i), \quad i = m, m - 1, \ldots, k + 1.$$  

Step (3)  The following computation overwrites the newly obtained $r$ with $L_{m+1}L_mr$:
$$r(m) := r(m)/G(m),$$
and for $k = m - 1, m - 2, \ldots, 1$, compute
$$r(k) := r(k) - G(k)r(m).$$  

Step (4)  The following iteration overwrites $r = r(1 : m)$
with $U_2U_3 \cdots U_{m-2}D^{-1}r$:
$$r(i) := r(i)/D(i, i), \quad i = 1, 2, \ldots, m.$$  
For $k = m - 2, m - 3, \ldots, 2$, compute
$$r(i) := r(i)U_k(i, i), \quad i = k + 1, k + 2, \ldots, m - 1,$$
$$r(i) := r(i) - r(i + 1), \quad i = k, k + 1, \ldots, m - 2.$$


Algorithm 4 This algorithm solves the system for the step control predictor $P_4$ in $O(m^2)$ operations

Given $[\eta_2, \eta_3, \ldots, \eta_{m-3}]$ and $r = r(1 : m)$, the following algorithm overwrites $r$ with the solution $u = u(1 : m)$ of the system $Mu = r$.

Step (1) for $k = 2, 3, \ldots, m - 1$, compute

$$r(i) := r(i - 1) - r(i)\frac{i + 1 - k}{M^4(2, k)}, \quad i = m, m - 1, \ldots, k + 1.$$

Step (2) compute

$$r(i) := r(i), \quad i = 1, 2.$$  
$$r(i) := r(i)\frac{[-M^4(2, 2)] [-M^4(2, 3)] \cdots [-M^4(2, i - 1)]}{(i - 1)!}, \quad i = 3, 4, \ldots, m.$$  

For $k = m - 1, m - 2, \ldots, 1$, compute

$$r(i) := r(i)\frac{k}{M^4(2, i + 1) - M^4(2, i - k + 1)}, \quad i = k + 1, k + 2, \ldots, m,$$

$$r(i) := r(i) - r(i + 1), \quad i = k, k + 1, \ldots, m - 1.$$
Appendix B

Matlab Programming

Algorithm 3 which solves systems IF, P_2 and P_3 were programmed as subroutines in C, say, IFsub, P2sub and, P3sub.

Algorithm 4 which solves the P_4 system was programmed in C as subroutines in C, say, P4sub.

A calling program in C, say, IFP which calls IFsub, P2sub, P3sub and, P4sub was compiled together with the four subroutines above by the Matlab mex command into mex files, say, IFP.mcmex.

At runtime, the data of differential equations were input. Then, IFP.mcmex was called and run to calculate the values of the coefficients of IF, P_2, P_3 and P_4 at each integration step until completion of the integration.

As an option, CPU time and NFE of function \( f(x,y) \) in (1) at the runtime of Algorithms 3 and 4 can be recorded.

As another option, MGE can also be run. Matlab’s ode113 can be run with appropriate tolerance for comparison with HB(p)3.

The elementary matrices \( L_k^\ell \) and \( U_k^\ell \), \( \ell = 1, 2, 3, 4 \), are constructed by Algorithms 1 and 2 as functions of \( \eta_j \), for \( j = 2, 3, \ldots, p - 3 \). These algorithms are not needed at runtime since these matrix functions are already implemented in the four subroutines IFsub, P2sub, P3sub, and, P4sub which are compiled together with the calling program into Matlab mex file IFP.mcmex.
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