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Abstract

Survivability strategies for a single network layer have been investigated for many years in the research and development of communication networks. Some of these networks already have available standards for protection methods and techniques (e.g. SONET). However, using only one survivability technique running in a single-layer is not always the optimal solution if we want to achieve a certain level of QoS for all services without increasing the cost of their use. One of the most promising solutions for overcoming this problem is to use multi-layer survivability techniques running in different network layers. The use of multi-layer survivability strategies requires precise definitions of the survivability functionalities that need to be allocated at each layer and the coordination between the network layers.

This thesis investigates survivability schemes for optical networks that rely only on a single layer, as well as for those that have more than one layer survivability functions and uses different approaches to solve QoS survivability related problems. We have simulated the restoration process of single transport layer: IP; ATM; SONET and OTN, which have been analyzed by similar studies. Also, we have simulated the process of the multi-layer restoration schemes for previously analyzed IP/SONET , IP/OTN and IP-MPLS/OTN by using the hold-off timer concept. We have extended their restoration concept and applied it for IP/OTN and ATM/SONET
restoration schemes. Further more, we have introduced IP Restoration/OTN Protection combined multi-layer survivability, IP Restoration/SONET Protection combined multi-layer survivability and IP-MPLS Protection and Restoration/OTN Protection combined multi-layer survivability. In this thesis, we have combined the analyses with simulations to form a comprehensive study for the IP over OTN survivability across different architectures. The study focuses on four of the most commonly used network architectures of the IP over OTN architecture possibilities: IP/POS/OTN; IP/GbE/OTN; IP-MPLS/OTN, and the traditional, still commonly used IP/ATM/SONET/OTN.
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<td>Spanning Tree Algorithm</td>
</tr>
<tr>
<td>STM</td>
<td>Synchronous Transport Module</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TMN</td>
<td>Telecommunications Management Network</td>
</tr>
<tr>
<td>TOS</td>
<td>Type Of Service</td>
</tr>
<tr>
<td>WAN</td>
<td>Wide Area Network</td>
</tr>
<tr>
<td>WDM</td>
<td>Wavelength Division Multiplexing</td>
</tr>
</tbody>
</table>
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1.1. Background

There is a focused interest on the development and use of optical network technologies in the Internet world due to their almost unlimited bandwidth, which has been a result of the exponential growth of Internet broadband services.

The tremendous traffic capacities of optical networks have been achieved by Wavelength Division Multiplexing (WDM), despite ongoing development in the control plane of the optical transport system which puts some constraints in their deployment. The goal is to have more flexible, controllable, survivable, and comprehensive traffic engineering solutions, as well as an efficient internetworking of IP with Optical layer. The results will accomplish different capabilities, such as the real-time provisioning of light paths; the enhancement of network survivability, interoperability, and functionality between vendor-specific optical sub-networks; and the enabling of protection and restoration capabilities in an operational sense.

Different standardization entities have been involved in determining an architectural framework for the interpretabilities of Optical Transport Networks (OTNs), IP networks, SONETs, and ATM backbones.
1.1.1. Layering Architecture Possibilities

The layered design of Optical Transport Networks uses different integrated technologies that interoperate through a client-server relationship for required end-to-end services, which may have different requirements in terms of availability. In contrast, each of these network layers has its own mechanisms for protection and/or restoration to support network survivability. The multi-layer stacks are the result of progressions in cascading technology in IP over OTN, while there are also some new, innovative solutions to provide IP directly over OTN. Fig. 1.1 shows some of the possible technologies for IP over OTN illustrating their layered design.

One of the main targets in interfacing IP with an optical network is to make the optical channel driven by IP data paths and traffic engineering techniques. This could not be accomplished without having the very close coexistence of routing and resources management protocols at the two layers [ANSI01]. The long processing time is still to be expected in the multi-layer protocol schemes, however, due to the
large amount of topological and resource information. Multi Protocol Label Switching (MPLS) for IP packets would be the best solution for interfacing the IP world with OTN. Multi Protocol Lambda Switching (MPLS), where wavelengths are used instead of labels, is formed due to MPLS strength in traffic engineering and OTN control functions. The well developed IP protocols with their integrated control and routing protocols promotes the application of the characteristics of IP intelligence in order to establish reliable end-to-end service over the optical network. It also helps to accomplish the desired management of all network platforms to support the connection between OTNs and the IP for any network or service type.

1.1.2. Network Survivability Schemes

Two main schemes are used to achieve the required survivability of the transport network: network protection and network restoration. These two schemes are used in single-layer as well as multi-layer survivability.

1.1.2.1. Protection

Protection uses a pre-assigned capacity between nodes in order to replace failed or degraded transport entities, and it can be used in both ring and mesh networks.

1.1.2.2. Restoration

Restoration can use any capacity available between nodes in order to find a transport entity that can replace a failed one. It is based on re-routing algorithms to find a new path to recover failed network entities when a failure occurs.
1.1.3. Multi-layer Survivability Ideology

The main goal of implementing one of the survivability schemes over the others is to minimize the overall costs, either in deploying such a strategy or in reducing downtime penalty expenses.

Every network has its own design in order to fulfill its traffic services, which may require a specific survivability scheme. On the other hand, each survivability scheme has its own characteristics and performance. Moreover, performance changes from one network to another, and one that gives optimum performance on one network will not necessarily do the same on another.

The survivability schemes for the different network layers have significant differences between them in terms of protection time, granularity, fault coverage, and bandwidth cost. A comparison between survivability schemes for different network layers is illustrated in Fig. 1.2 [KAW98C].

From this comparison, the following observations are noted:

- The survivability schemes in the upper layers, e.g. IP restoration, provide good fault coverage for some services, but they may be too slow for others.
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• The survivability schemes in the lower layers, e.g. Optical Multiplex Section (OMS) Protection in OTN, are very fast at handling physical layer faults, but the fault coverage may be insufficient for the upper layers’ faults.

• The bandwidth cost generally increases from the lower layers to the upper ones due to the increase in signaling and of the complexity of the protocols used.

1.2. Motivation

Today, the challenges in communication networks are not only to provide services to the end-users but also to maintain an acceptable level of service. The main goal of network survivability is to restore the traffic affected by a failure at a network level to the situation before that failure. The complexity of the multi-layer network scheme is that a single failure at a network level may generate a multiple failures in the other different network layers. Thus, before starting the analysis of multi-layer network survivability techniques and providing an analysis of the interactions between them, it is recommended to do an investigation of failures at the network layer and their impact on the service layers (Appendix “A” introduces a survey done on different network failure types and their impacts on the service layers).

Survivability strategies for a single network layer have been investigated for many years in research on communication networks. Some of these networks already have available standards on protection methods and techniques (e.g. SONET). However, it is not always the optimal solution, if we want to achieve a certain level of Quality of Service (QoS) for all traffic types, to use only one survivability technique running in a single network layer without increasing the cost.
Another difficulty with network survivability arises because the optical layer by itself has a restoration/protection capability that requires cautious-coordination with the functions of the higher layer. Because of the high level of multiplexing, one can also expects more problems. Having a large number of higher layers with high traffic rates can cause a large number of alarm messages to flood the network in the case of a failure. Thus, a closer interface between IP and OTN is recommended in terms of packet transfer, routing, and signaling combinations to achieve better network survivability.

1.3. Objective

In multi-layer stacks, the absence of layer coordination between the survivability techniques that exist in each layer can cause unstable operating situations and/or undetermined network operating states. An example to this when there is a major network changes such as a link or node failure (optical physical failure); the amount of IP Link State Advertisement LSA update traffic may be quite significant. The simultaneous or near-simultaneous broadcasting of a large number of LSA messages is commonly referred to as an LSA storm, which in severe cases tends to drive the processor (CPU) utilization to 100% for a longer time period than what is generally accepted. During this period, other important processes within the node may be stalled and even timed-out. For example, the so-called hello packets received at the node would experience a delay, and if this delay exceeds a predetermined threshold the associated link will be declared as down. There may also be other effects of long CPU-busy periods. In a node architecture with an active processor and a standby processor, a switch between the processors may be triggered during an extended
CPU-busy period, which may result in that all the adjacencies, i.e. associations to other adjacent routers, are lost and therefore have to be re-established. Both of these events will lead to more database synchronization and LSA flooding, which in turn may cause extended CPU-busy periods in other routers. This may render the entire network unstable for an extended period of time, or potentially lead to a system meltdown in extreme cases [LIN04].

The objective of this thesis is to precisely define the following using the proposed multi-layer survivability strategies:

1. The survivability functionalities that need to be allocated at each layer; and
2. The coordination between the network layers.

Some of the proposed multi-layer survivability strategies that can be used are:

1. Appropriate selection of survivability schemes;
2. Use of a hold-off time concept;
3. Layer escalation;
4. Sub-network escalation;
5. Scheme escalation;
6. Inter-layer signaling; and
7. Management integration.

1.4. Contributions

This thesis investigates survivability schemes for optical networks that rely only on a single layer, as well as for those that have more than one layer survivability functions and uses different approaches to solve QoS survivability related problems. We have simulated the restoration process of single transport layer: IP, ATM,
SONET and OTN which have been analyzed by similar studies. Also, we have simulated the process of the multi-layer restoration schemes for previously analyzed IP/SONET, IP/OTN and IP-MPLS/OTN by using the hold-off timer concept. We have extended their restoration concept and applied it for IP/OTN and ATM/SONET restoration schemes. Furthermore, we have introduced IP Restoration/OTN Protection combined multi-layer survivability, IP Restoration/SONET Protection combined multi-layer survivability and IP-MPLS Protection and Restoration/OTN Protection combined multi-layer survivability. In this thesis, we have combined the analyses with simulations to form a comprehensive study for the IP over OTN survivability across different architectures. The study focuses on four of the most commonly used network architectures of the IP over OTN architecture possibilities:

1. IP/ATM/SONET/OTN reference architecture (this is chosen to be a reference to the other architectures);
2. IP/POS/OTN architecture;
3. IP/GbE/OTN architecture; and
4. IP-MPLS/OTN architecture.

The comprehensive analysis of the different architectures has illustrated that the integration of the protection functions in the OTN or SONET layer (e.g. OCh protection) with the IP restoration functions is a superior strategy for multi-layer survivability.

1.5. Thesis Organization

Chapter 1 provides an introduction and background. Appendix A summarizes an analysis of network failures and describes the survivability measures taken. Chapter 2
Chapter 1: Introduction presents the available survivability of different network transport layers. The analysis done for those layers are demonstrated in Appendix B. Chapter 3 describes multi-layer survivability solutions and illustrates the four network architectures chosen with their available survivability functions. The different encapsulation methods used to form these architectures are described in Appendix C. Chapter 4 demonstrates the performance evaluation done through network simulations. Chapter 5 concludes with remarks on this study and recommends further research work.
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This chapter will introduce the available survivability schemes for optical networks that rely only on a single layer, as well as for those that have more than one layer but use only one-layer survivability functions.

2.1. Survivability in the Optical Layer

Fig. 2.1: Optical Layer Survivability Techniques [MAL02]

Fig. 2.1 illustrates the different survivability techniques that can be implemented in optical networks with different topologies [FUM00].
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2.1.1. Protection in the Optical Layer

According to ITU-T G709 specifications, automatic protection can be performed only at the OMS and OCh sub-layers, which will be described in detail hereafter.

2.1.1.1. OMS Protection

OMS Protection can be viewed as a bulk protection in which the protection is done for all wavelengths carried by the fiber, i.e. the protection is done at the fiber level. The advantages of using this kind of protection are that it is fast, simple, and robust. On the other hand, the disadvantages of using this kind of protection are its coarse granularity, and the low efficiency of utilization. Fig. 2.2 shows one of the possible configurations of the OMSP. This configuration can provide protection for the possible failures of fiber cables and optical amplifiers. On the other hand, it cannot provide protection for the possible failures of transponders, OTN MUX and DEMUX, and IP router interface cards.

![Fig. 2.2: Possible Node for OMSP in a Ring Configuration](image-url)
2.1.1.2. OCh Protection

OCh Protection differs from OMS Protection. OCh protection does not cover all the wavelengths carried by the fiber but only those selected. In case of failure, the protection is done automatically by switching these selected wavelengths (channels) to the pre-assigned wavelengths. The advantages of using this kind of protection are efficient usage of the network capacity i.e. high efficiency of network utilization, and fine granularity. On the other hand, the disadvantages of using this kind of protection are that it is complicated, and provides low network utilization efficiency.

![Fig. 2.3: 1+1 OChP Ring](image-url)

Fig. 2.3 and Fig. 2.4 show one of the possible configurations of the 1+1 OChP, a Sub Network Connection Protection (SNCP). This is the main protection method used in current OTN networks. This configuration can provide protection for the following possible failures: OTN MUX and DEMUX, optical amplifiers, and IP router interface cards. On the other hand, it cannot provide protection for the possible failures of transponders and IP routers.
The second possible configuration of the OChP (as shown in Fig. 2.5) is Trail Protection. This configuration can provide protection for the following possible failures: transponders, OTN MUX and DEMUX, optical amplifiers, and IP router interface cards. On the other hand, it cannot provide protection for the possible failure of IP routers.

![Fig. 2.4: SNCP (OChP) Node in a Ring Configuration](image)

**Fig. 2.4: SNCP (OChP) Node in a Ring Configuration**

There is a difference between these two types of protection. In the OCh trail, the protection is done by duplicating the transponder cards (as shown in Fig. 2.6b). On the other hand, in the SNCP, the optical switches are placed between the transponder and the OTN filters, and this splits/combines the wavelengths (Fig. 2.6a).

![Fig. 2.5: Trail Protection (OChP) Node in a Ring Configuration](image)

**Fig. 2.5: Trail Protection (OChP) Node in a Ring Configuration**
Fig. 2.6: Architecture of OADM for 1+1 OCh Protection: (a) SNCP and (b) Trail Protection

Trail Protection apparently provides better performance from the survivability point of view; however, it increases the cost because it requires more equipment to be used in this configuration.

2.1.1.3. Dedicated and Shared Protection

The protection in the optical sub-layer is either OMSP or OChP, which in turn can be either dedicated (DP) or shared (SP).

2.1.1.3.1 Dedicated Protection

DP is in the form of 1+1 (as shown in Fig. 2.7) where the working traffic is copied to another route. At the receiver side, the route that provides lower error rate is selected. This means that the other route is in use by this protection method 100% of the time. In other words, the network protection capacity is equal to the network transmission capacity, and each of them is half of the network total capacity [ZHO00]. The advantages of using this kind of protection are that it is fast, simple, and has high QoP utilization. On the other hand, the disadvantage of using this kind of protection is its poor utilization of the network capacity.
2.1.1.3.2 Shared Protection

Shared protection can be in the form of 1:1 (as shown in Fig. 2.8), 1:N, or k:N. One or more traffic routes are used to protect the working traffic(s). The shared protection routes may be used to carry extra less important traffic(s) [ZHO00].

The advantage of using this kind of protection is its efficient utilization of network capacity. On the other hand, the disadvantage of using this kind of protection is its complications.

Both dedicated and shared OChP methods are implemented in OTN in both peer-to-peer and OADM ring networks. However, only the dedicated OMSP method is implemented in the current peer-to-peer networks. The existing OADMs usually
implement only 1+1 OCh protection, which means that these networks either support this type of protection or do not provide any protection at all.

2.1.1.4. Link and Path Protection

In OTN, protection can be done either on the link (the connection between any adjacent nodes that may be OADMs) as shown in Fig. 2.9, or on the path (the complete route from the source node to the destination node) as shown in Fig. 2.10. Basically, the different protection schemes described before, OCh and OMS, either dedicated or shared, are mainly link-based type of protection. The protected link (or path) must be disjointed with the working link (or path). Also, for any two working paths having one or more links sharing the same risk of failure, their protected paths must be disjointed (this is known as SRLG constraints).

Fig. 2.9: Link-based Protection [ZHO00]
2.1.2. Restoration in the Optical Layer

Restoration can use any capacity available between nodes in order to find a transport entity that can replace the failed one. Restoration is based on re-routing algorithms to find a new path to recover failed network entities at the time the failure occurs. The algorithms are those acting in levels higher than the network layer where the actions are applied. In general, the restoration process follows the following steps:

1. Detection of the failure,
2. Dissemination of the alarms and control messages,
3. Re-Routing,
4. Network updates,
5. Return to normal.

2.1.2.1. Centralized and Distributed Restoration Control Architectures

Restoration architecture can be classified according to the locations of its action control, as either centralized or distributed. The restoration process control in the centralized architecture is operated from one unit that may be integrated with network management. On the other hand, the control of the restoration process in distributed architecture is operated from many units spread throughout the network and may be integrated within some network elements. The advantages of distributed restoration over centralized restoration are that it is faster and more flexible while the advantages
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of centralized restoration over distributed restoration are that it has better network management and a lower complexity of network elements.

2.1.2.2. Dynamic and Pre-planned Restoration Control Architectures

In dynamic restoration, re-routing activities are done after receiving a restoration request based on the network status at that time. In pre-planned restoration, however, the re-routing activities are done after receiving a restoration request according to a pre-determined route determined by the network restoration management. The advantages of pre-planned restoration over dynamic restoration are that it is faster and has better network management, while the advantages of dynamic restoration over pre-planned restoration are that it does not require continuous network management activities to update re-routing tables, and demonstrates better use of network resources [ALB06].

2.1.2.3. Adjacent-node, Intermediate Node and End-to-end Restoration Types

In end-to-end restoration, re-routing is done by finding a completely new path between end nodes of the affected traffic. In adjacent-node restoration, re-routing is done by finding another link between the nodes for the affected link traffic. In intermediate-node restoration, re-routing is done by finding another link/path between any intermediate nodes to re-route the affected traffic between the two end nodes.

A comparison between adjacent node, intermediate node, and end-to-end restoration types is listed in Table 2.1.
Table 2.1: Comparison of Adjacent Node, Intermediate Node, and End-to-End Restoration Types

<table>
<thead>
<tr>
<th>Restoration Type</th>
<th>End-to-End</th>
<th>Adjacent-Node</th>
<th>Intermediate-Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network resources required</td>
<td>Few</td>
<td>More</td>
<td>Moderate</td>
</tr>
<tr>
<td>Resource sharing provided</td>
<td>High</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Restoration speed</td>
<td>Slower</td>
<td>Faster</td>
<td>Moderate</td>
</tr>
<tr>
<td>Capacity reserved</td>
<td>~60%</td>
<td>~80%</td>
<td>~70%</td>
</tr>
</tbody>
</table>

In today’s optical networks where each node considered, including an Optical Cross-Connect (OXC), restoration techniques can be implemented at the OCh layer. It can also be implemented using O-E-O cross-connects designed to deploy fast restoration. The use of OCh restoration allows us to define a priority classes.

2.2. Survivability in the IP Layer

The survivability of the data transferred through the Internet is the result of the coordination between the routers and hosts. This kind of coordination is accomplished through routing protocols that are responsible for collecting, disseminating, and processing routing-related information.

2.2.1. IP Protection

IP protection can be achieved by duplicating the core routers. Each group of either the working or backup routers is connected by dedicated fiber (OMSP) or separate optical channel (OChP), as shown in Fig. 2.11. The access routers are connected to both the working and the backup routers. In this scenario, in case of a failure in one of
the working routers, service restoration is done at the IP level by switching to the backup router.

There are other scenarios in which both routers A and B are sharing the load, and in the case that one of them fails, the other will take over its load.

2.2.2. IP Restoration

IP restoration is achieved by the routing protocols' capabilities against single or multiple failures. The main advantages of the survivability achieved by IP restoration are that it is flexible and robust, and has fine granularity. On the other hand, it suffers from one important disadvantage: its slow processing capability.

In general, the reconstruction time depends on many factors such as the complexity of the network (i.e. the number of nodes and interconnections) and the type of protocols used. Although the restoration time, which typically ranges from seconds to
minutes, is considered relatively long, the detection time is a multiple of that and thus makes the total time of survivability considerably longer.

2.3. Survivability in SONETs

SONET survivability has three known network schemes:

1) Protection switching: In this scheme, the end-to-end terminal equipment established a pre-assigned substitute connection without the assistance of network management control functions;

2) Self-healing: In this scheme, any terminal equipment may establish a pre-assigned substitute connection without the assistance of network management control functions;

3) Rerouting: In this scheme, the terminal equipment establishes a pre-assigned substitute connection with the assistance of the network management control functions.

2.3.1. SONET Protection with APS

The SONET line connections use APS in one of the following two architectures:

1) 1: N (1<N<14): Also called shared protection, the N working lines are to be bridged to a single protection line. Fig. 2.12 shows an example of 1:N SONET APS. In contrast to asynchronous APS optical systems that use out-band signaling, the SONET APS protocol uses in-band signaling K1 and K2 bytes within the SONET line overhead. K1 byte carries requests for switching action, while K2 byte transfers confirmation that the connection has been bridged onto the protection line.
In this architecture, both the head and the tail ends have to simultaneously bridge to the protection line.

![Diagram of SONET 1:N APS](https://example.com/diagram.png)

_Fig. 2.12: SONET 1:N APS [ZHO00]_

2) 1+1 Diverse Protection (as shown in Fig. 2.13): Also called dedicated protection, it differs from 1:1 APS/DP switching in that the head ends are permanently bridged. In this architecture, only the tail end can receive the switching decision. The K1 byte in the bidirectional switching is used to convey the signal state to the head end. After the action is done by the tail end, it sends the K2 byte to the head end.
2.3.2. SONET Protection in the Self-Healing Rings

The SONET rings are categorized according to their routing architecture as follows (also they are illustrated in Fig. 2.14):

1. Unidirectional, where the protection route is in the direction opposite to the working traffic. Only one fiber is required for this protection route.

2. Bidirectional, where the working traffic is in two opposite physical ring routes carried by two fibers. There are two types of this kind according to the ring topology deployed:
   a. BSHR/2: If there are no extra fibers for protection, the protection can be done as USHR;
   b. BSHR/4: The protection routes use another two fibers that are similar to the working loops.

Fig. 2.13: SONET APS/DP (Dedicated Protection) 1+1 Protection of the Path AD [MAL02]
USHR is used in access and peripheral networks where the traffic is centered in one location due to its economical design. BSHR is used in areas in which there is uniform traffic as well as in inter-office networks with a non-hubbing structure. Fig. 2.15 shows LTE with BSHR/4 in normal working condition, while Fig. 2.16 and Fig. 2.17 show the LTE with a working link in failure and with both working and protection links in failure respectively.
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Fig. 2.16: LTE with BSHR/4 with a Working Link in Failure

Fig. 2.17: LTE with BSHR/4 with Both Working and Protection Links in Failure

A comparison between SHR schemes is listed in Table 2.2.

<table>
<thead>
<tr>
<th>SHR Architectures</th>
<th>ADM Type</th>
<th>Carry Demand</th>
<th>Node Component Costs</th>
<th>System Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSHR/4</td>
<td>Basic ADM</td>
<td>More</td>
<td>Higher</td>
<td>Simple</td>
</tr>
<tr>
<td>BSHR/2</td>
<td>ADM/TSI</td>
<td>Medium</td>
<td>Medium</td>
<td>Complex</td>
</tr>
<tr>
<td>USHR</td>
<td>Basic ADM</td>
<td>Lower</td>
<td>Lower</td>
<td>More complex</td>
</tr>
</tbody>
</table>
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2.3.3. SONET Restoration in DCS Self-Healing Mesh Networks

Digital Cross-Connect Systems (DCS) mesh network has the following two configurations. The first is centralized control, in which the network reconfiguration process is managed by the center controller and executed by several Local Exchange Carriers LECs and Long Distance Carriers LDCs. The second is distributed control, in which the network reconfiguration process is managed and executed at each DCS node.

The restoration process may be done at either the line level or path level. The DCS self-healing network is economically attractive in areas where high demand and high connectivity are involved.

2.3.4. Relative Comparisons among the SONET APS/DP, SHR, and Self-healing Networks (SHN)

The APS/DP and rings have the ability to restore services rapidly. The two choice criterions between the two systems are network size and cost. APS/DP systems are more appropriate in situations where point to point is highly demanded. On the other hand, ring are appropriate in situations where the expansion rate is stable and reasonably slow.

The DCS Self-healing Network SHN needs less protection capacity but takes longer restoration time and requires more complex planning and operational systems. The spare capacity for the DCS SHN is mainly due to sharing of spare capacities across the entire network. This system provides great advantages when it functions appropriately but may cause many problems in much wider area when a software
failure occurs. To avoid taking the entire network down due to software failures, partitioning may be needed to be done in order to improve the DCS networks reliability. A comparison between the SONET APS/DP, SHR, and DCS self-healing networks is listed in Table 2.3.

Table 2.3: Relative Comparisons between the SONET APS/DP, SHR, and DCS Self-healing Networks.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>APS/DP</th>
<th>SHR/ADM ring</th>
<th>SHN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size</td>
<td>2 nodes</td>
<td>Up to a few tens of nodes</td>
<td>Global</td>
</tr>
<tr>
<td>Spare capacity needed</td>
<td>Most</td>
<td>Moderate</td>
<td>Least</td>
</tr>
<tr>
<td>Per node cost</td>
<td>Moderate</td>
<td>Lowest</td>
<td>Highest</td>
</tr>
<tr>
<td>Fiber counts</td>
<td>Highest</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Connectivity Needed</td>
<td>Lowest</td>
<td>Moderate</td>
<td>Most</td>
</tr>
<tr>
<td>Restoration time</td>
<td>~50 ms</td>
<td>~50 ms</td>
<td>~2 Seconds</td>
</tr>
<tr>
<td>Software complexity</td>
<td>Least</td>
<td>Moderate</td>
<td>Most</td>
</tr>
<tr>
<td>Protection against major failure</td>
<td>Worst</td>
<td>Medium</td>
<td>Best</td>
</tr>
<tr>
<td>Planning/operations complexity</td>
<td>Least</td>
<td>Moderate</td>
<td>Most</td>
</tr>
</tbody>
</table>

2.4. Survivability in ATM

In ATM, the Virtual Path (VP) has some unique characteristics. The most striking characteristic is the independence of its route and bandwidth establishment, which allows a VP route to be established without assigning its bandwidth along the path. This is not the case in SONET networks, in which a digital path is established by assigning a time slot of the STS frame to each cross-connect on the path and thus allows, only fixed bandwidth digital paths to be established. Because of this
hierarchy, if a network failure happens, the VP manager starts to perform the restoration. If for any reason the VP manager cannot perform this task, the Facility Network (FN) has to initiate a facility network planning process.

2.4.5. ATM Protection

The APS mechanism can be applied to ATM networks using VPs or VCs as links (protection units). APS schemes are classified into three types [KAW98C]:

1) $1 + 1$ APS: VP-APS restoration is almost the same as the SDH section APS (~50 msec) [AND94A].

2) $1 : 1$ APS (as shown in Fig. 2.18): VP-APS has been discussed in ITU-T SG13 (WP3 Question 6/13) as a basic restoration function in ATM networks [ITU97A]. 1:1 APS is more effective than $1 + 1$ APS in ATM networks. This is because low priority traffic, e.g., unspecified bit rate (UBR) and adaptive control traffic such as Available Bit Rate (ABR), can use the backup path.

Fig. 2.18: ATM 1:1 APS Protection [KAW98C]
3) **M : N APS:** The \( N \) working paths are bridged to the \( M \) protection paths.

![Diagram of ATM Self-healing Ring](image)

**Fig. 2.19: ATM Self-healing Ring (SHR) [KAW98C]**

4) **Self-healing Ring SHR** (as shown in Fig. 2.19): It provides rapid restoration for ring topology networks and simplifies the restoration algorithm used. The desired SONET performance (~50 ms) can be achieved. The simplicity of the SHR design reflects on the network management used and this decreases the administration cost.

5) **Self-healing Network SHN** (as shown in Fig. 2.20): This scheme uses distributed control restoration functions for DCS-based networks in which there are no topological restrictions. SHN pre-determines the optimal alternate route in the network planning phase, and pre-assigns a backup VP to each VP before any failure occurs.
6) Failure Resistance Virtual Path FRVP (as shown in Fig. 2.21) [KAW98A] [KAW98B]: An efficient and reliable scheme is offered that provides failure free transmission in spite of network failures. The idea behind it is to establish parallel transmissions (Redundancy) between the end points. The receiver selects the Error-free cell among the received ones. The assigned VPs satisfy the SRLG constraint to be immune to fiber-cut failures. The transmitter inserts index cells into the data cells to provide the cell order at the receiver.

Fig. 2.21: ATM Failure Resistance Virtual Path FRVP [KAW98C]
2.4.6. ATM Restoration

Path restoration in ATM networks is achieved by re-routing cells from the failed VP to a backup VP after a failure’s occurrence. The most motivating characteristic is its ability to pre-establish backup paths using zero bandwidth VPs. Path restoration is done by capturing the bandwidth of the backup VP from shared spare resources in each link [VEI97].

After the detection of a failure, nodes start setting up backup routes by flooding AIS messages. Enhancements are done to these methods to reduce the number of messages in order to increase the speed of restoration. A Hop-limit technique can be one of the proposed solutions. With an analogy to the IP, several schemes are proposed in order to select the best route.

2.4.6.1. Two-step Restoration Scheme

The restoration process has two requirements:

1) Initialize a fast, optimally configured VP that incurs the smallest amount of service interruption upon a possible, upcoming failure;

2) Achieve optimal flow planning.

These two requirements contradict each other since optimal flow calculation introduces a computational delay that does not comply with the first requirement.

In order to accommodate these contradicting requirements, the VP manager uses a two-step restoration scheme (as shown in Fig. 2.22):

1) Fast Restoration: Upon failure, the VP restoration manager performs a fast restoration process to speed up the failure recovery;
2) Network-wide Restoration: After the fast restoration is done, the VP planner unit calculates an optimal VP assignment for the latest network topology and the VPs are changed accordingly (network wide restoration).

Although this solution does not produce the most favorable results demanded, it is still accepted since there are no others that provide better performance. The performance may degrade in the case of multiple failures, but since the probability of more than one failure in a short time is very small, this factor is not taken into consideration. Since the number of paths per link is relatively large and can reach a maximum of 4096 VPs/link, the number of paths that can be affected by a single failure is consequently large. This can be a nightmare for the network management.

Fig. 2.22: ATM Two-steps Restoration Mechanism

A comparison between ATM protection and restoration is listed in Table 2.4.
### Table 2.4: Comparison between ATM Protection and Restoration [KAW98C]

<table>
<thead>
<tr>
<th></th>
<th>ATM Restoration</th>
<th>ATM Protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Restoration rapidity</td>
<td>Slow (route searching)</td>
<td>Fast</td>
</tr>
<tr>
<td>Algorithm and message</td>
<td>Complex</td>
<td>Simple</td>
</tr>
<tr>
<td>transmission protocol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of generated</td>
<td>Large</td>
<td>Small</td>
</tr>
<tr>
<td>messages</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restoration segment</td>
<td>Between link terminator (difficult to restore between path terminator)</td>
<td>Between link terminator (any node along the path)</td>
</tr>
<tr>
<td>Required spare resource</td>
<td>Large</td>
<td>Small</td>
</tr>
<tr>
<td>Node failure restoration</td>
<td>Difficult</td>
<td>Easy (except failure of restoration pair node)</td>
</tr>
<tr>
<td>Support of process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>identification and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>interruption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backup path management</td>
<td>Not required (only at failure occurrence)</td>
<td>Required</td>
</tr>
<tr>
<td>Spare resource</td>
<td>Necessary if high ratio of restoration needed</td>
<td>Proper management of spare resource on the backup route is necessary</td>
</tr>
<tr>
<td>management</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flexibility against multiple</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>or unforeseeable failures</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**2.4.7. Survivability Quality of Service**

Survivability Quality of Service (SQoS) is a better measure of survivability in ATM networks. It is used as a resource management control performance indicator.
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2.5. Survivability in the MPLS (GMPLS)

MPLS as a relatively new backbone technology must provide satisfactory services for the network traffic including the protection of the traffic carried on the LSPs. MPLS protection switching refers to the ability of the MPLS layer to rapidly and fully restore traffic during any changes to the condition of the MPLS layer [ALB06]. Fast MPLS layer protection should be as good as the 50 ms restoration time of the SONET layer.

2.5.8. MPLS Protection

MPLS Protection (also called MPLS Fast Re-routing) is a local network resiliency mechanism. It is actually a feature of RSVP Traffic Engineering (RSVP-TE).

In MPLS Protection, there is a pre-established protection path for each working path, with resources (bandwidth, buffers) that are reserved (i.e. not in use) or used only by low priority traffic (if there is no failure on the working path). The node that redirects the traffic onto the preset backup path is called the Point of Local Repair (PLR), and the node where the backup LSP merges with the primary LSP is called the Merge Point (MP). This mechanism (local protection) provides faster recovery because the decision about recovery is made strictly locally. For comparison, when recovery mechanisms are employed at the IP layer, restoration may take several seconds and this is unacceptable for real-time applications (such as VoIP). In contrast, MPLS local protection meets the requirements of real-time applications with recovery times comparable to those of SONET rings [YIN01].

The general concepts of protection switching are valid for MPLS protection as well. In particular, the following methods may be used in the protection schemes:
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- Protection mode (preventive or non preventive); and
- Protection switching options (1+1, 1: n, m:n).

2.5.9. MPLS Restoration

In MPLS restoration, the backup path is created as soon as a failure is detected. By using this method, the network resources are better employed but at the expense of a longer restoration time. From the point of view of management, the types of restoration (as illustrated in Fig. 2.23) may be classified as follows [ZHA02]:

1) Global, End-to-end or Centralized Restoration: Upon the detection of the failure of the primary path, a backup path is created between the source and destination nodes. It can be considered a slow process but it utilizes better the network resources since it requires only a single protecting path for each working path;

2) Local or Distributed Restoration: Upon detecting the failure of the primary path, a backup path is created between the two nodes of failure. Here the restoration is established by each LSR along the working path in a distributed way.

![Fig. 2.23: Restoration Schemes in IP-MPLS [ZHA02]](image)
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2.5.9.1. Failure Notification

The traffic sending upstream LSRs alongside the affected working LSP must be notified after failure detection. Sending an explicit Failure Indication Signal (FIS) back to them can be one method of notification. Another method is realized when the downstream LSR returns the Keep Alive message sent by the upstream LSR with the optional failure notification field set. The above two methods use "out-of-band" notification. However, it is also possible to use "in band" notification.

2.5.9.2. Restoration Time

According to the network size, topology, and the number of LSPs affected by the failure, the MPLS restoration times may vary considerably. Based on practical results, the restoration time varies between 6.1ms and 185 ms.

2.5.10. MPLS Restoration Practice

The MPLS Restoration re-routing process goes through the following set of events, which is shown in Fig. 2.24.

Critical choices involve the frequency of HELLO messages and the value of $T_{fail}$. The frequency of the HELLO messages is usually set to 5 ms, the interval for failure detection $T_{fail}$ to 20 ms (4 HELLO messages lost), and the interval for failure recovery $T_{repair}$ set to 500 ms.
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LMP "HELLO" message not received within a threshold time interval $T_{fail}$.

Failure is detected by the downstream node.

The two end nodes of the failed link flood the network with a "LINK FAILURE" alarm message (Failure indication signal).

The "DOWN state" reaches upstream LSPs to perform the switch-over.

The network enters a semi-stable state.

Dynamic routing protocols converge after failure.

New working paths are established.

![Flowchart](image)

**Fig. 2.24: Restoration Re-routing Process**
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The first solution that will often cross a person’s mind is to select a single survivability scheme for a certain network layer. A simple and expensive example of this is protecting the entire network by a survivability scheme from the physical layer. The comparatively long detection time of the IP layer will not introduce any interworking problem with the fast physical layer recovery [DEM99].

This choice has many drawbacks, however. Some of them are as follows:

- It is difficult to satisfy the different services transported by the network;
- It is even more difficult to do so when these services have QoS requirements;
- It can be inappropriate if the network consists of different groups of sub-networks with different services and topologies (e.g. a mixture of SONET, ATM, mesh, token-ring, etc.).

A sophisticated solution based on the above mentioned drawbacks is to differentiate between the traffic types (e.g. real time, best-effort., etc.) and use different survivability classes in the physical layer. The higher survivability class is assigned to the higher CoS. The different classes are then mapped into different paths of the server layer. Obviously, this solution requires a protection scheme with a determined level of selectivity, and would have to be very sophisticated in its design.
The second solution, which makes a great deal more sense, is to adapt the multi-layer survivability concept. This involves selecting two (or more) single-layer survivability schemes from different layers and making use of their complementary characteristics.

The third solution involves combining a fast protection scheme in a server layer with the slower IP restoration. This can be a good choice for guarantee a certain QoS to real time services. By following this approach, however, the network design becomes more complex and services costs are expected to increase. The trade-off between service level QoS and the service cost is thus a challenging issue here.

Although multi-layer survivability looks like the most promising solution for survivability in multi-service environments, its problems relating to the use of different survivability schemes from different layers need to be resolved before it can be adopted. Some of those problems are the following:

- Unwanted possible interaction between the different survivability schemes when they handle alarm messages and propagate control signals;
- One or more unnecessary protection actions as a result of a single failure may trigger multiple recovery schemes (since the detection time is generally smaller than the overall restoration time.)

The results and consequences of these problems in the network can be summarized as any combination of the following:

- Extended down-time;
- The network left in an unknown state;
- Increased complexity of maintenance procedures.
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3.1. Survivability Strategies

There are certain strategies that can be used to overcome the above mentioned problems:

1. Appropriate selection of survivability schemes;
2. Use of a hold-off time concept;
3. Layer escalation;
4. Sub-network escalation;
5. Scheme escalation;
6. Inter-layer signaling; and
7. Management integration.

A closer look at these solutions gives more details about their principles:

- The first strategy requires the minimum redesign of the network management,
- For the second to the fifth strategies, more protocols have to be involved to handle these scenarios,
- The first to the fifth generally neither involve any interaction between the network layers nor use any signaling for which the network management is responsible. However, they may make use of the integration between the network management and between the client and the server layer.
- The last two strategies require more interaction between the network layers, which is achieved by signaling and thus involves the network management.

3.1.1. Appropriate Selection of Survivability Schemes

In some cases, one survivability scheme from a network layer is selected to perform the survivability of the entire network [DEM99].
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According to the problem stated before, the selection of a scheme is very difficult and subject to a trade-off between the network performance and its cost.

The factors that may help the network designers in making the decision include

- Topology,
- Design,
- Size, and
- Service.

The selected survivability scheme has to get the maximum out of the combined performance measures, such as detection time, coverage, restoration time, complexity, etc.

3.1.2. Hold-off Time

Deploying the hold-off time concept in the multilayer network survivability may be a solution for the layers that have a fast detection time.

The time period after failure detection forces the upper layers' restoration schemes to wait and not to take any action until either

1. The hold-off time expires, or
2. The restoration is completed by the lower layer.

If the hold-off time expires before the restoration is performed, the survivability scheme of the higher layer will come into effect.

At present, the concept of hold-off time is standardized in SONETs only to solve the conflict problem between an automatic protection scheme working at the path layer (both lower and higher orders) and an automatic protection scheme working at the line layer. The most used schemes in SONETs are SNCP and Trail Protection for the individual optical lines. The hold-off time is adjustable from 0 to 10 seconds in 100 ms steps.
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It is not necessary for the fault status signal to be present for the entire duration of the hold-off time period; it is required only at its expiry. Also, the fault notification signal that triggers the hold-off timer does not have to be the same one that occurs at the expiry of the hold-off period.

The only disadvantage of using the hold-off time strategy, which also causes some degradation in the protection speed, can occur when the higher layer survivability scheme is the appropriate scheme but it cannot be employed first since it has to wait until the lower layer’s survivability scheme fails. However, in some typical applications this degradation is frequently neglected.

The concept of hold-off time, although it is designed for SONET services, is also promising for other services like ATM and OTN. There has been some recent research on this point, but the concept has not yet been standardized. Also, the concept of hold-off time is difficult to implement in a multi-vendor environment because of the deficiency of standards.

3.1.3. Inter-layer Signaling

Another approach to improving the performance of survivability and solving the multi-layer survivability problems is to use real-time signaling between layers for information exchange and thus allowing the inhibition of a protection action in one layer when another layer is already engaged in protecting the same fault.

A number of OAM signals are currently used within each network layer (intra-layer OAM) mostly for fault localization and performance monitoring, while only a simple maintenance signal has been developed at the present time a. This signal is the Alarm Indication Signal (AIS). It is transmitted from the server layer to the client layer to do
simple fault localization, and does not disseminate any information to the client layer about the protection action that may be in progress at the server layer.

Having more detailed status information about the server layer is beneficial to the client layer, as the latter can make use of it. An example to this is in the 1+1 OCh protection scheme when a failure affects the protecting channel. This information does not need to be forwarded to the client layer because it does not directly affect the service. On the other hand, this information will allow the client layer to react more efficiently when a failure affects the protected (working) channel.

Defining a set of OAM inter-layer signals is not an easy task, as the service layer is designed to support a variety of different clients. Nevertheless, this approach is considered to be very promising.

Another approach allows for real time co-ordination between the IP and the optical layer based on the MPLS concept in which the integration is done between the control plane of the MPLS LSR and the controller of the optical Network Element, typically an OXC.

### 3.1.4. Layer Escalation

Layer escalation is the most typical scheme. Each layer of the network has its own restoration system, and the systems interact to realize restoration. For example, restoration is tried in the lowest layer (OTN) first. If not all failures are restored, then higher layer restoration tries to eliminate them. Restoration proceeds layer by layer, starting at the lowest layer. This scheme is named bottom-up escalation [NED95A]. In order to achieve cost effectiveness, spare resources are shared between multiple layers [STR96A].
3.1.5. Sub-network Escalation

This scheme varies the restoration area. First, restoration is attempted in a restricted (small) area. However, if not all failures can be restored in that area because of a lack of backup routes or spare resources, the restoration area is expanded. For example, restoration is first tried between nodes directly connected to the failed link. If this fails, the restoration is next tried between path termination nodes. The expansion of the restoration area extends the failure into a wider area of the network, but it may also improve the restorability of the failed path [STR96A].

3.1.6. Scheme Escalation

Scheme escalation changes the restoration scheme if the first scheme cannot restore all failures. For example, the preplanned scheme is tried first, and the dynamic planned scheme is tried next if some failures remain [STR96A].

3.1.7. Management Integration

In general, every network layer has its own management that is completely independent from the others. Network administration is more difficult in the complex multi-layer service architecture (e.g. IP/ATM/SONET/OTN) than in the simplified service stacks (e.g. IP/POS/OTN, and IP/GbE/OTN).

In the multi-layer survivability scheme, the network layer management information is very important to the adjacent network layer management. An example is when OTN (OCh) (as a server layer) gets information about the required level of survivability from the IP (as a client layer). It helps to make better decisions regarding topology, routing, and types of protection. On the other hand, when being
forwarded back to the IP client layer, this information is used by OSPF to define
different paths for different TOS as it translates to “link costs”. Therefore, the
integrated survivability strategy will be improved by the use of inter-layer
management (umbrella management).

3.2. Survivability in Different Integrated Multi-layer
Network Architectures

The general principles of multi-layer survivability are applied to a number of
network architectures as alternatives for the integration of IP over Optical Networks.
These architectures are:

1) IP/ATM/SONET/OTN (reference architecture)
2) IP/POS/OTN
3) IP/ GbE /OTN
4) IP-MPLS/OTN.

3.3. The IP/ATM/SONET/OTN Architecture

In the long-haul transport over OTN, SONET is currently the most standard
transmission format deployed. ATM provides the backbone of many of the service
providers. The IP/ATM/SONET/OTN architecture is selected as a reference. The
reason for this is because it is still widely used in today’s backbone networks.
Nevertheless, this architecture is not appropriate for meeting the promising
requirements of backbone networks because of its complexity, duplication of
functionality, cell tax, limited scalability, etc.

There are many approaches to IP over ATM:
• Classical IP over ATM (RFC 1483),
• LAN Emulation (LANE),
• Multi-protocol over ATM (MPOA).

From those encapsulation methods, the Classical IP over ATM (RFC 1483) has been selected as the model for this protocol stack.

Fig. 3.1 shows an example of the Classical IP over ATM (RFC 1483) architecture (details of this encapsulation method are described in Appendix C). Fig. 3.2 illustrates three options for ATM in SONET.
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3.3.8. Available Single-layer Survivability Schemes

In the IP/ATM/SONET/OTN architecture, each one of the four layers has its own survivability schemes. Table 3.1 lists those schemes.

Table 3.1: Survivability Capabilities of the Network layers in the IP/ATM/SONET/OTN Architecture

<table>
<thead>
<tr>
<th>Layer/ Sub-layer</th>
<th>Protection</th>
<th>Restoration</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>ATM</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SONET Path</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>SONET MS (Line)</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>OTN OCh</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>OTN OMS</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

The survivability mechanisms available in each of these different network layers differ mainly in terms of protection time, granularity, fault coverage, and cost.

Fig. 3.2: Three Options for ATM in SONET [AND97B]
3.3.9. Available Multi-layer Survivability

Functionality duplication is the main problem in the IP/ATM/SONET/OTN architecture.

This duplication is clear in single-layer survivability and more complex in multi-layer survivability strategies. Table 3.2 lists the available survivability schemes for the IP/ATM/SONET/OTN architecture or protocol stack.

<table>
<thead>
<tr>
<th>Multilayer</th>
<th>Survivability Scheme used</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP(restoration)/SONET(restoration)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>IP(restoration)/SONET(protecti)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>IP(restoration)/OTN(restoration)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>IP(restoration)/OTN(protecti)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>ATM(restoration)/SONET(restoration)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>ATM(restoration)/SONET(protecti)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>ATM(restoration)/OTN(restoration)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>ATM(restoration)/OTN(protecti)</td>
<td>Hold-off timer, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
</tbody>
</table>

The most suitable scheme that has been deployed in many existing networks is the use of a hold-off timer, while Layer Escalation and Inter-layer signaling schemes are
difficult to deploy due to the number of layers exist in this stack. The most challenging decision is whether to assign restoration or protection in a lower layer to maintain all traffic together, or to assign either restoration or protection in a higher layer to maintain traffic priorities. Thus, combining these two solutions together will produce enhanced results.

3.4. The IP/SONET (POS)/OTN Architecture

The second network architecture scenario selected is IP over SONET over OTN. In general, there are two possibilities for IP over SONET, as shown in Fig. 3.3. The first is simply to encapsulate IP packets into SONET formats and transmit them over OTN (by using a transponder). This is called POS Packet over SONET (RFC 1619, RFC 1661, and RFC 1662). The second is to encapsulate the IP packets along with other traffic into SONET formats and transmit them over OTN links. This is called SDL over SONET (RFC 2823).

![Fig. 3.3: Example of IP over SONET over OTN Network](image-url)
3.4.1. Available Single-layer Survivability Schemes

The OTN layer can provide fast protection both at the OMS and at the OCh layers while restoration can be implemented in the OCh layer, only. SONET has already a wide range of protection and restoration standard schemes available; however, the only protection scheme applicable to this scenario whereas SONET is integrated in the router interfaces is the 1+1 Linear MSP (Multiplex Section Protection). This is a fast automatic protection scheme that can protect the SONET signal with a switching time lower than 50ms. The IP layer provides a robust restoration mechanism based on packet re-routing in case of failure and integrated in the routing protocols. The survivability capabilities of the three layers of the IP/POS/OTN architecture are summarized in Table 3.3.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Layer/ Sub-layer & Protection & Restoration \\
\hline
IP & & X \\
SONET Path & & \\
SONET MS & X & \\
OTN OCh & X & X \\
OTN OMS & X & \\
\hline
\end{tabular}
\caption{Survivability Capabilities of the Network layers in the IP/POS/OTN Architecture}
\end{table}

3.4.2. Available Multi-layer Survivability

In the IP/SONET (POS)/OTN, the problem with functionality duplication is less complicated than the IP/ATM/SONET/OTN architecture. Table 3.4 lists the available survivability schemes for the IP/SONET (POS)/OTN architecture or protocol stack. The most suitable scheme that has been deployed in many existing networks is still the use of hold-off timers, while layer escalation and inter-layer signaling schemes...
are still difficult to deploy in this architecture due to the same large number of layers that exist in this stack.

**Table 3.4: Available Multi-layer Survivability Schemes in the IP/SONET (POS)/OTN Architecture**

<table>
<thead>
<tr>
<th>Multilayer</th>
<th>Survivability Scheme used</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP(restoration)/</td>
<td>Hold-off timer, Sub-network Escalation, Scheme</td>
</tr>
<tr>
<td>SONET(restoration)</td>
<td>Escalation, Management Integration</td>
</tr>
<tr>
<td>IP(restoration)/</td>
<td>Hold-off timer, Sub-network Escalation, Scheme</td>
</tr>
<tr>
<td>SONET(protection)</td>
<td>Escalation, Management Integration</td>
</tr>
<tr>
<td>IP(restoration)/</td>
<td>Hold-off timer, Sub-network Escalation, Scheme</td>
</tr>
<tr>
<td>OTN(restoration)</td>
<td>Escalation, Management Integration</td>
</tr>
<tr>
<td>IP(restoration)/</td>
<td>Hold-off timer, Sub-network Escalation, Scheme</td>
</tr>
<tr>
<td>OTN(tection)</td>
<td>Escalation, Management Integration</td>
</tr>
</tbody>
</table>

Combining restoration or protection in a lower layer with either restoration or protection in a higher layer is still a good decision for enhancing the survivability results. An example of combined restoration can be applied to the network of Fig. 3.3, where the OTN ring is survived by 1+1 OCh OTN protection and IP restoration.

**3.5. The IP/GbE/OTN Architecture**

Of all current networking protocols, Ethernet has by far the highest number of installed ports (85% of LANs world-wide). It provides also the greatest cost performance relative to Token Ring, Fiber Distributed Data Interface (FDDI), and Asynchronous Transfer Mode (ATM) for desktop connectivity.

Fast Ethernet, which increases the Ethernet speed from 10 to 100 megabits per second (Mbps), provides a simple and cost-effective option for backbone and server connectivity. The new Gigabit Ethernet extends high-capacity LANs to MANs and
probably WANs. This configuration may cost 5 times less than SONET OC192 links. Fig. 3.4 shows an example of an IP network based on Gigabit Ethernet interfaces.

It is simple to encapsulate and frame IP packets in Gigabit Ethernet. Because Gigabit Ethernet is full-duplex, the CSMA-CD functionality is not used. Ethernet switches are used to expand the network topology further than a point-to-point link. Thus, in Gigabit Ethernet over OTN, the packet level routing is done by the IP layer, while the wavelength routing is realized in the optical layer. Gigabit Ethernet provides QoS as specified in the standards IEEE 802.1Q and 802.1p, which define CoS for different IP packets. RSVP or DiffServ use these CoS to support their operations.

![Fig. 3.4: Example of IP being transported over a OTN Ring with Gigabit Ethernet Framing](image)

### 3.5.1. Available Single-layer Survivability Schemes

GbE does not provide any kind of survivability mechanisms. So, in this network architecture, the survivability is facilitated by only OTN and IP layers.
The available survivability mechanisms for this architecture are summarized in Table 3.5.

### Table 3.5: Survivability Capabilities of the Network Layers in the IP/GbE/OTN Architecture

<table>
<thead>
<tr>
<th>Layer</th>
<th>Protection</th>
<th>Restoration</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>GbE</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>OTN OCh</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>OTN OMS</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

3.5.2. Available Multi-layer Survivability

As this architecture contains only two layers which have survivability functions, it can be considered not difficult to analyze. Table 3.6 lists the available survivability schemes for the IP/GbE/OTN architecture or protocol stack. The most suitable scheme that has been deployed in many existing networks is still the use of hold-off timers. All other survivability schemes can also be implemented, as there are only two layers that support survivability functions.

### Table 3.6: Available Multi-layer Survivability Schemes in the IP/GbE/OTN Architecture

<table>
<thead>
<tr>
<th>Multilayer</th>
<th>Survivability Scheme used</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP(restoration)/OTN(restoration)</td>
<td>Hold-off timer, Layer Escalation, Inter-layer signaling, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
<tr>
<td>IP(restoration)/OTN(protection)</td>
<td>Hold-off timer, Layer Escalation, Inter-layer signaling, Sub-network Escalation, Scheme Escalation, Management Integration</td>
</tr>
</tbody>
</table>

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Combining restoration or protection in a lower layer with either restoration or protection in a higher layer is also a good option for enhancing the survivability results.

3.6. IP-MPLS/OTN Architecture

Multi-Protocol Label Switching (MPLS) is a tunneling technology used in many service provider networks. An IP core merges the separate control planes of two-layer and three-layer networks into a single entity. This integration eliminates the management burden of coordinating the operation of two distinct networks, and also permits routing and automated traffic engineering to occur on the same platform in order to reduce the operational cost of the network. Furthermore, an IP core that supports MPLS offers numerous advantages by using traffic engineering to maximize the efficient use of bandwidth and reduce congestion [YIN01].


MPLS supports much finer and more flexible bandwidth granularity than reconfigurable OTN (per LSP versus per wavelength). This means that MPLS requires less spare capacity. Moreover, MPLS can make service differentiation between flows identified by LSPs, carried on a single wavelength [ZHA02]. Therefore, one can choose to protect those LSPs, only, that have stringent QoS requirements. The available survivability mechanisms for this architecture are summarized in Table 3.7.
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Table 3.7: Survivability Capabilities of the Network Layers in the IP-MPLS/OTN Architecture

<table>
<thead>
<tr>
<th>Layer</th>
<th>Protection</th>
<th>Restoration</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP-MPLS</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>OTN OCh</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>OTN OMS</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

3.6.2. Available Multi-layer Survivability

This architecture not only contains two layers which have survivability functions, but also these functions can be integrated together with MPLS control management. Table 3.8 lists the available survivability schemes for the IP-MPLS/OTN architecture or protocol stack. The most suitable scheme in this architecture to be implemented is Management Integration. Combining restoration or protection in a lower layer with either restoration or protection in a higher layer is a good choice for enhancing the survivability results.

Table 3.8: Available Multi-layer Survivability Schemes in the IP-MPLS/OTN Architecture

<table>
<thead>
<tr>
<th>Multilayer</th>
<th>Survivability Scheme used</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP-MPLS(restoration)/</td>
<td>Hold-off timer, Layer Escalation, Inter-layer</td>
</tr>
<tr>
<td>OTN(restoration)</td>
<td>signaling, Sub-network Escalation, Scheme</td>
</tr>
<tr>
<td></td>
<td>Escalation, Management Integration</td>
</tr>
<tr>
<td>IP-MPLS(restoration)/</td>
<td>Hold-off timer, Layer Escalation, Inter-layer</td>
</tr>
<tr>
<td>OTN(protection)</td>
<td>signaling, Sub-network Escalation, Scheme</td>
</tr>
<tr>
<td></td>
<td>Escalation, Management Integration</td>
</tr>
<tr>
<td>IP-MPLS(protection/restoration)/</td>
<td>Hold-off timer, Layer Escalation, Inter-layer</td>
</tr>
<tr>
<td>OTN(protection)</td>
<td>signaling, Sub-network Escalation, Scheme</td>
</tr>
<tr>
<td></td>
<td>Escalation, Management Integration</td>
</tr>
</tbody>
</table>
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For evaluation of the proposed multi-layer survivability strategies and interworking mechanisms, a simulation platform was developed based on Matlab. Each experiment was carried out several times to get accurate results with a 95% level of confidence. A single link failure scenario is assumed, which is the most probable type of failure to occur in networks.

4.1. Network Architecture Model used

The simulation is carried on a backbone network of 8 nodes and 13 links (Fig. 4.1), leading to an average nodal degree of 3. Each node aggregates traffic from at least 10 subnets, and in the topology it consists of an OXC and an attached IP router. The nodes are connected by a single two-fiber cable carrying 64 wavelengths, and each wavelength is OC-192 (9.952 Gb/s).

![Network Architecture Model used in the Simulation](image-url)
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4.1.1. Network Traffic

The network traffic is generated in terms of connection requests. A connection request is a demand to establish a lightpath from a source node to a randomly chosen destination node. The connection requests arriving at each node are assumed to follow the Poisson process with a mean ranging from 1-80 connections/s, and the holding time will be exponentially distributed with a mean of 30 minutes. Each request’s source node and destination node are selected based on uniform distribution. The connection requests are randomly assigned capacity that varies between OC-1 and OC-192. If it happens that a same source to a same destination is requested, either the node does traffic aggregation, while the total capacity is below OC-192, or it launches a new wavelength.

4.1.1.1. Network Traffic Process

Studies of high-resolution traffic measurement from different working communication networks have provided ample evidence that actual network traffic in the Internet is self-similar or fractal in nature [GHO05]. Network arrivals are often modeled as Poisson process for analytic simplicity, even though a number of traffic studies have shown that packet inter-arrivals are not exponentially distributed. User-initiated TCP session arrivals, such as remote-login and file-transfer, are well-modeled as Poisson process with fixed hourly rates, but other connection arrivals deviate considerably from Poisson. However, modeling TELNET packet inter-arrivals as exponential distribution grossly underestimates the burstiness of TELNET traffic, but using the empirical Tcplib inter-arrivals preserves burstiness over many time scales. On the other hand, FTP data connection arrivals within FTP sessions
come bunched into large “connection bursts,” which are so large that they completely dominate FTP data traffic [PAX05].

However, in the simulation, we used Poisson process for ease of analysis, for Matlab support, and because of our focus on the transport layers survivability performance which does not depend on the traffic behavior.

4.1.2. Routing and Wavelength Assignment RWA

In order to compute an explicit route, it is much easier to use a link state-based routing algorithm. Indeed, the lightpath to be established will be more optimal if each node has a complete knowledge of the network. It is also a property of the Dijkstra algorithm that the complete route from the source to any other node in the network can be easily found by performing recursive iteration on the graph. This makes it very easy to use the Dijkstra algorithm in order to find an explicit route. In link state-based routing, information is only sent when changes occur. A node first builds up a description of the topology of the network. Then it may use any routing algorithm to determine the route.

A wavelength assignment algorithm is used to pre-configure backup lightpaths. Using traditional routing protocols, all the traffic follows the shortest path.

4.1.3. Wavelength Converters

It is assumed that wavelength converters are deployed at all network nodes in most of the simulations, and that there is no wavelength continuity constraint. The number of wavelength converters is sufficient in order not to have traffic blocking at/inside any node in the network.
4.1.4. Load Balancing

It is also assumed that a network design has planned optimal bandwidth allocation and traffic loading, so the traffic load is distributed in the network links.

4.1.5. Network Management

All nodes communicate via a centralized control plane that controls all the survivability functions either in single- or multi-layer survivability according to the different architectures proposed.

4.2. System Parameters

The system parameters can be grouped into three categories:

1) Fixed parameters; which are typical network performance either taken from practical implemented networks or as an outcome of a simulation. Table 4.1 lists these parameters [FUM00] [AUT98] [QIN03],

2) Variable parameter; where the simulation takes care of it, e.g., the total number of wavelengths deployed on each link, the call arrival time and the call hold time,

3) The performance parameter; which is the time taken from the failed link to return back to its average traffic after recovery. The average traffic the network sustained at the equilibrium for the link under consideration is taken as a reference to be compared with the traffic after recovery.
<table>
<thead>
<tr>
<th></th>
<th>Description</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OTN</strong></td>
<td>Average Detection Time</td>
<td>0.125 ms</td>
</tr>
<tr>
<td></td>
<td>Virtual Wavelength Path switching time</td>
<td>20 ms</td>
</tr>
<tr>
<td></td>
<td>Per - node processing delay</td>
<td>3 ms</td>
</tr>
<tr>
<td></td>
<td>OXC connection matrix reconfiguration time</td>
<td>25 ms</td>
</tr>
<tr>
<td></td>
<td>Hold-off timer</td>
<td>150 ms</td>
</tr>
<tr>
<td></td>
<td>Link propagation delay</td>
<td>0.3 km/µs</td>
</tr>
<tr>
<td></td>
<td>OCh and OMS Restoration completion time</td>
<td>50 ms</td>
</tr>
<tr>
<td><strong>ATM</strong></td>
<td>Detection</td>
<td>0.1 ms</td>
</tr>
<tr>
<td></td>
<td>VP switching time</td>
<td>0.1 ms</td>
</tr>
<tr>
<td></td>
<td>ATM hold-off time</td>
<td>50 ms</td>
</tr>
<tr>
<td></td>
<td>ATM OAM signal processing</td>
<td>10 ms</td>
</tr>
<tr>
<td></td>
<td>ATM routing table reconfiguration time</td>
<td>30 ms</td>
</tr>
<tr>
<td><strong>IP</strong></td>
<td>Detection</td>
<td>1s</td>
</tr>
<tr>
<td></td>
<td>IP dynamic routing (Detection time)</td>
<td>100 ms–180 s</td>
</tr>
<tr>
<td></td>
<td>IP dynamic routing (Restoration completion time)</td>
<td>1–100 s</td>
</tr>
<tr>
<td></td>
<td>Routers processing delay (approximately)</td>
<td>0.2 ms.</td>
</tr>
<tr>
<td><strong>MPLS</strong></td>
<td>MPLS fast (link) rerouting (Detection time)</td>
<td>0.1–100 ms</td>
</tr>
<tr>
<td></td>
<td>MPLS fast (link) rerouting (Restoration completion time)</td>
<td>50–100 ms</td>
</tr>
<tr>
<td></td>
<td>MPLS edge-to-edge rerouting (Detection time)</td>
<td>100 ms–180 s</td>
</tr>
<tr>
<td></td>
<td>MPLS edge-to-edge rerouting (Restoration completion time)</td>
<td>1–100 s</td>
</tr>
<tr>
<td></td>
<td>LSR forwarding table reconfiguration time</td>
<td>50 ms</td>
</tr>
<tr>
<td><strong>SONET</strong></td>
<td>Detection</td>
<td>3 ms</td>
</tr>
<tr>
<td></td>
<td>Processing delay</td>
<td>0.375+Nx0.25 ms</td>
</tr>
<tr>
<td></td>
<td>SONET path switching time</td>
<td>20 ms</td>
</tr>
<tr>
<td></td>
<td>SONET switching matrix reconfiguration time</td>
<td>25 ms</td>
</tr>
</tbody>
</table>
4.3. Simulated Survivability Schemes

In our simulation, we use the survivability schemes done at the Information and Telecommunication Technology Center (ITTC), University of Kansas, for the Service Independent Access Point (SIAP) project.

4.3.1. OTN Restoration

Restoration time (in milliseconds) is given by:

\[
t_{r}^{\text{OTN}} = t_{\text{frame}} + \frac{N_{w} l}{2 \times 10^{2}} + (N_{w} \times t_{\text{proc}}^{\text{OTN}}) + (t_{\text{sw}}^{\text{OTN}} \times s_{f} \times D_{aw})
\]

where:
\[
t_{\text{frame}} = 125 \mu s
\]
\[
N_{w} = \text{number of nodes to be informed of failure}
\]
\[
l = \text{avg. inter-node distance in km}
\]
\[
t_{\text{proc}}^{\text{OTN}} = \text{per-node processing delay} \approx 3 \text{ms}
\]
\[
t_{\text{sw}}^{\text{OTN}} = \text{OCh switching time} \approx 20 \text{ms}
\]
\[
D_{aw} = \text{affected number of OCh's}
\]

4.3.2. SONET Restoration

Restoration time (in milliseconds) is given by:

\[
t_{r}^{\text{SONET}} = t_{\text{det}}^{\text{SONET}} + \frac{N_{s} l}{2 \times 10^{2}} + (3 \times t_{\text{proc}}^{\text{SONET}}) + (t_{\text{sw}}^{\text{SONET}} \times s_{f} \times D_{aw})
\]

where:
\[
t_{\text{det}}^{\text{SONET}} \approx 3 \text{ms}
\]
\[
N_{s} = \text{number of nodes to be informed of failure}
\]
\[
l = \text{avg. inter-node distance in km}
\]
\[
t_{\text{proc}}^{\text{SONET}} = \text{processing delay} = 0.375 + (N_{s} \times 0.250) \text{ ms}
\]
\[
t_{\text{sw}}^{\text{SONET}} = \text{SONET path switching time} \approx 20 \text{ms}
\]
\[
D_{aw} = \text{affected number of SONET paths}
\]
4.3.3. ATM Restoration

Restoration time (in milliseconds) is given by:

\[ t_{r}^{\text{ATM}} = t_{\text{det}}^{\text{ATM}} + \frac{N_{a}I}{2 \times 10^{2}} + \left( N_{a} \times t_{\text{proc}}^{\text{ATM}} \right) + \left( t_{v}^{\text{VP}} \times s_{r} \times D_{\text{aa}} \right) \]

where:
\[ t_{\text{det}}^{\text{ATM}} \approx 0.1 \text{ms} \]
\[ N_{a} = \text{number of nodes to be informed of failure} \]
\[ I = \text{avg. inter-node distance in km} \]
\[ t_{\text{proc}}^{\text{ATM}} = \text{per-node processing delay} \approx 1 \text{ms} \]
\[ t_{v}^{\text{VP}} = \text{VP switching time} \approx 0.1 \text{ms} \]
\[ D_{\text{aa}} = \text{affected number of VPs} \]

4.3.4. IP Restoration

Restoration time (in milliseconds) is given by:

\[ t_{r}^{\text{IP}} = 1000 + \frac{N_{i}I}{2 \times 10^{2}} + \left( N_{i} \times 3 \right) + \left( 12 \times s_{r} \times D_{\text{ai}} \right) \]

where:
\[ N_{i} = \text{number of nodes to be informed of failure} \]
\[ I = \text{avg. inter-node distance in km} \]
\[ D_{\text{ai}} = \text{affected number of routes} \]
4.4. Simulation Results

4.4.1. Single-layer Survivability; IP Restoration

The IP restoration mechanism is simulated as illustrated in Fig. 4.2. It is noticed that

- The IP detection time considered here is 1s;
- The traffic reached 78% of the network average traffic after approximately 40 ms from the start of the restoration process (more details are shown in Fig. 4.3);
- The traffic restored at this point is the majority among this percentage;
- The IP transport protocols are greedy, which explains the fast restoration process;
- The centralized network management increases the weight on this link as the traffic increases;
• The use of link-state algorithms (Dijkstra) acts as a feedback in order to have the network load balance we desire;

• The IP restoration process, according to this scenario, takes an average of 8 seconds to be completed, which is close to the result claimed by the actual measurements for a real working network;

• As the IP is the server and the client in the same time, there are no difficulties in restoring all types of traffic (native traffic). The performance will indeed be different in cases when we have other clients than IP.

![Figure 4.3: Single-layer Survivability; IP Restoration (after recovery view)](Image)
4.4.2. Single-layer Survivability; ATM Restoration

The simulation performance of the ATM restoration is shown in Fig. 4.4. The strange behavior is due to the two-step restoration process of the ATM; the rapid restoration happens because the ATM uses the routing table that existed before the fault occurrence and then performs network optimization. The VP planner unit calculates an optimal VP assignment for the latest network topology and VPs are changed accordingly (network wide restoration). The later step causes some delay, which prevents the restoration process from continuing with the same speed. It should also be noted also that the fault detection by the ATM is very fast and even better than the fault detection by the physical sub-layer of the OTN.

A focus on the start of the ATM restoration process is shown in Fig. 4.5.
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4.4.3. Single-layer Survivability; SONET Restoration

Fig. 4.5: Single-layer Survivability; ATM Restoration (after recovery view)

Fig. 4.6: Single-layer Survivability; SONET Restoration (complete view)
The SONET restoration’s simulation performance is illustrated in Fig. 4.6 and Fig. 4.7 with the following remarks:

- The SONET restoration process with its ideal performance reflects its popularity in the network design and operation communities;
- Although the SONET detection time is not as fast as the ATM, its switching matrix reconfiguration time is much better than the other transport layers;
- The SONET restoration process, according to this scenario, takes less than 80 milliseconds on average to be completed, which is close to the result claimed by actual measurements of a real working network;
- As soon as the switching matrix is configured, the SONET restores the traffic, which reaches approximately 78% from the total affected traffic.
4.4.4. Single-layer Survivability; OTN Restoration

Fig. 4.8: Single-layer Survivability; OTN Restoration (complete view)

Fig. 4.9: Single-layer Survivability; OTN Restoration (after recovery view)
The OTN restoration simulation performance is illustrated in Fig. 4.8 and Fig. 4.9 with the following remarks:

- Although OTN restoration functionality looks similar to those of the SONET, its simulation performance shows some differences in performance;
- This difference is related to the SONET node processing delay which is fixed and equals 3ms on average, while in the OTN there is another factor used in calculating the restoration time for every restored optical path;
- The number of nodes to be informed about the failure is that factor which varies from one affected optical path to another.

4.4.5. Multi-layer Survivability; ATM/SONET Restoration

![Graph: Multi-layer Survivability; ATM/SONET Restoration (complete view)](image)
The ATM/SONET multi-layer restoration simulation performance is shown in Fig. 4.10 and Fig. 4.11 with the following remarks:

- The concept of hold-off timers is considered in this scheme for a value of 50ms;
- It is noted that there are no drawbacks from implementing this scheme as the IP is the only client in the network under discussion;
- The hold-off time is sufficient for the SONET to configure the switching matrix and to restores approximately 78% of the total affected traffic;
- The disadvantage of the ATM two-step restoration mechanism does not appear clearly here as the amount of traffic left after SONET restoration is not large enough to be noticed.
4.4.6. Multi-layer Survivability; IP/SONET Restoration

**Fig. 4.12:** Multi-layer Survivability; IP/SONET Restoration (complete view)

**Fig. 4.13:** Multi-layer Survivability; IP/SONET Restoration (after recovery view)
The IP/SONET multi-layer restoration simulation performance is shown in Fig. 4.12 and Fig. 4.13 with the following remarks:

- The concept of hold-off timers is considered in this scheme for a value of 100ms;
- The hold-off time is sufficient for the SONET to configure the switching matrix and to restore approximately 78% of the total affected traffic;
- The IP is the only client in the network under discussion;
- The layer separation between the IP and SONET and their different non-contradicting restoration functions make the integration optimal.

4.4.7. Multi-layer Survivability; IP/OTN Restoration

![Multi-layer Survivability; IP/OTN Restoration (complete view)](image)
The IP/OTN multi-layer restoration simulation performance is shown in Fig. 4.14 and Fig. 4.15 with the following remarks:

- The concept of hold-off timers is considered in this scheme for a value of 150ms;
- The hold-off time is also sufficient for the OTN (as in SONET) to configure the Virtual Wavelength Path switching matrix and to restore approximately 78% of the total affected traffic;
- The IP is the only client in the network under discussion;
- Although the layer separation between the IP and OTN is more than IP/SONET scheme, their different restoration functions need an intelligent control plane to integrate them together (e.g. MPLS control plane).
4.4.8. Multi-layer Survivability; IP-MPLS/OTN Restoration

Fig. 4.16: Multi-layer Survivability; MPLS/OTN Restoration (complete view)

Fig. 4.17: Multi-layer Survivability; MPLS/OTN Restoration (post recovery view)
The IP-MPLS/OTN multi-layer restoration simulation performance is shown in Fig. 4.16 and Fig. 4.17 with the following remarks:

- The concept of hold-off timers is not considered in this scheme whereas the concept of management integration is used instead;
- The collaborating restoration function efforts and their integration unifies the scheme performance;
- The IP is the only client in the network under discussion.

### 4.4.9. Combined Multi-layer Survivability; IP - Restoration/OTN Protection

The IP restoration/OTN protection combined multi-layer restoration simulation performance is shown in Fig. 4.18 and Fig. 4.19 with the following remarks:

- The IP is the only client in the network under discussion;

![Graph](image)
• The predicted survivability scheme demonstrates an enhancement in the outcome performance;

• Approximately 93% of the total affected traffic is restored immediately after the recovery process starts;

• Fault detection and processing take approximately 20ms, which is a part of repair time,

• The 1+1 OCh protection concept is deployed in the simulation and provides zero time switching between the working and protecting paths (we neglect the processing time taken from the management control plane and the transport layer for traffic switching).

![Graph](image.png)

**Fig. 4.19: Combined Multi-layer Survivability; IP Restoration/OTN Protection (post recovery view)**
4.4.10. Combined Multi-layer Survivability; IP Restoration/SONET Protection

The IP restoration/SONET protection combined multi-layer restoration simulation performance is shown in Fig. 4.20 and Fig. 4.21 with the following remarks:

- The IP is the only client in the network under discussion;
- The predicted survivability schemes demonstrates an enhancement in the outcome performance;
- Approximately 93% of the total affected traffic is restored immediately after the recovery process starts;
- Fault detection and processing take approximately 20ms, which can be considered as the total repair time (this is different from IP/OTN scheme),

Fig. 4.20: Combined Multi-layer Survivability; IP Restoration/SONET Protection
The 1+1 line protection concept is deployed in the simulation, and provides zero time switching between the working and protecting paths (we neglect the processing time taken from the management control plane and the transport layer for traffic switching).

![Graph showing Multi-Layer Survivability, IP-Restoration/SONET-Protection for IP over OTN](image)

**Fig. 4.21: Combined Multi-layer Survivability; IP Restoration/SONET Protection (post recovery view)**

### 4.4.11. Combined Multi-layer Survivability; IP-MPLS Protection and Restoration/OTN-Protection

The IP-MPLS protection and restoration/OTN protection combined multi-layer restoration simulation performance is shown in Fig. 4.22 and Fig. 4.23 with the following remarks:

- The IP is the only client in the network under discussion;
- The predicted survivability scheme demonstrates an optimum enhancement in the outcome performance;
• Approximately 93% of the total affected traffic is restored at the beginning of the recovery process starting;

• Fault detection and processing take approximately 20ms, which is part of the repair time,

• The 1+1 line protection concept is deployed in the simulation and provides zero time switching between the working and protecting paths (we neglect the processing time taken from the management control plane and the transport layer for traffic switching).

Fig. 4.22: Combined Multi-layer Survivability; IP-MPLS Protection and Restoration/SONET-Protection
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Multi-Layer Survivability; IP-MPLS/OTN for IP over OTN

Fig. 4.23: Combined Multi-layer Survivability; IP-MPLS Protection and Restoration/SONET-Protection (post recovery view)

4.4.12. Simulation Graphs Comparison

The simulated network architectures for single-layer, multi-layer, and combined multi-layer schemes are grouped for comparison in Fig. 4.24, Fig. 4.25, and Fig. 4.26. Fig. 4.24 presents the simulation performances of the multi-layer survivability schemes when using only single-layer survivability functions. Fig. 4.25 presents the simulation performances of the multi-layer survivability schemes when deploying different multi-layer survivability strategies. Fig. 4.26 presents the simulation performances of the predicted multi-layer survivability schemes when deploying the integration concept of multi-layer survivability strategies. A tremendous improvement can be achieved to the network survivability if these concepts are deployed in existing networks.
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Fig. 4.24: Single layer Survivability (after recovery view)

Fig. 4.25: Multi-layer Survivability (after recovery view)
Fig. 4.26: Combined Multi-layer Survivability (after recovery view)
Chapter 5: Conclusions

Selecting a survivability strategy that fulfills all the requirements needed by a differentiated QoS in compromising between the overall network design and operation costs is not an easy task, especially in a multi-layer network environment.

We investigated through analysis and simulation different schemes for four network architectures: IP/ATM/SONET/OTN, IP/POS/OTN, IP/GbE/OTN and IP-MPLS/OTN. In the following sections we will summarize the outcomes of both the analysis and simulation for the network architectures used according to the survivability scheme implemented.


Survivability functions available in the different network layers differ mainly in terms of; protection time, granularity, fault coverage and cost.

Assigning either restoration or protection to a lower layer leads all kinds of traffic to be treated at the same time with the same way. An operational cost reduction may be a result of that. On the other hand, assigning either restoration or protection to a higher layer enables QoP for different traffic QoS. Furthermore, we get moderately high level of survivability for the reason that the lower layers also survived from many types of failures.
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The survivability functions in both SONET and OTN have a high degree of similarities; the switching time is almost the same, e.g., it is less than 50 ms automatic protection time in each of them. The things which makes SONET differs from OTN are its finer granularity, bigger total transport capacity, and interchangeable time-slots ADM’s and XC’s to avoid blocking. Wavelength conversion in OTN may be equivalent to interchangeable time-slots as time-slots in SONET, but its implementation cost is much higher.

ATM survivability functions are relatively different than SONET or OTN; its faults detection criteria is faster while its restoration time is longer than both of them.

The IP/ATM/SONET/OTN architecture is an evolution of an ATM/SONET backbone where IP is the major client protocol and OTN is brought in for bandwidth capacity increase and cost reduction. In this architecture, SONET protection is well developed, so it is better to continue using it than migrating to OTN, where IP is a robust restoration solution.

In the IP/SONET (POS)/OTN architecture, SONET provides only 1+1 Linear MSP (Multiplex Section Protection), whereas the OTN layer can provide fast protection at both OMS and OCh sub-layers. That is why OTN OCh is chosen to provide protection as the IP for restoration as survivability functions.

Lack of survivability functions at the GbE layer does not cause any weakness for the IP/GbE/OTN architecture as the OTN OCh protection as well as IP restoration can provide functions for the two survivability types.

In the IP-MPLS/OTN, MPLS supports finer and more flexible bandwidth granularity than re-configurable OTN and also differentiates the services between
traffic types. Therefore, one can choose to protect only these LSPs that have stringent QoS requirements. On the other hand, this finer granularity has a cost. To illustrate this, let us consider a case when a fiber goes out of service. The OTN protection needs to switch only a few wavelengths, while MPLS may deal with hundreds of LSPs. This reflects the traditional wisdom that protection on the higher layers is slower than on lower layers. So, using the lower OTN layer for service protection or restoration may simplify planning and guarantee faster recovery from a larger variety of failure scenarios. Also using MPLS for restoration may minimize spare capacity resources and costs.

Table 5.1 lists the selected Single Layer Survivability for the four analyzed Network architectures.

Table 5.1: Selected Single Layer Survivability for the Four Network Architectures

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Protection</th>
<th>Restoration</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP/ATM/SONET/OTN</td>
<td>SONET Path(OCh)</td>
<td>IP</td>
</tr>
<tr>
<td>IP/POS/OTN</td>
<td>OTN OCh</td>
<td>IP</td>
</tr>
<tr>
<td>IP/GbE/OTN</td>
<td>OTN OCh</td>
<td>IP</td>
</tr>
<tr>
<td>IP-MPLS/OTN</td>
<td>OTN OCh</td>
<td>MPLS</td>
</tr>
</tbody>
</table>

5.2. Multi-Layer Restoration Schemes

The seven survivability strategies examined in section 3.1 provide solutions for the multilayer architectures survivability. The problem exists in their survivability function duplications. While the concept of hold-off time is standardized in SONET networks, it is also proposed to the other services like ATM and OTN.
Coordination of inter-layer survivability actions through signaling between layers is also a good solution. It is realized by deploying the MPLS concept. MPALS/GMPLS is the extension of the MPLS principle for the optical layer.

In IP/ATM/SONET/OTN architecture, the hold-off timer strategy is considered for the period time frame between the restorations functions of the SONET layer and the IP layer as well as the IP/SONET (POS)/OTN architecture. While in IP/GbE/OTN and IP-MPLS/OTN, the hold-off timer is considered for the period time frame between the restorations functions of the OTN layer and the IP layer.

Table 5.2 lists the selected Multi-layer Survivability schemes for the four Network architectures.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Survivability Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP/ATM/SONET/OTN</td>
<td>SONET/IP - Restoration Hold-off time</td>
</tr>
<tr>
<td>IP/POS/OTN</td>
<td>SONET/IP - Restoration Hold-off time</td>
</tr>
<tr>
<td>IP/GbE/OTN</td>
<td>OTN/IP - Restoration Hold-off time</td>
</tr>
<tr>
<td>IP-MPLS/OTN</td>
<td>OTN/IP-MPLS - Restoration Hold-off time</td>
</tr>
</tbody>
</table>

5.3. Combined Survivability Schemes

Combining the traditional wisdom that protection on the higher layers is slower than on lower layers with the fact that the restoration at a higher layer is more robust and enables QoP for different QoS traffics seems to be an optimal survivability solution for multi-layer network architectures. The comprehensive analysis of the different architectures illustrated that the integration of the protection functions in the OTN or SONET layer (e.g. OCh protection) with the IP restoration functions is a good
strategy for multi-layer survivability. This is because it combines the benefits of the fast protection due to physical layer failures with wide fault coverage robust restoration. We therefore believe that we can meet the survivability requirements of both real-time and non-real-time traffic in the IP over OTN networks by introducing this combined solution.

The use of OTN protection with SONET protection is not suggested, because it may cause unwanted interaction between the layers, so in the IP/ATM/SONET/OTN architecture it is realistic to combine the SONET OCh protection with the IP restoration.

In IP/SONET (POS)/OTN and IP/GbE/OTN architectures, the OTN OCh protection offers fast recovery for an Optical layer single failure including transponders, while IP re-routing recovers other types of failures like router port failures or multiple failures. The substantial speed difference between these two survivability mechanisms avoids any unwanted interaction. The proposed combined solution for these architectures is realized by OTN OCh protection and IP restoration.

In the IP-MPLS/OTN architecture, MPLS supports finer and more flexible bandwidth granularity than re-configurable OTN and also differentiates the services between traffic types whereas we can choose to protect those LSPs only that have stringent QoS requirements. In addition to this, using the lower OTN layer for service protection, we can simplify planning and guarantee faster recovery from a larger variety of failure scenarios. Furthermore, we can choose to protect some of the wavelengths in the OTN layer (per wavelength) and protect the paths carried on the remaining wavelengths at a finer level by MPLS. The final decision is a matter of
trade-offs. These can be realized if we combine OTN OCh protection with IP-MPLS protection and restoration.

Table 5.3 lists the proposed Multi-layer Combined Survivability schemes for the four Network architectures.

**Table 5.3: Proposed Multi-layer Combined Survivability Schemes for the Four Network Architectures**

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Survivability Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP/ATM/SONET/OTN</td>
<td>SONET Path(OCh) protection / IP restoration</td>
</tr>
<tr>
<td>IP/POS/OTN</td>
<td>OTN OCh protection / IP restoration</td>
</tr>
<tr>
<td>IP/GbE/OTN</td>
<td>OTN OCh protection / IP restoration</td>
</tr>
<tr>
<td>IP-MPLS/OTN</td>
<td>OTN OCh protection / IP-MPLS protection and restoration</td>
</tr>
</tbody>
</table>

5.4. Future Research

A similar analysis needs to be done in the cases of (1) multiple failures, (2) wavelength (OTN) and/or time-slot (SONET) blocking, (3) network traffic engineering schemes other than load balancing, (4) other measures than the time elapsed from the occurrence of a failure to the return to average traffic levels, (5) other network architectures, (6) other multi-layer survivability strategies, (7) client protocols/traffic other than IP, (8) considering self-similarity traffic instead of Poisson model.
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Appendix A: Network Failures

In order to perform network survivability in a suitable way, we need to identify and classify the common physical failures. Some of them are listed below:

- Router failures; interface cards,
- In-site connections, e.g., those between router and optical equipment,
- OTN terminal equipment’s optical amplifiers,
- OTN MUX/DEMUX,
- OTN equipment transponder cards,
- In-line optical amplifier,
- Fiber or cable cuts,
- whole equipment failure,
- Entire node failure,

Table A.1 lists the above failures with and some possible causes for them.

<table>
<thead>
<tr>
<th>Failure type</th>
<th>Possible causes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Router interface cards</td>
<td>Aging</td>
</tr>
<tr>
<td>In-site connections</td>
<td>Human error</td>
</tr>
<tr>
<td>OTN terminal equipment’s optical amplifiers</td>
<td>Aging</td>
</tr>
<tr>
<td>OTN Mux/demux</td>
<td>Aging</td>
</tr>
<tr>
<td>Transponders</td>
<td>Aging</td>
</tr>
<tr>
<td>In-line amplifiers</td>
<td>Aging</td>
</tr>
</tbody>
</table>
A study by Labovitz et al. that investigated Internet failures between November 1997 and November 1998 [LAB99], that resulted from such causes as power outage, maintenance upgrade, fiber cuts, and hardware problems. The percentage breakdown of each cause is shown in Fig. A.1.

Network level failures may be classified according to its occurrence, which is very important for the network survivability analyzes, to the following:

- Single vs. multiple failures,
- Sudden vs. progressive failure.

The majority of the network survivability schemes have protection capability against single failure and a small number has it for multiple failures. Few of those who have multi-layer survivability techniques are designed for that purpose.
From the network’s point of view, any consequent triggered events due to a single failure in all of the layers will be counted as a multiple failures. E.g., a cable cut may produce a double failure in the IP/OTN network. It has to be noticed that the repair time for some of those faults may be relatively long, so we don't have to neglect its accordance probability especially in the large-scale networks.

Aging is a main reason for equipment failures, and the many cases it is progressive phenomena. Single degradation alarms have to be introduced for those cases, e.g. the optical power output of the transponders need to be monitored and an alarm signal would be generated if it's below a certain assigned level.

The survivability actions have to be different from those is due to sudden failures to the progressive ones. However, the use of hold-off delays when multiple alarms are forwarded to a given layer to decide whether to switch or not can make a difference between the abrupt and progressive cases.

Table A.2 provides the two different classifications for the previously listed faults.

<table>
<thead>
<tr>
<th>Failure</th>
<th>Single (S) or Multiple (M)</th>
<th>Sudden (S) or Progressive (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Router interface cards</td>
<td>S</td>
<td>S, P</td>
</tr>
<tr>
<td>In-site connections</td>
<td>S, M</td>
<td>S</td>
</tr>
<tr>
<td>OTN terminal equipment’ optical amplifiers</td>
<td>S</td>
<td>S, P</td>
</tr>
<tr>
<td>OTN MUX/DEMUX</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Transponders</td>
<td>S, M</td>
<td>S, P</td>
</tr>
<tr>
<td>In-line amplifiers</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Fiber or cable cuts</td>
<td>S</td>
<td>S</td>
</tr>
</tbody>
</table>
A.1. Failure Impact on the Service Layers

The faults in the network level affect the running services which may lead to either service disruptions, or to uncertain state which the software applications may not recover. One cannot predict how the different software applications will recover from network faults especially when the restoration time is variable.

Probable impact of the restoration time on some services is illustrated in Table A.3.

<table>
<thead>
<tr>
<th>Restoration time</th>
<th>Impact on services</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 50 ms</td>
<td>Service “hit”</td>
</tr>
<tr>
<td>50 - 200 ms</td>
<td>Potential voice-band disconnects &lt; 5%</td>
</tr>
<tr>
<td></td>
<td>Cell/packet re-routing process affected</td>
</tr>
<tr>
<td>200 ms - 2 s</td>
<td>Voice-band call dropped</td>
</tr>
<tr>
<td>2 - 10 s</td>
<td>All circuit switched services dropped</td>
</tr>
<tr>
<td></td>
<td>Private line disconnects</td>
</tr>
<tr>
<td></td>
<td>Potential data session times out</td>
</tr>
<tr>
<td>10 s - 5 min</td>
<td>X.25 packet disconnects</td>
</tr>
<tr>
<td></td>
<td>Data session times out</td>
</tr>
<tr>
<td>5 min - 30 min</td>
<td>Network congestion, public / business crashes</td>
</tr>
<tr>
<td>&gt; 30 min</td>
<td>Major public / business crashes</td>
</tr>
</tbody>
</table>

Fig. A.2 classifies some classes of IP based services according to a certain allowable restoration time. Although the restoration time for the real time applications is very short, it causes service disruptions while longer restoration times in the non-real time applications can be tolerated.
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- Real time applications
  - telephony (LQ, HQ, fixed, mobile)
  - interactive video
  - video/audio streaming
  - games

- Near-real time applications
  - web browsing

- Non-real time applications
  - file transfer
  - backup
  - messaging

Fig. A.2: Impact of Restoration Time on some IP-based Services

A.2. Single-layer Network Survivability Measure

Protection uses a pre-assigned capacity, and that use is subject to a measure. The Quality of Protection (QoP) and the Priority Classes can be used as a survivability measure.

A.2.1. Quality of Protection (QoP)

Quality of Protection (QoP) is one aspect of the quality of service (QoS) that is suitable for reliable IP over OTN networks [ANSI01]. The implementation of QoP has been considered by several research groups:

- One suggested way is to split the primary lightpath into several segments.
- Another way to provide QoP is to use the differentiated reliability (DiR) of a connection. This is the maximum probability that the connection will fail due to a single network component failing.

The three QoP classes are:

- Class 1: Provides both primary and backup lightpaths if wavelengths are available.
• Class 2: Provides a backup path, but it can be taken by a primary lightpath with the above QoP Class 1 if a wavelength is not available.

• Class 3: Provides only primary lightpaths; no protection mechanism is provided.

A.2.2. Priority Classes

Combinations of both available classes of protection and restoration schemes can form certain network survivability policies that can be used to implement a network that can realize client service requirements.

The realization of these network survivability policies has to consider the different possibilities of the grades of service in terms of the restoration efficiency or the amount of restored traffic and the recovery response, and this forms what can be called survivability priority classes. The restoration efficiency may vary from 100% to 50%, 25%, or 0%. On the other hand, the recovery time can be 50 ms, 200 ms, 1 min, or no guaranteed time. Any category of class has to guarantee that the offered performance will be the worst case and that the user will expect a better one (if it is available).

Restoration efficiency depends on the scheme used for protection (e.g. 1+1, 1:1, or m : n), and for restoration of the network resources available at the recovery period as well as the routing techniques used.

Recovery time, on the other hand, depends mainly on the survivability schemes used, i.e. the fast response of the failure detection as well as the efficiency of the algorithms and protocols used. The recovery time is typically 50 ms in the case of protection.
schemes with high priority classes, and lower than that for the others, while in the
dynamic distributed restoration schemes, 200 ms is the average with 100% efficiency.

The different priority classes that may be offered to a customer are listed as following:

- **High priority class I:** *(100%, 50 ms)* protection for path failures. The
  user would have protection for all of his traffic and the recovery time will be
  within the SONET time limit, for either single or multiple link and node
  failures within the same path (excluding terminal node failures). Examples
  in the optical layer are the networks implementing either 1+1 OMS or OCh
  automatic protection.

- **High priority class II:** *(100%, 50 ms)* protection for single link failure.
  The user would have protection for all of his traffic and the recovery time
  will be within the SONET time limit for only single link failures.

- **Medium priority class I:** *(50%, 50 ms)*. The user would have protection for
  50% of his traffic and the recovery time will be within the SONET time limit,
  for either single or multiple link and node failures within the same path
  (excluding terminal node failures).

- **Medium priority class II:** *(50%, 50 ms)*. The user would have protection
  for 50% of his traffic and the recovery time will be within the SONET time
  limit, for only single link failures.

- **Low priority class:** *(50%, 1 min)*. The user would have protection for 50%
  of his traffic and the recovery time will not exceed 1 min with the limit of
200 ms provided by dynamic distributed restoration schemes, for single link failure only.

- **No protection.**

In network planning, parameters like the number of priority classes provided and their type are important and sometimes critical for the network administrator to fulfill the customers’ entire request.

An example of the priority classes implemented in the optical layer may be deployed if the customer traffic required is High Priority Class I. In this case we do not have any choice but to use OMS 1+1 or OCh automatic protection.
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B.1. Optical Layer

The optical layer can be divided into three sub-layers. This division is described in the ITU-T G.872 Recommendation. The three sub-layers are:

1. The Optical Channel sub-layer (OCh),
2. The Optical Multiplex Section sub-layer (OMS), and
3. The Optical Transmission Section sub-layer (OTS).

These layers are shown in Fig. B.1 and Table B.1,

---

![Optical Sub-layers Diagram](image)

*Fig. B.1: Optical Sub-layers*

---
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Table B.1: Optical Sub-layers [MAL02]

<table>
<thead>
<tr>
<th>Electronic Layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCh-Optical Channel</td>
</tr>
<tr>
<td>OMS-Optical Multiplex Section</td>
</tr>
<tr>
<td>OTS-Optical Transmission Section</td>
</tr>
<tr>
<td>Physical media (optical fiber)</td>
</tr>
</tbody>
</table>

The Optical Transport Module OTM according to ITU-T G709 is illustrated in Fig. B.2.

To achieve management functionality, overhead is added to the client signal that, together with the FEC, forms the Optical Transport Unit (out).

The OTU is carried by a single wavelength as an Optical Channel (OCh) (as shown in Fig. B.3) and is transmitted as illustrated in Fig. B.4.
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Adding OH via the Optical Supervisory Channel (OSC), the OMS and the OTS are formed.

\[\text{Fig. B.3: Optical Channel OCh [ITU03A]}\]

The OTU row is split into 16 sub-rows (code word) each consisting of 255 bytes. The sub-rows are formed bytes interleaved. 239 bytes of the sub-row are used to calculate the FEC parity check, the result of which is transmitted in bytes (symbols) 240 to 255 of the same sub-row.

Frame Alignment Signal FAS is used for synchronization.

Optical Channel Transport Unit OTU overhead which consists of sub fields for the path monitoring OH (with the exception to the Incoming Alignment Error IAE bit); Section Monitoring SM, which provides monitoring functions and supports transport between 3R regenerators, and General Communication Channels GCC, those two fields allow communication between section end points.
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Optical Channel Data Unit ODU overhead allows the user to support Tandem Connection Monitoring TCM (as shown in Table B.2) which enables signal management across multiple networks, Path Monitoring PM (as shown in Table B.3) which enables the monitoring of particular sections within the network and fault location, Automatic Protection Switching and Protection Communication Channel APS/PCC which provides APS switching on one or more levels, however these four bytes are currently undefined, and Fault Type (as shown in Table B.4) and Fault Location Channel FTFL, a 256 byte multi-frame signal providing fault status information regarding type and location of the fault.

Table B.2: TCM Status Interpretation [ITU03A]

<table>
<thead>
<tr>
<th>TCM byte 3, bits 6,7&amp;8</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>No source TC</td>
</tr>
<tr>
<td>001</td>
<td>In use without IAE</td>
</tr>
<tr>
<td>010</td>
<td>In use with IAE</td>
</tr>
<tr>
<td>011</td>
<td>Reserved</td>
</tr>
<tr>
<td>100</td>
<td>Reserved</td>
</tr>
<tr>
<td>101</td>
<td>Locked Defect LCK maintenance signal</td>
</tr>
<tr>
<td>110</td>
<td>Open Connection Identification OCI maintenance signal</td>
</tr>
</tbody>
</table>

Table B.3: PM Status Interpretation [ITU03A]

<table>
<thead>
<tr>
<th>PM byte 3, bits 6,7&amp;8</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>Reserved</td>
</tr>
<tr>
<td>001</td>
<td>Normal path signal</td>
</tr>
<tr>
<td>010</td>
<td>Reserved</td>
</tr>
<tr>
<td>011</td>
<td>Reserved</td>
</tr>
<tr>
<td>100</td>
<td>Reserved</td>
</tr>
<tr>
<td>101</td>
<td>Locked Defect LCK maintenance signal</td>
</tr>
</tbody>
</table>
### Table B.4: Fault Indication Codes Interpretation [ITU03A]

<table>
<thead>
<tr>
<th>Fault Indication Codes</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000 0000</td>
<td>No Fault</td>
</tr>
<tr>
<td>0000 0001</td>
<td>Signal Fail</td>
</tr>
<tr>
<td>0000 0010</td>
<td>Signal Degrade</td>
</tr>
<tr>
<td>0000 0011</td>
<td>Reserved</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>1111 1111</td>
<td></td>
</tr>
</tbody>
</table>

Optical Channel Payload Unit OPU overhead regulates the mapping and concatenation of the client signals and provides information on the type of signal transported (as shown in Table B.5).

### Table B.5: Payload Type Code Points [ITU03A]

<table>
<thead>
<tr>
<th>Hex code</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Experimental mapping</td>
</tr>
<tr>
<td>02</td>
<td>Asynchronous STS-N mapping</td>
</tr>
<tr>
<td>03</td>
<td>Bit synchronous STS-N mapping</td>
</tr>
<tr>
<td>04</td>
<td>ATM mapping</td>
</tr>
<tr>
<td>05</td>
<td>GFP mapping</td>
</tr>
<tr>
<td>06</td>
<td>Virtual Concatenated signal</td>
</tr>
<tr>
<td>10</td>
<td>Bit stream with octet timing mapping</td>
</tr>
<tr>
<td>11</td>
<td>Bit stream without octet timing mapping</td>
</tr>
<tr>
<td>20</td>
<td>ODU multiplex structure</td>
</tr>
<tr>
<td>55</td>
<td>Not available</td>
</tr>
<tr>
<td>66</td>
<td>Not available</td>
</tr>
</tbody>
</table>
Reserved codes for proprietary use
NULL test signal mapping
PRBS test signal mapping
Not available

The optical sub-layers and its SONET equivalents are illustrated in table B.6.

<table>
<thead>
<tr>
<th>OTN (ITU Terms)</th>
<th>SONET (rough equivalent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCh</td>
<td>Path</td>
</tr>
<tr>
<td>OMS</td>
<td>Line</td>
</tr>
<tr>
<td>OTS</td>
<td>Section</td>
</tr>
</tbody>
</table>

B.2. IP Layer

The survivability of the data transferred through the Internet is the result of the coordination between the routers and hosts. This kind of coordination is done by using routing protocols that are responsible for collecting, disseminating, and processing routing-related information.

B.2.1. IP Layer (OSI layer 3) Routing Protocols

The routing protocols perform network topology discovery and updating in case of the insertion of a new network element (node or link) into the network, or in case of network failure for any reason.

The survivability of IP networks depends mainly on routing protocols to detect the failure in the network and perform re-routing. The failure may be in one or multiple links.
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Although the routing protocols can guarantee network survivability, they can not guarantee the recovery time, which depends on many factors like the topology itself and its complexity, its dimension, and the protocols used.

From the OSI layer’s point of view; the IP layer is a client of the physical layer which performs the data transfer between the network nodes. And because there are no specific standards for how they exchange network information between them, we can say that the IP routing protocols are transparent in their activity to the physical layer regardless of its structure and shape.

The architecture of the Internet can be seen as a collection of separate domains that are called Autonomous Systems (AS). Each of these ASs contains groups of not necessarily identical routers connecting together to form another set of sub-networks.

An administrative authority that manages the AS does not have any constraint on the internal routing architecture provided that the routing information is available to the interconnected sub-networks routers. If the router is connected to other routers in the same AS, we call it an interior router. And if it is connected to other routers belonging to other ASs, we call it an exterior router.

Interior Gateway Protocol (IGP) is used to exchange the routing information between the interior routers, while Exterior Gateway Protocol (EGP) is used to exchange the routing information between the exterior routers.

**B.2.1.1. Interior Gateway Protocols (IGP)**

There are two types of protocols used as IGPs, the first uses distance-vector routing algorithm, while the second uses link-state routing algorithm. A comparison between distance-vector and link-state routing algorithms is listed in Table B.7.
### Table B.7: A Comparison between Distance-vector and Link-state Routing Algorithms [BLA00]

<table>
<thead>
<tr>
<th>Distance-Vector Routing</th>
<th>Link-State Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Each router sends routing information to its neighbors</td>
<td>Each router sends routing information to all other routers</td>
</tr>
<tr>
<td>The information sent is an estimate of its path cost to all networks</td>
<td>The information sent is the exact value of its link cost to adjacent networks</td>
</tr>
<tr>
<td>Information is sent on a regular basis</td>
<td>Information is sent when changes occur</td>
</tr>
<tr>
<td>A router determines next-hop information by using the distributed Bellman-Ford algorithm on the received estimated path costs</td>
<td>A router first builds up a description of the topology of the internet and then may use any routing algorithm to determine next-hop information</td>
</tr>
</tbody>
</table>

An example of a distance-vector routing algorithm is Routing Information Protocol (RIP), and for link-state routing algorithm is Open Shortest Path First protocol (OSPF). The RIP, because of its simplicity, is suitable for smaller ASs while OSPF is now considered the preferred interior routing protocol.

The advantage of OSPF over RIP concerning survivability can be summarized as follows:

- Faster in the reconfiguration time (takes shorter time than RIP),
- Provides multiple paths to the destination with different services.

### B.2.1.2. Exterior Gateway Protocols (EGP)

The functions of Exterior Gateway Protocols EGPs are to perform the followings:

- Neighbor acquisition,
- Neighbor reachability,
- Network reachability.
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Border Gateway Protocol BGP and Inter-Domain Routing Protocol IDRP are known types of Exterior Gateway Protocols EGP. Both are using Path-Vector routing algorithm. The differences between Border Gateway Protocol BGP and Inter-Domain Routing Protocol IDRP are listed in Table B.8.

Table B.8: A Comparison between Border Gateway Protocol BGP and Inter-Domain Routing Protocol IDRP

<table>
<thead>
<tr>
<th>Border Gateway Protocol BGP</th>
<th>Inter-Domain Routing Protocol IDRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operates only over TCP</td>
<td>Operates over any other internet protocol</td>
</tr>
<tr>
<td>Uses 16-bit AS number</td>
<td>Uses variable-length identifiers</td>
</tr>
<tr>
<td>Communicates a path by specifying the complete list of ASs that a path visits</td>
<td>Aggregate this information using the concept of routing domain confederation</td>
</tr>
</tbody>
</table>

B.3. SONET

SONET survivability has three known network schemes:

1) Protection switching: In this scheme, the p-p terminal equipment establishes a pre-assigned substitute connection without the assistance of the network management control functions.

2) Self-healing: In this scheme, the terminal equipment establishes a pre-assigned substitute connection without the assistance of the network management control functions.

3) Rerouting: In this scheme, the terminal equipment establishes a pre-assigned substitute connection without the assistance of the network management control functions.

SONET networks are subdivided into various layers (as shown in Fig. B.5 and Fig. B.6) that are directly related to the network topology.
Each layer of the SONET and network has its own overhead information. The transport modules (synchronous payload envelope), SPE are designated for carrying the payload. The payload may consist of various signals, each with a particular mapping.

![Fig. B.5: SONET Sub-layers](image)

There are other possibilities for SONET transport networks, such as ATM, IP or ISDN, which can be mapped into SPE.

<table>
<thead>
<tr>
<th>PSTN/ISDN</th>
<th>ATM</th>
<th>IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>E1</td>
<td></td>
</tr>
<tr>
<td>VT1.5</td>
<td>VT2</td>
<td>VT6</td>
</tr>
</tbody>
</table>

![Fig. B.6: SONET Layer Model](image)

---
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Fig. B.7 shows the format of the base transmission in SONET which is called the Synchronous Transport Signal STS-1. Its Transport Overhead TOH, Path Overhead and Virtual Tributary Path Overhead VT-OH are illustrated in Fig. B.8. Table B.9 lists STS-1 Header Information.
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Table B.9: STS-1 Header Information

<table>
<thead>
<tr>
<th>Header</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1,A2</td>
<td>Framing</td>
</tr>
<tr>
<td>AU Pointer</td>
<td>Administrative Unit Pointers</td>
</tr>
<tr>
<td>B1,B3</td>
<td>BIP-8 (Bit Interleaved Parity)</td>
</tr>
<tr>
<td>B2</td>
<td>BIP-24</td>
</tr>
<tr>
<td>C1,C2</td>
<td>STS-1 Identifier</td>
</tr>
<tr>
<td>D1 to D12</td>
<td>Data Communication channels</td>
</tr>
<tr>
<td>E1,E2</td>
<td>Order Wire</td>
</tr>
<tr>
<td>F1,F2</td>
<td>User-defined channels</td>
</tr>
<tr>
<td>G1</td>
<td>Path Status</td>
</tr>
<tr>
<td>H4</td>
<td>Multi-frame Indicator</td>
</tr>
<tr>
<td>J1</td>
<td>Path Trace</td>
</tr>
<tr>
<td>K1,K2</td>
<td>Automatic Protection Switching</td>
</tr>
<tr>
<td>Z1 to Z5</td>
<td>Reserved</td>
</tr>
</tbody>
</table>

In the LOH, there are two bytes “K1” and “K2” are used on the protection line for Automatic Protection Switching APS signaling. This is for line level protection switch. Table B.10 lists SONET K1 & K2 messages as specified in ANSI T1.105.01 [ANSI01].

Table B.10: SONET K1 & K2 Messages

<table>
<thead>
<tr>
<th>K1 byte</th>
<th>b1 – b4</th>
<th>Linear APS Messages</th>
<th>Ring APS Messages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1111</td>
<td></td>
<td>Lockout of protection</td>
<td>Lockout of protection (span)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>or signal fail (protection)</td>
<td>Forced switch (span)</td>
</tr>
<tr>
<td>1110</td>
<td></td>
<td>Forced switch</td>
<td>Forced switch (ring)</td>
</tr>
<tr>
<td>1101</td>
<td></td>
<td>Signal fail high priority</td>
<td>Signal fail (span)</td>
</tr>
<tr>
<td>1100</td>
<td></td>
<td>Signal fail low priority</td>
<td>Signal fail (ring)</td>
</tr>
<tr>
<td>1011</td>
<td></td>
<td>Signal degrade high priority</td>
<td></td>
</tr>
<tr>
<td>Code</td>
<td>Description</td>
<td>Code</td>
<td>Description</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------------------</td>
<td>-------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>1010</td>
<td>Signal degrade low priority</td>
<td>0101</td>
<td>Unused</td>
</tr>
<tr>
<td>1001</td>
<td>Unused</td>
<td>0100</td>
<td>Exercise</td>
</tr>
<tr>
<td>1000</td>
<td>Manual switch</td>
<td>0011</td>
<td>Unused</td>
</tr>
<tr>
<td>0111</td>
<td>Manual switch</td>
<td>1001</td>
<td>Wait-to-restore</td>
</tr>
<tr>
<td>0110</td>
<td>Wait-to-restore</td>
<td>1000</td>
<td>Exercise</td>
</tr>
<tr>
<td>1011</td>
<td>Signal degrade (protection)</td>
<td>0010</td>
<td>Reserve request</td>
</tr>
<tr>
<td></td>
<td>Signal degrade (span)</td>
<td>0001</td>
<td>Do not revert</td>
</tr>
<tr>
<td></td>
<td>Signal degrade (ring)</td>
<td>0000</td>
<td>No request</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>b5 – b8</th>
<th>Selects channel used by APS messages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source node ID</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>b1 – b4</th>
<th>Selects bridged channel used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path code:</td>
<td>0 = short path;</td>
</tr>
<tr>
<td>1 = long path</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>K2 byte</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>b6 – b8</td>
<td></td>
</tr>
<tr>
<td>000</td>
<td>Reserved</td>
</tr>
<tr>
<td>001</td>
<td>Reserved</td>
</tr>
<tr>
<td>010</td>
<td>Reserved</td>
</tr>
<tr>
<td>011</td>
<td>Reserved</td>
</tr>
<tr>
<td>100</td>
<td>Provisional mode is unidirectional</td>
</tr>
<tr>
<td>101</td>
<td>Provisional mode is bidirectional</td>
</tr>
<tr>
<td>110</td>
<td>RDI-L</td>
</tr>
<tr>
<td>111</td>
<td>AIS-L</td>
</tr>
</tbody>
</table>
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B.4. ATM

At ATM, the VP has some unique characteristics. The most striking characteristic is the independence of route and bandwidth establishment, allowing a VP route to be established without assigning its bandwidth along the path. This is not the case in SONET networks, in which a digital path is established by assigning a time slot of the STS frame to each cross-connect on the path, allowing only fixed bandwidth digital paths to be established.

The ATM protocol reference model, defined in ITU-T recommendation I-321, is shown in Fig. B.9. Table B.11 summarizes the functions of each layer. Fig. B.10 shows different ATM cell formats.

![ATM Protocol Architecture](image)

**Fig. B.9: ATM Protocol Architecture [STA02]**

<table>
<thead>
<tr>
<th>Layer Management</th>
<th>Higher Layer Functions</th>
<th>Higher Layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management</td>
<td>Convergence</td>
<td>CS (Convergence Sublayer)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AAL (ATM Adaptation Layer)</td>
</tr>
<tr>
<td></td>
<td>Segmentation and reassembly</td>
<td>SAR (Segmentation)</td>
</tr>
</tbody>
</table>

**Table B.11: Summarization the ATM Layers Functions**
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The ATM connection includes Virtual Channel Connection (VCC) and Virtual Path Connection (VPC), and connection segment hierarchy is illustrated in Fig. B.11 [AND97B].
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Fig. B.10: ATM Cell Format [STA02]

Fig. B.11: ATM Connection and Connection Segment Hierarchy [AND97B]
In the normal operating mode, when the ATM terminal receives a call to establish VCC, it checks whether its QoS requirements are satisfied before making the connection. Fig. B.12 demonstrates the process block diagram.

![Call Establishment Using Virtual Paths](image)

Fig. B.12: Call Establishment Using Virtual Paths [STA02]

Messages are exchanged between the calling end-station and its nearest neighbor. These messages are passed along the network until the called party is reached and can acknowledge the call. This is illustrated in Fig. B.13.
B.4.1. Survivable ATM Network Management Architecture

In order to meet with the required QoS, the ATM network resource management requires complicated procedures to do resource allocation requests from several levels of traffic entities (i.e., ATM cells, calls, and virtual paths). A layered switching architecture has been proposed for ATM networks to reduce such complexity. The network manager at each level focuses on the resource allocation of its layer's traffic to fulfill the QoS. The four layers of this survivable ATM network management architecture are illustrated in Fig. B.14 [MUR97].
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Fig. B.14: ATM Survivable ATM Network Management Architecture [MUR97]

The survivability functions are set up at the VP and FN layers because recovery at the path level allows for fast and efficient restoration and significantly decreases the complexity of traffic management.

Because of this hierarchy, if a network failure happens, the VP manager starts to perform the restoration, and if he cannot for any reason, the FN has to initiate a facility network planning process [MUR97].

B.4.2. Operation Administration and Maintenance (OAM) Cell

The ATM uses Operation Administration and Maintenance OAM cell for fast and reliable message transmission between network elements (NEs). Its significant use is in the restoration schemes [AND94A]. Table B.12 summarize ITU-T 1.610 ATM-layer OAM functionality [AND97B].
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**Table B.12: Summary of ITU-T 1.610 ATM-layer OAM Functionality [AND97B]**

<table>
<thead>
<tr>
<th>OAM Cell Type</th>
<th>Function Type</th>
<th>Main Application</th>
<th>Conveyed Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault management (FM)</td>
<td>Alarm indication signal (AIS)</td>
<td>Reporting defect indications in the forward direction</td>
<td>Detected defect type and location ID</td>
</tr>
<tr>
<td></td>
<td>Remote defect indication (RDI)</td>
<td>Reporting remote defect indications in the backward direction</td>
<td>Detected defect type and location ID</td>
</tr>
<tr>
<td></td>
<td>Continuity check (CC)</td>
<td>Continuous monitoring of connection continuity</td>
<td>None defined</td>
</tr>
<tr>
<td></td>
<td>Loop back</td>
<td>• Fault localization</td>
<td>Information to control the cell loop back, such as source and loop back point IDs and loop back correlation tag</td>
</tr>
<tr>
<td></td>
<td>Forward monitoring (FM)</td>
<td>Measuring performance in the forward direction</td>
<td>Information to provide estimates of cell loss and cell misinsertion ratios, cell block error, cell transfer delay, and delay variation per connection</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>OAM activation and deactivation</th>
<th>Backward reporting (BR)</th>
<th>Reporting performance measurements in the backward direction</th>
<th>Report of information to source point to provide estimates of performance measured in the forward direction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM forward monitoring</td>
<td>Activating or deactivating OAM</td>
<td>Information to control setup or release of the PM function, such as PM block size</td>
</tr>
<tr>
<td></td>
<td>PM backward</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FM continuity check</td>
<td></td>
<td>Information to control setup or release of the CC function</td>
</tr>
<tr>
<td>System management</td>
<td>None specified</td>
<td>For use by end-systems only</td>
<td>None defined</td>
</tr>
</tbody>
</table>

An ATM OAM cell is illustrated in Fig. B.15 according to ITU-T I.610.

![ATM OAM Fault Management Cell with Defect Type Indicator](image)

* Header bits set using standardized rules in ITU-T I.361
** OAM type = 0001 for fault management (per ITU-T I.610)
*** Function type = 0000 for AIS indication (per ITU-T I.610)

**Fig. B.15: ATM OAM Fault Management Cell with Defect Type Indicator [AND97B]**
A failure management scheme for the VP layer using OAM cells is illustrated in Fig. B.16 [AND97B]. After the failure detection, VP-AIS cells are propagated and transmitted periodically (every second). As soon as the near-end VP termination point receives the VP-AIS, it declares its state and sends a VP-RDI cell to the far end. This triggers the restoration schemes. Cross-connect nodes along the failed VP accordingly detect the failure very quickly. ITU-T SG13 is working to enhance the restoration mechanism and address the inter-domain issues.

**Fig. B.16: Alarm Transmission Mechanism for VP Layer [KAW98C]**

B.5. MPLS (GMPLS)

MPLS as a new backbone technology must provide satisfactory service for the network traffic, including the protection of the traffic carried on the LSPs. MPLS protection switching refers to the capability of the MPLS layer to rapidly and fully restore traffic during any changes in the condition of the MPLS layer. Fast MPLS layer protection should be as good as the 50 ms restoration time of the SONET layer.

MPLS’s re-routing layer solves a lot of problems and provides enhancements to the other existing layers, e.g.:

- It speeds up the re-routing in the IP layer which is otherwise very slow (measured in seconds).
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- It provides a higher layer protection to some parts of the network where there are Optical and SONET layers limited to ring topologies and may not include mesh protection.
- It offers a fine protection granularity and facilitates different services between the different types of traffic that are protected.

B.5.1. MPLS Principles

At the ingress LSR (Label Switch Router), IP packets ingoing into a MPLS network are mapped to an explicit FEC (Forwarding Equivalence Class) as in Fig. B.17. A FEC is a group of L3 (layer 3) packets that require the same forwarding treatment (e.g. destination, QoS). The ingress LSR then gives a label to the packet based on its FEC and forwards it to the next hop in the label switched path (LSP). An LSP is seen as a virtual circuit which defines an ingress-to-egress path through the network with a specific FEC.

![MPLS in Action: Simple Label-swapping and Forwarding in the Core](image-url)

**Fig. B.17: MPLS in Action: Simple Label-swapping and Forwarding in the Core**
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B.5.2. Multi-Protocol Lambda Switching

IETF designed the control planes for optical cross-connects (OXCs) based on an extension of the MPLS Traffic Engineering control plane model that is called Multi-Protocol Lambda Switching (MPLS), and its generalized version GMPLS. Such a control plane would be used to:

- Distribute information regarding the topology and the state of the optical transport network,
- Set-up optical channel trails,
- Support various traffic engineering functions in the optical domain,
- Enable a variety of protection and restoration capabilities,
- Simplifies the integration of OXCs and label switching routers,
- Provide coherent semantics for network management and operations control in hybrid optical internetworking systems consisting of LSRs and OXCs.

An option is to use a single instance of the control plane that considers and spans LSRs and OXCs. In this case an LSP can pass through a mix of LSRs and OXCs, or could pass only LSRs, or only OXCs. This creates a possibility for LSRs to dynamically request bandwidth services from the optical network. Fig. B.18 illustrates a candidate OXC system architecture.

The main requirements for the OXC control plane are:

- The ability to establish optical channel trails expeditiously (in seconds or even milliseconds rather than days or months),
- The ability to support traffic engineering functions,
- The ability to support various protection and restoration schemes.
B.5.3. MPLS Routing Protocols

The initial MPLS effort is focused on IPv4, so that IP routing protocols are used for path finding. MPLS also offers an option for Traffic Engineering. Extensions to the existing routing protocols such as OSPF-TE and ISIS-TE have been made. The optical extensions to the OSPF-TE to support GMPLS can be summarized into the following two categories: TE Link advertisements and Routing enhancements.

B.5.4. MPLS Signaling Protocols

RSVP-TE is used to establish MPLS LSPs when there are traffic engineering requirements. It is mainly used to offer QoS and load balancing across the network core, and includes the skills to control all-optical networks.

RSVP allows the use of source routing where the ingress router establishes the complete path throughout the network. The ingress router can use a Constrained Shortest Path First (CSPF) estimator to finds out a path to the destination, ensuring
that any QoS and Shared Risk Link Group (SRLG) requirements are fulfilled. The resulting path is then used to establish the LSP.

The RSVP optical extensions in able to signal optical wavelengths and shared risk link groups, as well as bandwidth, latency and other link characteristics.

Label Distribution Protocol (LDP) is commonly used to set up MPLS LSPs when traffic engineering is not required. It establishes LSPs that follow the existing IP routing, and is mainly well suited for setting up a full mesh of LSPs between all of the routers on the network.

LDP can work in many modes to suit different requirements; however the most frequently used is unsolicited mode, which sets up a full mesh of tunnels between routers:

- In solicited mode, the ingress router sends an LDP label request to the next hop router, as found out from its IP routing table. This request is forwarded on throughout the network hop-by-hop by each router. Once the request arrives at the egress router, a return message is created. This message confirms the LSP and tells each router the label mapping to employ on each link for that LSP.

- In unsolicited mode, the egress routers broadcast label mappings for every external link to all of their neighbors. These broadcasts are disseminated across every link through the network until they reach the ingress routers. Across each hop, they notify the upstream router of the label mapping what to use for each external link, and by flooding the network they set up LSPs between all of the external links.
The main advantage of LDP over RSVP is the ease of setting up a full mesh of tunnels using unsolicited mode, so it is most frequently used in this mode to set up the underlying mesh of tunnels needed by MPLS-enabled VPNs.
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C.1. IP/ATM/SONET/OTN Architecture

Fig. 3.2 shows an example for the Classical IP over ATM (RFC 1483) architecture; the IP packets are segmented into different Virtual Connections ATM cells IP router’s ATM line-card interface. The ATM cells are either sent to an ATM switch or, after that, forwarded to SONET OADM where they are packed into a SONET frame and then to an OTN transponder for transport over the optical layer.

For the IP traffic (connection-less), ATM networks classify it as UBR (Unspecified Bit Rate) traffic contract and the AAL5 protocol is used as a transport facility.

The QoS of the IP service is maintained by using either one of the following two methods:

1) Permanent Virtual Channels (PVC) (layer 2 QoS management): the ATM management system do this by providing variable VC granularity which guarantees a fixed bandwidth between pairs of IP routers for each customer.

2) Switched Virtual Channels (SVC): the VC is dynamically set-up within Virtual Paths (VP). Statistical multiplexing can also be used to allow users to have extra bandwidth for short bursts.

The Payload field contains user information up to $2^{16} - 1$ octets. The PAD field (0 to 47 octets) pads the CPCS-PDU to fit exactly into the ATM cells such that the last
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48 octet cell payload created by the SAR sub-layer will have the CPCS-PDU Trailer right justified in the cell. The protocol stack for this scenario is detailed in table C.1.

Table C.1: Protocol Stack for Classical IP over ATM over SONET

<table>
<thead>
<tr>
<th>Layer/ sub-layer</th>
<th>Encapsulation method</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td>Packets up to 2^16 - 1 octets long to be encapsulated,</td>
</tr>
<tr>
<td>LLC/SNAP</td>
<td>Logical Link Control/ Sub-network Access Protocol (RFC 1483) adds 8 byte overhead to IP packet (as shown in Fig. C.1) to form ATM Common Part Convergence Sublayer- Protocol Data Unit (CPCS-PDU).</td>
</tr>
<tr>
<td>AAL5</td>
<td>ATM Adaptation Layer 5, (ITU-T I.363.5) adds CPCS-PDU trailer; 8 octets (CPCS-UU CPCS User-to-User indication; 1 octet, CPI Common Part Indicator; 1 octet, length; 2 octets, and CRC; 4 octets) (as shown in Fig. C.2). It also adds PAD field (0 to 47 octets) which pads the CPCS-PDU to fit exactly into an integral number of ATM.</td>
</tr>
<tr>
<td>ATM</td>
<td>The AAL5 CPCS PDU is segmented into 48 octet SAR-PDU payloads after that 5-octet overhead is added to every SAR-PDU payload to form 53 octet ATM cells (as shown in Fig. C.3).</td>
</tr>
<tr>
<td>SONET</td>
<td>The ATM cells are mapped into SONET STS-1 (as shown in Fig. C.4) or concatenated STS-3c payload (T1.105) (as shown in Fig. C.5). ATM frame is scrambled with a ( x^7 + x^6 + 1 ) polynomial in addition to payload scrambling with ( 1 + x^{43} ) polynomial to provide sufficient transition density for SONET clock recovery. The STS-1 or STS-3c may be multiplexed to form OC-48 or OC-192.</td>
</tr>
<tr>
<td>OTN</td>
<td>The SONET is carried by a certain wavelength (colored) and optically multiplexed into OTN fiber. Or the SONET is wrapped into OTN frame (ITU-T G.709) and carried by a certain wavelength (colored) and optically multiplexed into OTN fiber.</td>
</tr>
</tbody>
</table>
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LLC  = Logical Link Control
SNAP = Subnetwork Access Protocol
OUI  = Organizationally Unique Identifier
PID  = Protocol Identifier

IPv4 Datagram (MTU is $2^{16} - 1$ octets)

**Fig. C.1:** Adding LLC/SNAP Overhead to IP Datagram

<table>
<thead>
<tr>
<th>CPCS-PDU payload</th>
<th>pad</th>
<th>CPCS-PDU trailer</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPCS-UU</td>
<td>CPI</td>
<td>Length</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPCS-UU =</td>
<td>CPI =</td>
<td>Length =</td>
</tr>
<tr>
<td>CPCS user-to-user indication (1 octet)</td>
<td>common part indicator (1 octet)</td>
<td>length of CPCS-PDU payload (2 octets)</td>
</tr>
<tr>
<td>CPI =</td>
<td></td>
<td>CRC =</td>
</tr>
<tr>
<td>common part indicator (1 octet)</td>
<td></td>
<td>cyclic redundancy check (4 octets)</td>
</tr>
</tbody>
</table>

**Fig. C.2:** AAL Type 5 [STA02]
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Higher layer PDU

CPCS-PDU payload

pad CPCS-T

CPCS PDU

SAR PDU

SAR-PDU payload

SAR PDU

SAR-PDU payload

SAR PDU

SAR-PDU payload

SAR PDU

ATM-H

ATM-cell payload

ATM cell

CPCS = common part convergence sublayer
SAR = segmentation and reassembly
PDU = protocol data unit
CPCS-T = CPCS trailer
ATM-H = ATM header
SDU = Service Data Unit type bit

Fig. C.3: Example of AAL 5 Transmissions [STA02]

Fig. C.4: ATM Cell Mapping into a STS-1
C.2. IP/SONET (POS)/OTN Architecture

The second network architecture scenario selected is IP over SONET over OTN. In general there are two possibilities, as shown in Fig. 3.3 for IP over SONET; the first is simply by encapsulated IP packets into SONET formats and transmit it over OTN (by using a transponder), the second is encapsulated IP packets along with other traffic into SONET formats and transmit it over OTN links.

The most two common encapsulation methods for IP over SONET are:

1) POS or Packet over SONET (RFC 1619, RFC 1661, and RFC 1662) – as listed in Table C.2 and shown in Fig. C.6,

2) SDL over SONET (RFC 2823)

<table>
<thead>
<tr>
<th>Layer/ sub-layer</th>
<th>Encapsulation method</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td>Packets up to 65535 octets long to be encapsulated, The IP datagram is PPP encapsulated (RFC 1661). Protocol field (IP, LCP, NCP); 2 octets (0x0021 for IP). Padding is optional at the end.</td>
</tr>
<tr>
<td>PPP</td>
<td></td>
</tr>
</tbody>
</table>
### HDLC

The HDLC frame is used to delineation (framing) of the PPP packet (RFC 1662, 2615). The flag octet indicating frame starts (0x7E). Address field 0xFF (HDLC broadcast address). Control field is added (always 0x03 - unnumbered frame). 4 octets frame check sequence (FCS). Another flag octet indicating frame starts (0x7E). If a 0x7E occurs in the data, an escape sequence is used to replace 7E with 7D-5E, and any escape character 7D is replaced with 7D-5D (octet stuffing).

### SONET

The HDLC frames are mapped into SONET STS-1 or concatenated STS-3c payload (RFC 1619). The payload scrambling with $1+x^{43}$ polynomial to provide sufficient transition density for SONET clock recovery.

The STS-1 or STS-3c may be multiplexed to form OC-48 or OC-192.

### OTN

The SONET is carried by a certain wavelength (colored) and optically multiplexed into OTN fiber. Or the SONET is wrapped into OTN frame (ITU-T G.709) and carried by a certain wavelength (colored) and optically multiplexed into OTN fiber.

---

**Fig. C.6: POS (Packet over SONET)**

It is possible to simply use SONET formats to frame encapsulated IP packets for transmission over OTN, probably using a transponder (wavelength adapter), or it is also possible to transport the SONET-framed IP over an SONET transport network along with other traffic, which may then use OTN links.

The line-card in the IP router performs the PPP/HDLC framing. The optical signal is then suitable for transmission over optical fiber either into an SONET network.
element, a neighboring IP router, or an OTN transponder for further transmission.

There are also different types of IP over SONET interfaces:

- OC3 or Concatenated OC3 “fat pipes” which provide aggregate bandwidth without any partitions between different IP services which may exist within the packet stream.

- Channelized interfaces, where an OC48 optical output may contain 16 individual OC3s, with a possible service separation for each OC3. The different OC3s can then also be routed by an SONET network to different destination routers.

The version of IP over SONET examined here uses PPP encapsulation and HDLC framing. PPP is a standardized way to encapsulate IP and other types of packets for transmission over many media from analogue phone lines to SONET, and also includes functionality to set up and close links (LCP). HDLC is the ISO-standardized version of SDLC, a protocol developed by IBM in the 1970s. The HDLC framing contains delimiting flag sequences at the start and end of the frame, and also has a CRC checksum field for error control.

In this scenario, the IP layer is the only layer with packet routing functionality. According to the POS standards, the IP packets are adapted to the transport in the SONET layer using the PPP protocol and an HDLC-like framing.

The SONET layer can be functionally decomposed in two further layers: the Path layer and the Section layer (including Multiplex Section and Regenerator Section layer). For this scenario two options are possible:
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1) A real SONET network is present with both Path layer and Section layer functionality

2) SONET is present only in the router interfaces and therefore only some Section layer functionality is actually used.

In the first case, SONET can also perform path routing, through ADM or DXC equipment. This situation is generally applicable when an SONET network is used as a server for different client networks and IP is just one of these clients. In the second case, the role of SONET is just to provide point-to-point transport of IP packets between routers, therefore Section layer functionality is required, only, and SONET is confined within the router interfaces, without pure SONET equipment installed in the network. This situation is typical of a backbone network optimized for the transport of IP. In backbone IP networks, the whole SONET section is generally used to transport a single broadband payload through the use of a single N-concatenated OCs (OC3c or OC12c).

C.3. IP/GbE/OTN Architecture

The frame structure for Gigabit Ethernet is shown in Fig. C.7.

<table>
<thead>
<tr>
<th>Preamble (7 Octets)</th>
<th>SFD (1 Octets)</th>
<th>DA (6 Octets)</th>
<th>SA (6 Octets)</th>
<th>Type/Length (2 Octets)</th>
<th>Data/ PAD (max length 1500 Octets)</th>
<th>FCS (4 Octets)</th>
<th>Extension (6 Octets)</th>
</tr>
</thead>
</table>

*Fig. C.7: Gigabit Ethernet Frame*

The MTU of Gigabit Ethernet is 1500 bytes, and the use of 4K Jumbo frames is not approved by standard bodies. The Ethernet frame is encoded onto an optical carrier using 64B/66B or 8B/10B encoding in order to ensure a sufficient density of signal
transitions for clock recovery. The different Gigabit Ethernet sub-layers are shown in Fig. C.8.

Gigabit Ethernet provides QoS as specified in the standards IEEE 802.1Q and 802.1p which define CoS for different IP packets. RSVP or DiffServ use those CoS to support their operations.

C.4. IP-MPLS/OTN Architecture

Multi-Protocol Label Switching (MPLS) is a tunneling technology used in many service provider networks. An IP core merges the separate control planes of Layer 2 and Layer 3 networks into a single network. This integration eliminates the management burden of coordinating the operation of two distinct networks, permits
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Routing and automated traffic engineering to occur on the same platform, and reduces the operational cost of the network. Furthermore, an IP core supporting MPLS offers numerous advantages using traffic engineering to maximize the efficient use of bandwidth and reduce congestion.

Fig. C.9 illustrates IP packet contains MPLS header.

![Fig. C.9: An illustration of IP Packet that contains MPLS Header](image)

Each label stack entry contains four fields:

1. A 20-bit label value.
2. A 3-bit field for QoS priority.
3. A 1-bit bottom of stack flag. If this is set, it signifies the current label is the last in the stack.
4. An 8-bit TTL (time to live) field.