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Abstract

It is often necessary to apply codes with short block lengths in many delay-sensitive applications. In this thesis, primarily driven by their complexity advantages, we investigate and explore the performance of low-density generator matrix (LDGM) codes [1] at short block lengths. We show that with proper constructions, LDGM codes may perform no worse than the state-of-the-art, low-density-parity-check codes (LDPC) [2] but with lower complexity. Our construction of LDGM codes uses the Progressive Edge-Growth (PEG) algorithm [3], originally proposed for LDPC codes.
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Chapter 1

Introduction

1.1 Motivation

In delay-sensitive applications, for example, real-time communication of voice data, it is often necessary to use error correction codes at short block lengths. Although many algebraic codes (for examples, BCH codes [4, 5] or Reed-Solomon codes [6]) may be used for such purposes, modern revolution of coding theory in the past decade has pointed communication engineers to exciting new families of codes with superb performance, namely turbo codes, low-density parity-check (LDPC) codes, and their close relatives (e.g. [1, 7, 8]).

Turbo codes [9], invented in 1993, and LDPC codes [2], invented in 1962 and re-discovered in 1995, have demonstrated capacity-achieving performance [10] when they are used at long block lengths. At short block lengths (500 ~ 5000 bits), although these codes can no longer achieve the channel capacity, they, particularly LDPC codes, still offer a coding gain superior to the classical algebraic codes [6, 7].

In addition to performance, the designer of a communication system must also consider the complexity of the encoder and the decoder for any candidate coding scheme. Essentially concatenated convolutional codes implementable with shift registers, turbo codes have low encoding complexity. But the decoding complexity of turbo codes is rather high, particularly when compared with LDPC codes. Characterized by sparse parity-check matrices, on the other hand, LDPC codes have low decoding complexity.
However, their encoding complexity is quite high as LDPC codes typically do not have a sparse generator matrix representation.

Recently, a new family of codes, known as low-density generator-matrix (LDGM) codes [1, 11], have been invented. It is shown that at asymptotically long block lengths, they can perform as well as LDPC codes but have low complexity both at the encoder and at the decoder. This motivates us to consider using LDGM codes at short block lengths for delay-sensitive applications, and to investigate whether LDGM codes can perform comparably to LDPC codes at these block lengths. To the best of our knowledge, no results have been available on this subject.

1.2 Overview of research methods and thesis contribution

This work is largely inspired by the work of parallel concatenation LDGM codes [11] where the authors show that randomly-constructed asymptotically-long LDGM codes, upon parallel concatenation, have a capacity-achieving performance while maintaining low complexity both at the encoder and at the decoder.

A brute-force extension of such codes to short block length is to simply apply the random constructions suggested in [11]. However, this scheme is very unlikely to work due to the following reasons.

Like LDPC codes, LDGM codes are represented and decoded using what is known as a factor graph [12]. Random construction of LDGM codes at short block lengths can easily generate many short cycles in the corresponding factor graph representations. Such graph structures are unfavorable for the factor graph based decoding algorithm (i.e. the sum-product algorithm), and correspondingly the codes have little chance to perform well.

Realizing this, we see a necessity of optimizing graph structure in the construction of short LDGM codes. We note that such necessity diminishes as the block length increases since it is possible to show that at long block lengths, a randomly constructed code gives rise to a factor graph that is nearly cycle-free locally.
For graph optimization purpose, we adapt an algorithm, Progressive Edge-growth
(PEG) [3], originally developed for constructing LDPC codes, in the design of short
LDGM codes.

As such, we construct several families of short LDGM codes and compare their per-
formance with LDPC codes at the same rate and block length. The comparison is carried
out via Monte-Carlo simulations for Binary symmetric channel (BSC) and AWGN chan-
nels. Our major conclusion is that LDGM codes constructed in this manner may have
comparable or ever better performance.

The main contributions of the thesis are summarized as follows:

• We show that short LDGM codes can perform as well as LDPC codes at the same
  lengths and rate, and their low encoding and decoding complexity make them better
  candidates for delay-sensitive applications in practice.

• We adapt the PEG algorithm to the construction of short LDGM codes and our
  results suggest that this approach allows us to find good LDGM codes.

1.3 Thesis organization

This thesis contributes to the short block length of LDGM codes at which can achieve
the performance close to Shannon limit. I investigate that LDGM codes can perform no
worse than LDPC codes at short block lengths.

The rest of the thesis is organized as follows.

Chapter 2 briefly describes the graphical model used to present a linear block code $C$
corresponding to parity-check matrix $H$ and generator matrix $G$. An efficient algorithm,
known as the sum-product algorithm, operating on the graphical model for decoding
purpose, is also given. Also included in Chapter 2 is a review of LDPC codes and LDGM
codes with serial and parallel concatenation schemes.

Chapter 3 proposes a PEG-based construction of LDGM codes for a given code rate
at short block lengths and analyze the characteristic of error floors for short irregular
LDGM codes.
1.3. **THESIS ORGANIZATION**

Chapter 4 contains simulation results for constructed irregular LDGM codes over AWGN channel and Binary Symmetric channel (BSC), respectively.

The thesis is briefly concluded in Chapter 5.
Chapter 2

Background

2.1 Factor graph and the sum-product algorithm

2.1.1 Factor graph

A factor graph represents the factorization of the global function into local functions. Synthesized from Tanner graph [13], a factor graph is a bipartite graph that consists of two types of nodes, variable nodes in one set and function nodes in another set. Each variable node represents a variable while each function node represents a local function. Factor graph then expresses which variables are arguments of which local functions [12] if and only if a function node is connected to a variable node. The global function, the product of all the local functions, is represented by the factor graph. Figure 2.1 shows that the factor graph represents the global function of (2.1).

\[ f_1(x_1, x_2)f_2(x_2, x_3, x_4)f_3(x_4, x_5, x_6) \]  

(2.1)

2.1.2 The sum-product algorithm

As shown above, a global function, which is a product of many local functions, can be represented by a factor graph. The sum-product algorithm is an efficient means of using
2.1. FACTOR GRAPH AND THE SUM-PRODUCT ALGORITHM

Figure 2.1: A factor graph representing product $f_1(x_1, x_2)f_2(x_2, x_3, x_4)f_3(x_1, x_5, x_6)$, where squares represent functions nodes, and circles represent variable nodes.

The distributive law between multiplication and addition [14] to simultaneously compute all “marginals” of the global function. The following description details the sum-product algorithm.

The factorization of function can be represented by factor graph $\mathcal{G}$ as follows:

$$y(x_1, \ldots, x_n) := \prod_{j=1}^{m} f_j(X_j),$$

where $X_j \subseteq \{x_1, x_2, \ldots, x_n\}$ is the set of all variables contained in the argument of local function $f_j$. Given each local function of the factor graph, the procedure of the sum-product algorithm is in fact the procedure of computing the following marginal functions of $y$:

$$y_i(x_i) := \sum_{\{x_1, x_2, \ldots, x_n\}\backslash\{x_i\}} y(x_1, x_2, \ldots, x_n)$$

for every $i \in \{1, 2, \ldots, n\}$. 
Example 2.1 Given the factor graph shown in Figure 2.1, the objective of the sum-product algorithm is to compute

\[
\begin{align*}
y_1(x_1) & := \sum_{x_2} \sum_{x_3} \sum_{x_4} \sum_{x_5} f_1(x_1, x_2) f_2(x_2, x_3, x_4) f_3(x_4, x_5, x_6), \\
y_2(x_2) & := \sum_{x_1} \sum_{x_3} \sum_{x_4} \sum_{x_5} f_1(x_1, x_2) f_2(x_2, x_3, x_4) f_3(x_4, x_5, x_6), \\
y_3(x_3) & := \sum_{x_1} \sum_{x_2} \sum_{x_4} \sum_{x_5} f_1(x_1, x_2) f_2(x_2, x_3, x_4) f_3(x_4, x_5, x_6), \\
y_4(x_4) & := \sum_{x_1} \sum_{x_2} \sum_{x_3} \sum_{x_5} f_1(x_1, x_2) f_2(x_2, x_3, x_4) f_3(x_4, x_5, x_6) \\
y_5(x_5) & := \sum_{x_1} \sum_{x_2} \sum_{x_3} \sum_{x_4} f_1(x_1, x_2) f_2(x_2, x_3, x_4) f_3(x_1, x_5, x_6) \text{ and} \\
y_6(x_6) & := \sum_{x_1} \sum_{x_2} \sum_{x_3} \sum_{x_4} f_1(x_1, x_2) f_2(x_2, x_3, x_4) f_3(x_1, x_5, x_6).
\end{align*}
\]

The sum-product algorithm [12], which operates on the factor graph representation of a global function, iteratively passes messages between every pair of connected function node and variable node. There are two types of messages, namely the message sent from a variable node \( v \) to a function node \( f \) — denoted by \( \mu_{v \leftarrow f} \), and the message sent from a function node \( f \) to a variable node \( v \) — denoted by \( \mu_{f \rightarrow v} \). Notice that both message \( \mu_{v \leftarrow f} \) and message \( \mu_{f \rightarrow v} \) are functions of variable \( v \).

We denote the set of neighbors of a given node \( u \) in the factor graph as \( \mathcal{N}(u) \). By this notation, a message passed from a given node \( u \) to a given node \( w \), where \( u \) and \( w \) are connected, will be computed only using the received messages from nodes \( \mathcal{N}(u) \setminus \{w\} \). More specifically, the following examples illustrate the message passing rules involved in the sum-product algorithm: function node update, variable node update and summary messages.

Function node update

\[
\mu_{f \rightarrow v}(v) := \sum_{f(N(f))} \prod_{v' \in \mathcal{N}(f) \setminus \{v\}} \mu_{v' \rightarrow f}(v')
\]

(2.4)
Example 2.2 Figure 2.2 shows the portion of a factor graph, that is, the message passed from function $f$ to variable $v$ is computed as

$$
\mu_{f \rightarrow v}(v) = \sum_{u,u',u''} f(u,u',u'',v) \mu_{u \rightarrow f}(u) \mu_{u' \rightarrow f}(u') \mu_{u'' \rightarrow f}(u'').
$$

Figure 2.2: Function node $f$ passes a message according to (2.4).

<table>
<thead>
<tr>
<th>Variable node update</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{v \rightarrow f}(v) := \prod_{f' \in \mathcal{N}(v) \setminus {f}} \mu_{f' \rightarrow v}(v)$</td>
</tr>
</tbody>
</table>

Example 2.3 Figure 2.3 illustrates that the message passed from function $v$ to variable $f$ is computed as

$$
\mu_{v \rightarrow f}(v) = \mu_{h \rightarrow v}(v) \mu_{h' \rightarrow v}(v) \mu_{h'' \rightarrow v}(v)
$$

In addition, it is also required to compute the summary messages in the procedure of the sum-product algorithm. The summary message $\mu_v$ of a variable node $v$, again a
function of variable $v$, is computed using the current incoming messages sent to node $v$, defined as follows.

$$
\mu_v(v) := \prod_{f \in \mathcal{N}(f)} \mu_{f \rightarrow v}(v). \quad (2.6)
$$

**Example 2.4** Figure 2.4 demonstrates that the summary message of variable $v$ is computed as

$$
\mu_v(v) = \mu_{h \rightarrow v}(v)\mu_{h' \rightarrow v}(v)\mu_{h'' \rightarrow v}(v)\mu_{f \rightarrow v}(v).
$$

By definition of these essential computation rules, those local message-passing rules can be arranged by the sum-product algorithm based on the structure of the graph in different ways. Basically, the following three steps are involved in any variant of the sum-product algorithm:

- initialization step, where a set of messages are initialized according to certain choice,
- propagation step, where messages are passed on the graph according to some order, and
Figure 2.4: The computation of summary message $\mu_v$ for variable node $v$ according to (2.6).

- termination step, where the passing of messages is terminated following some criterion.

If the factor graph is cycle-free, namely a tree, then the three steps are typically chosen as follows:

<table>
<thead>
<tr>
<th>Sum-product algorithm on tree graphs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialization:</strong> Leaf nodes pass messages first. If a leaf node is variable node $v$, set $\mu_{v \to f}(v) := 1$, where $f$ is the only neighbor of $v$; if a leaf node is a function node $f$, then set $\mu_{f \to v}(v) := f(v)$, where $v$ is the only neighbor of $f$.</td>
</tr>
<tr>
<td><strong>Propagation:</strong> A node only passes messages to a neighbor if the messages from all other neighbors have arrived.</td>
</tr>
<tr>
<td><strong>Termination:</strong> When each variable node receives messages from all neighbors, it computes its summary messages and the algorithm terminates.</td>
</tr>
</tbody>
</table>

The following result has been proved [12, 15]: Let $\mathcal{G}$ be the factor graph representing
the factorization of $y(x_1, x_2, x_n)$ in (2.2), and suppose that $\mathcal{G}$ is a tree. When the sum-product algorithm described above is then applied on $\mathcal{G}$, the resulting summary message $\mu_{x_i}(x_i)$ for each $x_i, i \in \{1, 2, \ldots, n\}$ is $y_i(x_i)$ in (2.3).

In principle, the sum-product algorithm is an efficient means of using the distributive law between multiplication and addition [14]. By postponing multiplication to as late as possible, while the intermediate terms, which can be computed for calculating one $y_i$, are efficiently saved and shared by the computation of other $y_j$’s.

**Example 2.5** The sum-product algorithm operating on the factor graph in Figure 2.1 for the computing $y_1$ and $y_2$ is shown as follows:

\[
y_1(x_1) = \sum_{x_2} f_1(x_1, x_2) \sum_{x_3, x_4} f_2(x_2, x_3, x_4) \sum_{x_5, x_6} f_3(x_4, x_5, x_6)
\]

\[
y_2(x_2) = \sum_{x_1} f_1(x_1, x_2) \sum_{x_3, x_4} f_2(x_2, x_3, x_4) \sum_{x_5, x_6} f_3(x_4, x_5, x_6)
\]

There is subtle point in the procedure of sum-product algorithm that needs further comment. We only need to compute the terms $\sum_{x_3, x_4} f_2(x_2, x_3, x_4)$ and $\sum_{x_5, x_6} f_3(x_4, x_5, x_6)$ once while calculating both $y_1$ and $y_2$.

We will demonstrate one standard implementation of the sum-product algorithm for decoding codes represented by factor graphs with cycles in the following section of this chapter.

### 2.2 Codes on graphs and iterative decoding

#### 2.2.1 Codes on graph

Codes on graphs have recently received a lot of attention because of their excellent performance and low-complexity iterative decoding. LDPC codes, rediscovered in [16,17], is an example of codes on graphs. Factor graph is a means of representing codes on graphs in this thesis.

In this context, a widely used function in factor graphs is the *indicator function* $\delta[P]$, where for any boolean proposition $P$, $\delta[P]$ is evaluated to 1 if $P$ is true and evaluated
to 0 otherwise.

Given a linear block code $C$ of length $n$ and dimension $k$, there are two kinds of fundamental representations of $C$, namely, the generator matrix representations and the parity-check matrix representations. In fact, both representations have a corresponding factor graph. Either the generator matrix or the parity-check matrix defines the constraints of the code, and then these constraints can be translated into a set of indicator functions. Consequently, the product of these indicator functions defines the constraints of code $C$. The following example will demonstrate both representations in details.

**Example 2.6** Let the following matrices $H$ and $G$ be respectively a parity-check matrix and generator matrix of a binary linear block code $C$.

$$H = \begin{bmatrix} 1 & 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 & 1 \end{bmatrix}, \quad (2.7)$$

and

$$G = \begin{bmatrix} 1 & 1 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \end{bmatrix}, \quad (2.8)$$

Based on $H$, each codeword $(c_1, c_2, \ldots, c_7)$ satisfies the following constraints.

$$c_1 \oplus c_2 \oplus c_3 = 0,$$

$$c_1 \oplus c_4 \oplus c_5 = 0,$$

$$c_1 \oplus c_6 \oplus c_7 = 0,$$

where $\oplus$ denotes addition modulo 2.
We may then translate these constraints to a set of indicator functions as follows.

\[ f_1(c_1, c_2, c_3) := \delta[c_1 \oplus c_2 \oplus c_3 = 0], \]
\[ f_2(c_1, c_4, c_5) := \delta[c_1 \oplus c_4 \oplus c_5 = 0], \]
\[ f_3(c_1, c_6, c_7) := \delta[c_1 \oplus c_6 \oplus c_7 = 0]. \]

The product

\[ f_1(c_1, c_2, c_3) f_2(c_1, c_4, c_5) f_3(c_1, c_6, c_7) \]

of these indicator functions then defines the code constraint of \( C \). Thus this product can be represented using a factor graph as shown in Figure 2.5.

![Factor graph corresponding to parity-check matrix \( H \) in (2.7).](image)

On the other hand, based on \( G \), each codeword \((c_1, c_2, \ldots, c_7)\) satisfies the following constraints.
\begin{align*}
m_1 &= c_1, \\
m_1 \oplus m_3 &= c_2, \\
m_3 &= c_3, \\
m_1 \oplus m_2 &= c_4, \\
m_2 &= c_5, \\
m_4 &= c_6, \\
m_1 \oplus m_4 &= c_7,
\end{align*}

for any binary vector \((m_1, m_2, m_3, m_4)\). In fact, if the encoding is carried out using generator matrix \(G\), then \((m_1, m_2, m_3, m_4)\) is precisely the information vector to be transmitted.

We may then translate these constraints to a set of indicator functions as follows.

\begin{align*}
h_1(m_1, c_1) &:= \delta[m_1 \oplus c_1 = 0], \\
h_2(m_1, m_3, c_2) &:= \delta[m_1 \oplus m_3 \oplus c_2 = 0], \\
h_3(m_3, c_3) &:= \delta[m_3 \oplus c_3 = 0], \\
h_4(m_1, m_2, c_4) &:= \delta[m_1 \oplus m_2 \oplus c_4 = 0] \\
h_5(m_2, c_5) &:= \delta[m_2 \oplus c_5 = 0], \\
h_6(m_4, c_6) &:= \delta[m_4 \oplus c_6 = 0], \\
h_7(m_1, m_4, c_7) &:= \delta[m_1 \oplus m_4 \oplus c_7 = 0]
\end{align*}

The product

\[ h_1(m_1, c_1) h_2(m_1, m_3, c_2) h_3(m_3, c_3) h_4(m_1, m_2, c_4) h_5(m_2, c_5) h_6(m_4, c_6) h_7(m_1, m_4, c_7) \]

of these indicator functions also defines the code constraint of \(C\). Then this product can be represented using a factor graph as shown in Figure 2.6.

Codes on graphs, such as LDPC codes which are constructed randomly, are specified
by the notion of degree distribution \( \{\lambda_i\}, \{\rho_j\} \) of factor graphs representing parity-check matrices. In the context of factor graph, \( \lambda_i \) is denoted as the fraction of edges connected to variable nodes of degree \( i \), and \( \rho_j \) as the fraction of edges connected to function nodes of degree \( j \). Obviously, \( \sum_i \lambda_i = 1 \) and \( \sum_j \rho_j = 1 \). In general, an pair of degree distribution sequences, \( \lambda_1, \lambda_2, \ldots \) and \( \rho_1, \rho_2, \ldots \), can characterize an ensemble of factor graphs.

### 2.2.2 Iterative decoding on graphs

It is well known that the sum-product algorithm can be used for decoding of codes on graph. The procedure of iterative decoding codes on graph is in fact the procedure of finding many marginals of a product function simultaneously.

We will use the toy code \( C \) in this subsection to illustrate this principle.

**Example 2.7** Assume that BPSK modulated codewords are transmitted through a memoryless channel. Each codeword \( (c_1, c_2, \ldots, c_7) \) is the information message which is intended for transmission, and a real vector \( (x_1, x_2, \ldots, x_7) \) is in fact transmitted. For each \( i \in \{1, 2, \ldots, 7\} \), \( x_i = 1 \) indicates that \( c_i = 0 \) and \( x_i = -1 \) indicates that \( c_i = 1 \). Each transmitted \( x_i \) is associated with conditional probability distribution \( p(y_i|x_i) \), where \( y_i \) is the received symbol for the transmitted symbol \( x_i \). It is attainable to decode and
to obtain an estimate \((\hat{c}_1, \hat{c}_2, \ldots, \hat{c}_7)\) of the transmitted codeword \((c_1, c_2, \ldots, c_7)\) in an iterative manner, and then declare the transmitted (four) information bits. Notice that BPSK modulation, a bijective function, is denoted by \(\phi\). By introducing channel \(p(y_i|x_i)\), we may formulate an equivalent channel characterized by conditional distribution \(p(y_i|c_i)\) given by

\[
p(y_i|c_i) = \sum_{x_i \in \{1, -1\}} p(x_i|c_i)p(y_i|x_i),
\]

where

\[
p(x_i|c_i) = \delta[\phi(c_i) = x_i].
\]

Figure 2.7 demonstrates this communication diagram.

![Figure 2.7: Example of communication diagram](image)

The estimation of the vector \((\hat{c}_1, \hat{c}_2, \ldots, \hat{c}_7)\) is in reality the inverse of encoding procedure in that the intended information bits can be obtained. The procedure of the estimation can be discussed as follows.

Under the long-established maximum a posteriori probability (MAP) criterion [18], the estimate \((\hat{c}_1, \hat{c}_2, \ldots, \hat{c}_7)\) may be obtained as
\[ \hat{c}_1 := \arg\max_{c_1} p(c_1 | y_1, \ldots, y_7) \]
\[ \hat{c}_2 := \arg\max_{c_2} p(c_2 | y_1, \ldots, y_7) \]
\[ \vdots \]
\[ \hat{c}_7 := \arg\max_{c_7} p(c_7 | y_1, \ldots, y_7) \]

Let us take the formulation of MAP estimate \( \hat{c}_1 \) and derive it further.

\[
\hat{c}_1 = \arg\max_{c_1} p(c_1 | y_1, \ldots, y_7) \\
= \arg\max_{c_1} \frac{p(c_1, y_1, \ldots, y_7)}{p(y_1, \ldots, y_7)} \\
= \arg\max_{c_1} P(c_1, y_1, \ldots, y_7) \\
= \arg\max_{c_1} \sum_{c_2, \ldots, c_7} p(c_1, \ldots, c_7, y_1, \ldots, y_7) \\
\quad \text{(memoryless channel)} \\
= \arg\max_{c_1} \sum_{c_2, \ldots, c_7} p(y_1 | c_1) \cdots p(y_7 | c_7) p(c_1, \ldots, c_7) \\
= \arg\max_{c_1} \sum_{c_2, \ldots, c_7} p(c_1, c_2, \ldots, c_7) \prod_{i=1}^{7} p(y_i | c_i)
\]

The term \( \sum_{c_2, \ldots, c_7} p(c_1, c_2, \ldots, c_7) \prod_{i=1}^{7} p(y_i | c_i) \) shown above is indicated as a marginal of a function represented by a factor graph.

In other words, under the usual assumption that each codeword is equally likely to be transmitted, \( p(c_1, c_2, \ldots, c_7) \) is precisely the global function \( f_1(c_1, c_2, c_3) f_2(c_1, c_4, c_5) f_3(c_1, c_6, c_7) \) of the codes on graphs in terms of the parity-check matrix \( H \) in (2.7) shown in Figure 2.8.

Moreover, computing a marginal of the global function represented by the factor graph
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is equivalent to computing

$$\sum_{c_2, \ldots, c_7} p(c_1, c_2, \ldots, c_7) \prod_{i=1}^7 p(y_i|c_i)$$

Similarly, obtaining the MAP estimate \(\hat{c}_i\) for any other \(i\) can be reduced to computing a corresponding marginal of the same global function. Consequently, these marginals can be computed simultaneously using the sum-product algorithm.

In addition, the factor graph of the code can be constructed based on the generator matrix \(G\) in (2.8), then \(p(c_1, c_2, \ldots, c_7)\) is equivalent to function

$$\sum_{m_1, m_2, m_3, m_4} h_1(m_1, c_1) h_2(m_1, m_3, c_2) h_3(m_3, c_3) h_4(m_1, m_2, c_4) h_5(m_2, c_5) h_6(m_4, c_6) h_7(m_1, m_4, c_7)$$

up to scale, again under the assumption that each codeword is equally likely. Denote product

$$h_1(m_1, c_1) h_2(m_1, m_3, c_2) h_3(m_3, c_3) h_4(m_1, m_2, c_4) h_5(m_2, c_5) h_6(m_4, c_6) h_7(m_1, m_4, c_7)$$

by \(h(m_1, \ldots, m_4, c_1, \ldots, c_7)\). Then

$$\sum_{c_2, \ldots, c_7} p(c_1, c_2, \ldots, c_7) \prod_{i=1}^7 p(y_i|c_i) = \sum_{c_2, \ldots, c_7, m_1, \ldots, m_4} h(m_1, \ldots, m_4, c_1, \ldots, c_7) \prod_{i=1}^7 p(y_i|c_i).$$

In the above equation, the product

$$h(m_1, \ldots, m_4, c_1, \ldots, c_7) \prod_{i=1}^7 p(y_i|c_i)$$

is the global function represented by the factor graph in Figure 2.9. Thus, computing the MAP estimate for \(c_1\) and similarly for any other \(c_i\) reduces to determining a corresponding marginal of this global function, and then the sum-product algorithm applies.
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Figure 2.8: A factor graph representing \( p(c_1, c_2, \ldots, c_7) \prod_{i=1}^{7} p(y_i | c_i) \) constructed from parity-check matrix \( H \) in (2.7).

Figure 2.9: A factor graph representing \( h(m_1, \ldots, m_4, c_1, c_2, \ldots, c_7) \prod_{i=1}^{7} p(y_i | c_i) \) constructed from generator matrix \( G \) in (2.8).

For codes defined on graphs, it is known that cycle-free graphs correspond to poor codes [19]. A standard implementation of the sum-product algorithm is illustrated as follows for decoding codes represented by graphs with cycles. However, the illustration
is shown only for the factor graph which is constructed from the parity-check matrix of the code.

**Sum-product decoding on graphs with cycles (constructed from a parity-check matrix)**

- **Initialization**: Initialize all messages to constant 1 except those sent from the leaf function nodes representing function $p(y_i|c_i)$, which are set to the function $p(y_i|c_i)$ itself. These messages are often referred to as the *intrinsic information*.

- **Propagation**: All variable nodes representing a codeword symbol send messages; then all function nodes representing a parity-check constraint send messages. Iterate this process.

- **Termination**: When every message converge to a fixed point (up to scale) or when a pre-determined number of iterations is reached, compute the summary messages for all variable nodes, and terminate the algorithm.

### 2.2.3 Decoding algorithm

To avoid overflow and underflow, it is necessary to represent message using their logarithmic values. We call this method as Log-sum-product algorithm, which is explained next.

We first review some definitions and notations for decoding algorithm as follows: An $M \times N$ parity-check matrix is denoted by $H$ and the entry of $H$ by $H_{i,j}$. Let the set of coded bits in a codeword associated with parity check $m$ be denoted by $\mathcal{N}(m) = \{n : H_{m,n} = 1\}$, the set of parity checks associated with bit $n$ be denoted by $\mathcal{M}(n) = \{m : H_{m,n} = 1\}$. The log-sum-product algorithm are summarized [20] as follows:
Iterative Log-sum-product Decoding Algorithm

- **Input:** The prior probabilities \( p_n^0 = P(x_n = 0) \) and \( p_n^1 = P(x_n = 1) = 1 - p_n^0 \), for \( n = 1, \ldots, N \);

- **Output:** Hard decision \( \hat{x} = \{\hat{x}_1, \ldots, \hat{x}_N\} \);

- **Procedure:**

1. **Initialization:** For each \( a \), compute the intrinsic information \( \gamma_n = \log \frac{p_{x_n}}{p_{1-x_n}} \) and for each \( (m, n) \in \{(i, j)|H_{i,j} = 1\} \), compute

   \[
   \alpha_{m,n} = \text{sign}(\gamma_n) \log \left( \frac{1 + e^{-|\gamma_n|}}{1 - e^{-|\gamma_n|}} \right),
   \tag{2.9}
   \]

   where \( \text{sign}(\gamma_n) = \begin{cases} +1, & \gamma_n \geq 0; \\ -1, & \gamma_n < 0. \end{cases} \)

2. **Iterative Decoding:**

   (a) Check node processing step: For each \( m, n \), compute

   \[
   \beta_{m,n} = \log \left( \frac{1 + e^{-\alpha}}{1 - e^{-\alpha}} \right) \prod_{n' \in N(m) \setminus \{n\}} \text{sign}(\alpha_{m,n'}),
   \tag{2.10}
   \]

   where \( \alpha = \sum_{n' \in N(m) \setminus \{n\}} |\alpha_{m,n'}| \)

   (b) Variable node processing step: For each \( m, n \), compute

   \[
   \alpha_{m,n} = \text{sign}(\gamma_n) \log \left( \frac{1 + e^{-|\gamma_{m,n}|}}{1 - e^{-|\gamma_{m,n}|}} \right),
   \tag{2.11}
   \]

   where \( \gamma_{m,n} = \gamma_n + \sum_{n' \in M(n) \setminus m} \beta_{m',n} \)

   (c) Update LLR step: For each \( n \), update the log-likelihood ratio (LLR) \( \lambda_n \) as

   \[
   \lambda_n = \gamma_n + \sum_{m \in M(n)} \beta_{m,n},
   \tag{2.12}
   \]

   (d) Decision step:

   i. Perform hard decision on \( (\lambda_1, \ldots, \lambda_n) \) to obtain \( \hat{x} = \{\hat{x}_1, \ldots, \hat{x}_N\} \) such that \( \hat{x}_n = 0 \) if \( \lambda_n > 0 \) and \( \hat{x}_n = 1 \) if \( \lambda \leq 0 \).

   ii. Algorithm is terminated upon reaching a pre-set number of iterations.
Concisely, it is known that the implementation of the sum-product algorithm over cycle-free factor graphs provides optimum decoding and has been the standard approach for decoding graph-based codes, such as the LDPC codes. Furthermore, the performance of these codes has been shown very close to Shannon’s theoretical limit.

2.3 LDPC codes

Low-density parity check (LDPC) codes were invented by Gallager [2] in 1962, it had been ignored for over 30 years due to requirement of high complexity computation. It was rediscovered by Mackay(1997) [16], Richardson and Urbanke(2001) [17, 21]. In Gallager’s PhD thesis, he introduced two innovative ideas for LDPC codes: iterative decoding and constrained random code construction.

It has been shown that LDPC codes can approach Shannon capacity with good block error correcting performance and low error floor. Also, LDPC codes have linear decoding complexity in time and are suitable for parallel implementation.

Typically, a linear block code is represented by a generator matrix $G$ or a parity check matrix $H$. An LDPC code is a linear block code defined by parity check matrix $H$ which is sparse and has uniform or non-uniform degree distribution. Also, a bipartite graph can represent $H$ matrix with symbol nodes and check nodes. There is an edge in the graph between symbol nodes and check nodes if and only if the value of the entry of $H$ is a 1. In contrast with irregular LDPC codes, we often call $(d_r, d_c)$-regular LDPC code whose parity check matrix has uniform degree distribution for each row and column equal to $d_r$ and $d_c$, respectively.

A family of LDPC codes are specified by a given degree distribution $(\{\lambda_r\}, \{\rho_j\})$ of factor graphs representing parity-check matrices. In LDPC literature, $\{\lambda_r\}$ is often referred to as the left-degree distribution and $\{\rho_j\}$ referred to as the right-degree distribution. In general, an pair of degree distributions can characterize an ensemble of bipartite or Tanner graphs. Figure 2.10 shows an example of irregular LDPC code of length 8.
Specifically, the degree distribution is defined as

$$\lambda(x) := \sum_{i \geq 1} \lambda_i x^{i-1}$$

(2.13)

where $\lambda_i$ is the fraction of variable nodes connected to $i$ check nodes; and

$$\rho(x) := \sum_{i \geq 1} \rho_i x^{i-1}$$

(2.14)

where $\rho_i$ is the fraction of check nodes connected to $i$ variable nodes.

Figure 2.10: Graph representation of an irregular LDPC codes at length 8. The left nodes represent the variable nodes whereas the right nodes represent the check nodes.

Provided that the left and right degree distributions with the assumption that all rows of the parity check matrices are linearly independent, the rate of the family LDPC codes can be determined as a constant, independent of the length of the code. LDPC codes are randomly constructed usually. To date, the sum-product algorithm is known as the best-performing decoding algorithm for LDPC codes.

For long block lengths no smaller than 10,000 [16], LDPC codes have been shown to
achieve performance very close to Shannon limit. Irregular LDPC codes seem to perform better than regular ones [17]. For codes at short block lengths, LDPC codes have been investigated and achieved competitive performance [22] as well.

2.4 LDGM codes

LDPC codes are shown to achieve Shannon limit. Another main advantage of LDPC codes over turbo codes is fully parallelized decoder which allows fast decoding. Since the encoding of LDPC codes operates the matrix multiplication at large size, the encoding complexity is much higher than that of turbo codes. Consequently, it is required to find a subset of LDPC code which has efficient encoding scheme as well as efficient decoding algorithm.

2.4.1 Overview of LDGM codes

Systematic LDGM code is a linear code with a sparse generator matrix, and therefore the corresponding parity check matrix is sparse, the decoding of LDGM codes has lower complexity than that of Turbo codes accordingly. Since LDGM codes are subset of LDPC codes and have sparse generator matrix, the encoding of LDGM codes has lower complexity than that of standard LDPC. However, regular LDGM codes are asymptotically bad [23] since they present error floors that are independent of the block length. Concatenated scheme of LDGM code [1] was shown to approach near Shannon limit at large block lengths.

LDGM codes are linear block codes with generator matrix, \( G = [IP] \), where \( I \) is a \( k \times k \) identity matrix and \( P \) is \( k \times (n-k) \) sparse matrix [1]. Here, \( k \) denotes the number of information bits and \( n \) the number of bits in a codeword. Hence, the parity check matrix of LDGM codes is \( H = [P^T I] \). The information message is denoted by \( u = [u_1, \ldots, u_k] \), a real vector \( c = [c_1, \ldots, c_n] \), that is in fact transmitted, is generated by \( c = uG \). Therefore, the transmitted sequence consists of systematic bits \( (c_i = u_i, i = 1 \ldots k) \) and coded bits \( (c_j, j = k + 1 \ldots n) \). LDGM codes can be represented by bipartite graph shown in Figure 2.11.
As illustrated in Figure 2.11, there exists \((n - k)\) coded bit nodes of degree-1 and \(k\) bit nodes corresponding to the systematic bits. As a result, the messages propagated from the degree-1 coded bit nodes to the corresponding check nodes will always be the same, thus LDGM codes have high error floors.

At decoder, finally, each transmitted \(c_i\) suffers from Gaussian noise \(N_i\) according to

\[
c'_i = c_i + N_i
\]

where \(c'_i\) is the received number for \(c_i\) and \(N_i\) is a zero-mean Gaussian random variable with variance \(\sigma^2\). The sum-product algorithm can be then applied to decode LDGM codes.

![Bipartite graph representation of a LDGM code.](image)

Figure 2.11: Bipartite graph representation of a LDGM code.

### 2.4.2 Serial concatenation of irregular LDGM codes

As mentioned in [23], regular LDGM codes are asymptotically bad. In [1], an analytical method was introduced to calculate the error floors of LDGM codes over Binary Symmetric channel (BSC). Equation (1) and (2) in [1] show that the use of single LDGM codes always leads to error floors that are independent of the block length.
In order to reduce error floors existing in regular LDGM codes, a simple serial concatenation scheme of two LDGM codes can be used as shown in Figure 2.12. The simulation performance of serial concatenation LDGM codes over AWGN channel and BSC are shown in [1] comparable to that of irregular LDPC and turbo codes but having lower encoding and decoding complexity. The graph representation of serial concatenation is shown in Figure 2.13. Simulation results illustrated in [1] Fig.3 show the good performance of this concatenation LDGM codes.

The objective of the serial concatenated LDGM codes presented in [1] is to design two constituent codes, one with the high rate as outer code that takes care of the error floors, and the other with the desired rate as inner code that determines its threshold, a value of the channel parameter which defines the asymptotic performance of a given ensemble of a code. However, since the generator matrix $G_{\text{whole}}$ of the whole code associated with its graph representation is the product of the generator matrices of the two constituent
codes, it results in the performance degradation such that the specific cycles appear in the graph [24]. It does not appear in the parallel concatenation scheme.

2.4.3 Parallel concatenation of irregular LDGM Codes

In [11], parallel concatenation LDGM codes were proposed instead of serial concatenation scheme. In fact, the whole code of this concatenation LDGM scheme is a single irregular LDGM code. Figure 2.14 shows that information bits are encoded by a rate-$k/(k + m)$ regular LDGM code (encoder 1) and by a rate-$k/(k + n)$ regular LDGM code (encoder 2) to construct a rate-$k/(k + m + n)$ overall code. Thus, the generator matrix of a single irregular LDGM codes is expressed by $G_{\text{whole}} = [IP_1P_2]$, where $G_1 = [IP_1]$ and $G_2 = [IP_2]$. Consequently, the transmitted message can be obtained as $[uc^1c^2] = uG_{\text{whole}}$. The graph representation of parallel concatenation is shown in Figure 2.15.

![Diagram](image)

Figure 2.14: Parallel concatenated scheme to reduce the error floor of LDGM codes. Information bits are encoded by a rate-$k/(k + m)$ regular LDGM code (encoder 1) and by a rate-$k/(k + n)$ regular LDGM code (encoder 2) to construct a rate-$k/(k + m + n)$ overall code.

For the case of the parallel concatenation LDGM codes, the first encoder will determine the thresholds while the second encoder will reduce error floors [11]. By observation shown in Figure 2.15, the parallel concatenation scheme is in fact a single irregular LDGM code. This leads to the implementation of iterative decoding using the graph associated with the whole code easily.
Figure 2.15: Graph associated with parallel concatenated scheme with the coded bit nodes of encoder 1 and the coded bit nodes of encoder 2, and the information bit nodes.
Chapter 3

Code Construction

3.1 Progressive Edge-growth algorithm

In Chapter 2.2, we reviewed the approach to describing the decoding algorithm of LDPC codes over cycle-free factor graph. The sum-product algorithm provides optimum decoding based on factor graph for rather long block lengths.

For very large block lengths, it is possible to construct graph randomly. Unfortunately, random construction is not efficient for short block length. In this chapter, we investigate that LDGM codes can perform no worse than LDPC codes at short block length using Progressive Edge-Growth algorithm (PEG). In the beginning of this chapter, we briefly recall the PEG algorithm by introducing definitions and notations.

3.1.1 Definitions and notations

A LDPC code of length $n$ is defined by a sparse parity check matrix $H$ which has dimension $m \times n$ represented by factor graph. Factor graph is denoted as $(V, E)$, where $V = V_c \cup V_s$, $V_c = \{c_0, c_1, \ldots, c_m\}$ is the set of check nodes, and $V_s = \{s_0, s_1, \ldots, s_{n-1}\}$ is the set of symbol nodes, $E$ is the set of edges such that $E \in V_c \times V_s$. The $n$ symbol nodes $s_j$ represent the $n$ columns of the parity-check matrix $H$, and the $m \geq n - k$ check nodes $c_j$ associated with the $m$ rows of $H$. The symbol node $s_j$ is connected to the check node $c_j$ by an edge, if and only if there is a “1” in the $i$-th column and in the $j$-th row.
of the parity-check matrix $H$. The number of edges incident to $s_j$ is the number of “1”s in column $i$ and is called the symbol node degree $d(s_i)$. Similarly, the number of edges incident to $c_j$ is the number of “1”s in row $j$ and is called the check node degree $d(c_j)$.

A graph is then simple if 1) at most one edge connects each pair of nodes, 2) it contains no loop or multiple edges, 3) all edges are non-directed. A graph $G'$ is a subgraph $G$ if it’s edges and vertices are subsets of the vertex and edge sets of $G$. Then $G$ is the supergraph of $G'$. The neighborhood of a vertex is all the vertices that it is adjacent to. A path is a sequence of consecutive edges in a graph and the length is the number of edges traversed. In a closed path, $x_0 = x_n$. A cycle is a simple closed path. Girth $g$ denote the length of the shortest cycle in a graph. For each symbol node $s_j$ or check node $c_j$, local girth $g_j$ is defined as the length of the shortest cycle passing through that symbol or check node.

Figure 3.1 shows the factor graph representing the LDPC code given by $H$. The following example demonstrate a regular factor graph.

**Example 3.1** Assume the parity-check matrix $H$ will serve as an example as follows.

$$ H =  egin{bmatrix} 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \end{bmatrix}.$$ 

Also, let $E_{s_j}$ be the all edges incident on node $s_j$, and $E^k_{s_j}$ be the $k$-th edge of the symbol node $s_j$. For the symbol node $s_j$, we define $\mathcal{N}_{s_j}^l$ as the set consisting of all check nodes reached by a tree spreading from symbol node $s_j$ within depth $l$. The complementary set $\bar{\mathcal{N}}_{s_j}^l$ is the set of check nodes that are not reached by a tree from symbol node $s_j$ within $l$.

In Figure 3.1, every symbol node has the same degree $d(s_j) = 2$ and every check node has the same degree $d(c_j) = 4$. We call such codes a $(2, 4)$-regular LDPC code. It is known that irregular LDPC codes outperform than regular LDPC code [17]. Moreover, we denote $d_{s_{\text{max}}}$ and $d_{c_{\text{max}}}$ as maximum symbol node degree and maximum check node degree, respectively, then the degree distribution is defined as
\[ \lambda(x) := \sum_{\ell \geq 2} \lambda_\ell x^\ell \]

where \( \lambda_\ell \) is the fraction of symbol nodes connected to \( \ell \) check nodes; and

\[ \rho(x) := \sum_{j \geq 2} \rho_j x^j \]

where \( \rho_j \) is the fraction of check nodes connected to \( j \) symbol nodes.

### 3.1.2 PEG algorithm

The PEG algorithm was presented in [3] for efficiently constructing factor graphs with large local girth. In [3], when constructing a factor graph with a given symbol node degree distribution or check node degree distribution, an edge-selection procedure is started so that the placement of the new edge has an impact on the girth as small as possible. This
can be done by expanding a tree from one symbol node $s_j$ up to the depth $l$, so that $\tilde{\mathcal{N}}_{s_j}^l \neq \emptyset$ but $\tilde{\mathcal{N}}_{s_j}^{l+1} = \emptyset$ or the cardinality stops increasing but is smaller than $m$. Then the symbol node $s_j$ is connected to a check node from the set $\tilde{\mathcal{N}}_{s_j}^l$ that has the lowest $d(c_j)$ under the current setting. This maximizes the length of the shortest cycle through this new edge.

Similarly, for the parity-check node, we define $\mathcal{N}_{c_j}^l$ as the set consisting of all symbol nodes reached by a tree spreading from check node $c_j$ within depth $l$. The complementary set $\tilde{\mathcal{N}}_{c_j}^l$ is the set of symbol nodes that are not reached by a tree from check node $c_j$ within depth $l$.

Figure 3.2 demonstrates that a tree is spread by means of unfolding the Tanner graph in a breadth-first way. The procedure starts from root $c_j$, and traverse all edges incident on $c_j$; we denote these edges as $(c_j, s_{i_1}), (c_j, s_{i_2}), \ldots, (c_j, s_{i_{k_c,j}})$. Then, we traverse all other edges incident on vertices $s_{i_1}, s_{i_2}, \ldots, s_{i_{k_c,j}}$, excluding $(c_j, s_{i_1}), (c_j, s_{i_2}), \ldots, (c_j, s_{i_{k_c,j}})$. The procedure will not stop until the desired depth $l$ is reached.

Figure 3.2: A subgraph spreading from check node $c_j$
For long block lengths, random construction of LDPC codes works very well. For short block lengths, however, the PEG algorithm presented in [3] deals with maximizing the local girth of a symbol or check node whenever a new edge is added to this node. Typically, the PEG algorithm is operated in order to find the most distant check node and afterwards to put a new edge for connecting the symbol node and this most distant check node.

The algorithm can be summarized [3] as follows:

\begin{verbatim}
3.1. PROGRESSIVE EDGE-GROWTH ALGORITHM

\begin{algorithm}
    \begin{algorithmic}
        \FOR{$j = 0$ to $n - 1$}
            \FOR{$k = 0$ to $d_{c_j} - 1$}
                \IF{$k = 0$}
                    $E^0_{c_j} \leftarrow \text{edge}(s_i, c_j)$, where $E^0_{c_j}$ is the first edge incident to $c_j$ and $s_i$ is a symbol node such that it has the lowest symbol node degree under the current graph setting $E_{c_0} \cup E_{c_1} \cup \ldots \cup E_{c_{j-1}}$.
                \ELSE
                    expand a subgraph from symbol node $c_j$ up to depth $l$ under the current graph setting such that the cardinality of $\mathcal{N}^{l}_{c_j}$ stops increasing but is less than $m$, or $\mathcal{N}^{l}_{c_j} \neq \emptyset$ but $\mathcal{N}^{l+1}_{c_j} = \emptyset$, then $E^k_{c_j} \leftarrow \text{edge}(s_i, c_j)$, where $E^k_{c_j}$ is the $k$th edge incident to $c_j$ and $s_i$ is a symbol node picked from the set $\mathcal{N}^{l}_{c_j}$ having the lowest symbol node degree.
                \ENDIF
            \ENDFOR
        \ENDFOR
    \end{algorithmic}
\end{algorithm}
\end{verbatim}

The PEG algorithm is very powerful in that it can generate good regular and irregular LDPC codes at short to moderate block lengths. Simulation results show that a significant improvement can be made compared to randomly constructed codes using the PEG algorithm [3]. For details, the reader is referred to [3].
3.2 Code construction and analysis

In previous section, we briefly described how the PEG algorithm generates LDPC codes at short to moderate block lengths. In [11], they made effort to design parallel concatenation LDGM codes combined with density evolution for long block lengths. Previous work has shown that LDGM codes are dual to LDPC codes with low complexity of encoding. In this section, we investigate that LDGM codes constructed by the PEG algorithm can perform no worse than LDPC codes at short block lengths.

3.2.1 Construction of irregular LDGM codes

In Chapter 2.4.3, we explained the parallel LDGM scheme and illustrated the construction of parallel scheme. In [11], the generator matrices of the whole code is $G_{whole} = [IP_1P_2]$, and matrices $P_1$ and $P_2$ are generated separately in a pseudorandom way. In fact, the whole code rate of parallel concatenation LDGM scheme is a single irregular LDGM code.

In this section, we may show how the construction of LDGM codes can be made in order to explore the performance of the constructed code at short block lengths for different code rates. In general, the generator matrix of the code is $G = [IP]$, where we will generate $P$ matrix using the PEG algorithm described in the previous section. For a given code rate $R$, we want to construct $P$ matrix, such that

1. The number of 1’s in a row is $r$;

2. The number of 1’s in a column is either $c_1$ or $c_2$ associated with matrices $P_1$ and $P_2$, respectively.

Let $f_1$ be the fraction of columns with $c_1$ 1’s, $f_2$ be the fraction of columns with $c_2$ 1’s, $i.e.$

\[ f_1 = \frac{n_1}{n_1 + n_2} \]  \hspace{1cm} (3.3)

\[ f_2 = \frac{n_2}{n_1 + n_2} \]  \hspace{1cm} (3.4)

\[ n = n_1 + n_2 \]  \hspace{1cm} (3.5)
Given \( r, c_1, c_2, f_1, f_2 \), we have

\[
k \cdot r = n_1 \cdot c_1 + n_2 \cdot c_2
\]  

(3.6)

We substitute (3.3) to (3.5) into (3.6) and then we get

\[
R = \frac{k}{n} = \frac{f_1 \cdot c_1 + f_2 \cdot c_2}{r + f_1 \cdot c_1 + f_2 \cdot c_2}
\]  

(3.7)

For a given code rate \( R \), there are three of four parameters free to choose and determine the last one such that

\[
f_1 = \frac{Rr + c_2 R - c_2}{c_1 - c_2 - c_1 R + c_2 R}
\]  

(3.8)

where \( 0 < f_1 < 1 \), and

\[
f_2 = 1 - f_1
\]  

(3.9)

In order to construct \( P \) matrix of LDGM codes shown in Figure 3.3, the parity-check degree sequence with parameters \( f_1, f_2, c_1, c_2 \) can be determined as follows:

\[
\rho(x) = f_1 x^{c_1} + f_2 x^{c_2}
\]  

(3.10)

As shown in Figure 3.3, given the \( k \) symbol nodes, the \( (n - k) \) check nodes and the check-node-degree distribution of the graph, we can construct the graph associated with \( P \) matrix using the PEG algorithm. The procedure starts so that the placement of the new edge has an impact on the girth as small as possible.

![Diagram](image)

Figure 3.3: Structure of generator matrix \( G \)
The decoding algorithm can be used by first transforming $P$ matrix to $H$ matrix illustrated in Figure 3.4 and then apply sum-product over the graph described in Figure 3.5

$$H = \begin{pmatrix} P^T & I_{n-k} \end{pmatrix}$$

Figure 3.4: Structure of parity-check matrix $H$

Figure 3.5: Factor graph(or bipartite graph) representation of a systematic LDGM code. $\{c_0, c_1, \ldots, c_k\}$ represent the systematic bits and $\{c_{k+1}, \ldots, c_n\}$ represent the coded bits. $\{s_0, s_1, \ldots, s_{n-k}\}$ represent the check nodes. Note that all the coded bits have degree 1 and are associated with their corresponding check nodes

3.2.2 Code discussion

Concatenated LDGM schemes

As explained in [1], and first realized by MacKay [23], LDGM codes are bad and present high error floors which do not improve with increasing block length. LDGM codes, however, have good convergence thresholds while high error floor for the ones with small degrees. An analytical method can be used to explain for BSC why the use of single LDGM codes always leads to error floors [1]. For BSC, the number of errors of the blocks
in error decays very fast, provided that the crossover probability is small enough. Moreover, the residual errors can be explored by decoder. As result, a significant reduction of error floors can be achieved by using concatenation schemes of two LDGM codes, such as
the ones shown in Figure 2.12 and Figure 2.14, respectively. The resulting performance
of parallel and serial concatenation LDGM codes over AWGN and BSC channels shown
in [1,11] are comparable to that of irregular LDPC and turbo codes with lower encoding
and decoding complexity.

The whole code of two concatenation LDGM codes are in fact a single irregular LDGM
code. For the case of serial concatenation scheme, the generator matrix is the product
of the generator matrices of two constituent codes, that is $G_{\text{whole}} = G_{\text{outer}}G_{\text{inner}}$ which
results in the performance degradation due to the specific cycle structures in $G_{\text{whole}}$ [24].
For the case of parallel concatenation scheme, on the other hand, the generator matrix
$G_{\text{whole}} = [IP_1P_2]$, where $G_1 = [IP_1]$ and $G_2 = [IP_2]$. Therefore, the construction of
parallel concatenation scheme is more simpler than that of serial concatenation one, and
decoding algorithm can be operated directly on the graph of the overall code. Thus,
the parallel concatenation scheme was used to construct and investigate LDGM codes at
short block length in this thesis.

**The PEG algorithm**

Since LDGM codes are subset of LDPC codes, which are usually decoded by the sum-
product algorithm, LDGM codes can be decoded in the same way. However, the existence
of cycles in the factor graph of the LDPC codes leads to the performance degradation of
the decoding algorithm. The progressive edge-growth (PEG) algorithm [3] deals with this
problem, and proposes a solution by maximizing the local girth with a greedy algorithm.
It places the edges between symbol and check nodes progressively, trying to maximize
the local girth in each step.

Although only local optimization is made, the PEG algorithm can generate LDGM
codes with very good performance at short to moderate block lengths. This algorithm is
to be known as one of the best code construction methods, so we apply this algorithm
for the construction of $P$ matrix and form the $G$ matrix for short LDGM codes, then
transform it into $H$ matrix for decoding.
3.2. CODE CONSTRUCTION AND ANALYSIS

There is a subtlety for the construction of $P$ matrix that needs clarification here. The subgraph is spread from check node $c_j$ rather than symbol node illustrated in [3]. That is, as presented in (3.10), given the check-node degree distribution and the number of symbol nodes and the number of check nodes, $P$ matrix can be constructed using the PEG algorithm.

**Short LDGM codes**

In [11], the authors made effort to design a set of parallel concatenation LDGM codes combined with discrete density evolution analysis, which is used to determine the asymptotic performance of ensembles of LDPC codes. Although density evolution is currently the best known technique to determine thresholds and to design irregular LDPC codes, and LDGM codes are a subset of LDPC codes, it can be used only under the assumption that the block length is theoretically infinite. Furthermore, density evolution ignores dependence between bits so that it is inefficient for evaluating codes of short block length. Thus in this thesis, we choose not to use density evolution optimized degree sequence and simply apply the several degree sequences provided in [1] in the construction of short LDGM codes.
Chapter 4

Simulation Results and Discussion

4.1 Simulation Setup

In this chapter, we present simulation results for transmissions over Binary Symmetric
Channel (BSC) and over AWGN channel. Simulations are performed using two families
of LDGM codes with parameter (1268, 456) and (504, 252), respectively.

For the case of BSC shown in Figure 4.1, codewords are directly transmitted through
BSC and the sum-product decoder is applied for decoding.

For the case of AWGN channel illustrated in Figure 2.7, BPSK modulated codewords
are transmitted through an AWGN channel. Each codeword \((x_1, x_2, \ldots, x_n)\) is intended
for transmission, and a real vector \((y_1, y_2, \ldots, y_n)\) is in fact transmitted. For each \(i \in \{1, 2, \ldots, n\}\), \(y_i = 1\) indicates that \(x_i = 0\) and \(y_i = -1\) indicates that \(x_i = 1\). Each
transmitted \(y_i\) suffers from Gaussian noise \(N_i\) according to

\[
z_i = y_i + N_i
\]

where \(z_i\) is the received symbol for \(y_i\) and \(N_i\) is a zero-mean Gaussian random variable
with variance \(\sigma^2\), and all \(N_i\)'s are independent. The sum-product algorithm is applied
again at the decoder.

In our simulations, the \(P\) matrices of LDGM codes are determined by the check-node
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Figure 4.1: Binary Symmetric Channel (BSC)

degree distribution with parameters $f_1$, $f_2$, $c_1$ and $c_2$ illustrated in (3.10) and generated using the PEG algorithm. The iterative decoder is implemented using the graph representation associated with the corresponding parity-check matrix.

At the decision step during the execution of the decoding algorithm presented in Chapter 2.2.3, hard decision is performed on $(\lambda_1, \ldots, \lambda_k)$ instead. Moreover, the bit-error rate must be defined as follows:

$$P_e = \frac{\sum_{i=1}^{M} m_i}{kM}$$

where $M$ is the total number of simulated codewords for a given level of $\sigma^2$, $m_i$ is the number of bits that are incorrectly decoded in the first $k$ bits of the $i^{th}$ codeword, and $k$ is the number of information bits in a codeword.

For each channel condition, simulation stops whenever at least 30 codewords are decoded incorrectly. For each block, the iterative decoding does not stop until 100 iterations are completed.

4.2 Simulation Results

Figure 4.2 to 4.4 and Figure 4.5 to 4.7 show the simulation results of irregular $(504, 252)$ LDGM codes over BSC and AWGN channel, respectively. Figure 4.8 to 4.10 and Figure 4.11 to 4.13 illustrate the simulation results of irregular $(1268, 456)$ LDGM codes over BSC and AWGN channel.
Table 4.1 to 4.3 list check-node-degree distribution, average symbol node degree and maximum check-node degree with various values of $c_1$ for irregular $(504, 252)$ LDGM codes. Table 4.4 to 4.6 list the same parameter settings for irregular $(1268, 456)$ LDGM codes with different values of $c_1$ as well.
Figure 4.2: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over BSC, with $n = 504, m = 252, c_1 = 5$. 
Figure 4.3: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over BSC, with \( n = 504, m = 252, c_1 = 6 \).
Figure 4.4: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over BSC, with $n = 504$, $m = 252$, $c_1 = 7$. 
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Figure 4.5: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over AWGN channel, with $n = 504, m = 252, c_1 = 5$. 
Figure 4.6: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over AWGN channel, with $n = 504, m = 252, c_1 = 6$. 
Figure 4.7: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over AWGN channel, with \( n = 504, m = 252, c_1 = 7 \).
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Figure 4.8: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over BSC, with $n = 1268, m = 812, e_1 = 5$. 
Figure 4.9: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over BSC, with $n = 1268, m = 812, c_i = 6$. 
Figure 4.10: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over BSC, with $n = 1268$, $m = 812$, $c_1 = 7$. 
Figure 4.11: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over AWGN channel, with \( n = 1268, m = 812, c_1 = 5 \).
Figure 4.12: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over AWGN channel, with \( n = 1268, m = 812, c_1 = 6 \).
Figure 4.13: Simulation results showing the performance of the short irregular LDGM codes and LDPC code over AWGN channel, with $n = 1268$, $m = 812$, $c_1 = 7$. 
From these figures, it is easily seen that the construction of LDGM codes using the PEG algorithm can be performed no worse than LDPC codes at short block length. But there are also some slightly variation among the different code rates. We will discuss this issue in the following subsections.

<table>
<thead>
<tr>
<th>Check-node-degree distribution $\rho(x)$</th>
<th>Ave. symbol deg.</th>
<th>Max. check-node deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.888889x^5 + 0.111111x^{50}$</td>
<td>9.821428</td>
<td>50</td>
</tr>
<tr>
<td>$0.892308x^5 + 0.107692x^{10}$</td>
<td>11.964286</td>
<td>70</td>
</tr>
<tr>
<td>$0.894118x^5 + 0.105882x^{90}$</td>
<td>13.769841</td>
<td>90</td>
</tr>
<tr>
<td>$0.894737x^5 + 0.105263x^{100}$</td>
<td>14.801587</td>
<td>100</td>
</tr>
<tr>
<td>$0.895238x^5 + 0.104762x^{110}$</td>
<td>15.833333</td>
<td>110</td>
</tr>
<tr>
<td>$0.895652x^5 + 0.104348x^{120}$</td>
<td>16.865080</td>
<td>120</td>
</tr>
<tr>
<td>$0.896000x^5 + 0.104000x^{130}$</td>
<td>17.896826</td>
<td>130</td>
</tr>
<tr>
<td>$0.896296x^5 + 0.103704x^{140}$</td>
<td>18.928572</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 4.1: PEG-LDGM Check-node-degree distribution, average symbol node degree and maximum check-node degree with $n = 504, m = 252, c_1 = 5$.

<table>
<thead>
<tr>
<th>Check-node-degree distribution $\rho(x)$</th>
<th>Ave. symbol deg.</th>
<th>Max. check-node deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.886364x^6 + 0.113636x^{50}$</td>
<td>10.88889</td>
<td>50</td>
</tr>
<tr>
<td>$0.890625x^6 + 0.109375x^{70}$</td>
<td>12.857142</td>
<td>70</td>
</tr>
<tr>
<td>$0.892857x^6 + 0.107143x^{90}$</td>
<td>15.00000</td>
<td>90</td>
</tr>
<tr>
<td>$0.893617x^6 + 0.106383x^{100}$</td>
<td>15.698413</td>
<td>100</td>
</tr>
<tr>
<td>$0.894231x^6 + 0.105769x^{110}$</td>
<td>16.730158</td>
<td>110</td>
</tr>
<tr>
<td>$0.894737x^6 + 0.105263x^{120}$</td>
<td>17.761906</td>
<td>120</td>
</tr>
<tr>
<td>$0.895161x^6 + 0.104839x^{130}$</td>
<td>18.793652</td>
<td>130</td>
</tr>
<tr>
<td>$0.895522x^6 + 0.104478x^{140}$</td>
<td>19.825397</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 4.2: PEG-LDGM Check-node-degree distribution, average symbol node degree and maximum check-node degree with $n = 504, m = 252, c_1 = 6$.

### 4.2.1 Short irregular (504, 252) LDGM codes over BSC and AWGN channel

It has been shown in Figure 4.2 that the performance of short irregular (504, 252) LDGM code over BSC is much better than that of (504, 252) LDPC code in the waterfall region.
### 4.2. SIMULATION RESULTS

<table>
<thead>
<tr>
<th>Check-node-degree distribution $\rho(x)$</th>
<th>Ave. symbol deg.</th>
<th>Max. check-node deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.883721$x^7 + 0.116279x^{10}$</td>
<td>9.821428</td>
<td>50</td>
</tr>
<tr>
<td>0.888889$x^7 + 0.111111x^{10}$</td>
<td>11.964286</td>
<td>70</td>
</tr>
<tr>
<td>0.891566$x^7 + 0.108434x^{10}$</td>
<td>14.801587</td>
<td>90</td>
</tr>
<tr>
<td>0.892473$x^7 + 0.107527x^{10}$</td>
<td>15.833333</td>
<td>100</td>
</tr>
<tr>
<td>0.893204$x^7 + 0.106796x^{10}$</td>
<td>16.865080</td>
<td>110</td>
</tr>
<tr>
<td>0.893805$x^7 + 0.106195x^{12}$</td>
<td>17.896826</td>
<td>120</td>
</tr>
<tr>
<td>0.894309$x^7 + 0.105691x^{13}$</td>
<td>18.928572</td>
<td>130</td>
</tr>
<tr>
<td>0.894737$x^7 + 0.105263x^{14}$</td>
<td>18.928572</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 4.3: PEG-LDGM Check-node-degree distribution, average symbol node degree and maximum check-node degree with $n = 504, m = 252, c_1 = 7$.

<table>
<thead>
<tr>
<th>Check-node-degree distribution $\rho(x)$</th>
<th>Ave. symbol deg.</th>
<th>Max. check-node deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.888889$x^7 + 0.111111x^{10}$</td>
<td>9.989035</td>
<td>50</td>
</tr>
<tr>
<td>0.892308$x^7 + 0.107692x^{10}$</td>
<td>11.896930</td>
<td>70</td>
</tr>
<tr>
<td>0.894737$x^5 + 0.105263x^{10}$</td>
<td>13.936403</td>
<td>90</td>
</tr>
<tr>
<td>0.894737$x^5 + 0.105263x^{10}$</td>
<td>14.945175</td>
<td>100</td>
</tr>
<tr>
<td>0.895238$x^5 + 0.104762x^{10}$</td>
<td>15.811403</td>
<td>110</td>
</tr>
<tr>
<td>0.895652$x^5 + 0.104348x^{12}$</td>
<td>16.973684</td>
<td>120</td>
</tr>
<tr>
<td>0.896000$x^5 + 0.104000x^{13}$</td>
<td>17.949562</td>
<td>130</td>
</tr>
<tr>
<td>0.896296$x^5 + 0.103704x^{14}$</td>
<td>18.962997</td>
<td>140</td>
</tr>
<tr>
<td>0.896296$x^5 + 0.103704x^{15}$</td>
<td>19.714912</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 4.4: PEG-LDGM Check-node-degree distribution, average symbol node degree and maximum check-node degree with $n = 1268, m = 456, c_1 = 5$.

Moreover, the performance of these LDGM codes tends to give high error floors with increasing the maximum check-node degree at lower crossover probability. Among the various settings of $c_1$, shown from Figure 4.2 to 4.4, irregular (504, 252) LDGM codes having higher value of $c_1$ lead to worse performance in the waterfall regions.

For (504, 252) LDGM codes over AWGN channel, it is suggested by Figure 4.5 that the performance in the waterfall region is also better than that of LDPC code. More specifically, with 100 iterations and bit-error rate of $10^{-5}$, the irregular LDGM code with maximum check-node degree 50 outperforms LDPC code by 0.1 dB, and the code with maximum check-node degree 70 performs close to LDPC code. Table 4.7 gives the performance of irregular (504, 252) LDGM codes in comparison with that of LDPC code.
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<table>
<thead>
<tr>
<th>Check-node-degree distribution $\rho(x)$</th>
<th>Ave. symbol deg.</th>
<th>Max. check-node deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.995970x^6 + 0.004030x^{10}$</td>
<td>10.973684</td>
<td>50</td>
</tr>
<tr>
<td>$0.979680x^6 + 0.020320x^{10}$</td>
<td>12.929825</td>
<td>70</td>
</tr>
<tr>
<td>$0.971147x^6 + 0.028853x^{10}$</td>
<td>14.921053</td>
<td>90</td>
</tr>
<tr>
<td>$0.965896x^6 + 0.034104x^{110}$</td>
<td>16.842106</td>
<td>110</td>
</tr>
<tr>
<td>$0.962339x^6 + 0.037668x^{10}$</td>
<td>18.842106</td>
<td>130</td>
</tr>
<tr>
<td>$0.959770x^6 + 0.040230x^{10}$</td>
<td>20.789474</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 4.5: PEG-LDGM Check-node-degree distribution, average symbol node degree and maximum check-node degree with $n = 1268$, $m = 456$, $c_1 = 6$.

<table>
<thead>
<tr>
<th>Check-node-degree distribution $\rho(x)$</th>
<th>Ave. symbol deg.</th>
<th>Max. check-node deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.986316x^7 + 0.013684x^{10}$</td>
<td>13.984649</td>
<td>70</td>
</tr>
<tr>
<td>$0.976082x^7 + 0.023918x^{10}$</td>
<td>15.923245</td>
<td>90</td>
</tr>
<tr>
<td>$0.969822x^7 + 0.030178x^{110}$</td>
<td>17.885965</td>
<td>110</td>
</tr>
<tr>
<td>$0.965597x^7 + 0.034403x^{130}$</td>
<td>19.747807</td>
<td>130</td>
</tr>
<tr>
<td>$0.962555x^7 + 0.037445x^{150}$</td>
<td>21.872807</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 4.6: PEG-LDGM Check-node-degree distribution, average symbol node degree and maximum check-node degree with $n = 1268$, $m = 456$, $c_1 = 7$.

over BSC and AWGN channel.

<table>
<thead>
<tr>
<th>$c_1$</th>
<th>BSC</th>
<th>AWGN channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>+ + + 0 0</td>
<td>+ 0 - - - -</td>
</tr>
<tr>
<td>6</td>
<td>+ + + + +</td>
<td>+ + + + + + -</td>
</tr>
<tr>
<td>7</td>
<td>- - - - -</td>
<td>0 0 0 0 0 0 0 -</td>
</tr>
</tbody>
</table>

Table 4.7: Irregular (504,252) LDGM codes comparing with LDPC code summarized from Figure 4.2 to 4.7. Each symbol “+”, “-”, or “0” corresponds to one simulated LDGM code, symbol “+” indicates that the code performs mostly better than the corresponding LDPC code up to bit-error rate of 10$^{-5}$, symbol “-” indicates that the code performs mostly worse than the corresponding LDPC code in that bit-error rate range, and symbol “0” indicates that the code performs similarly to the corresponding LDPC code in that bit-error rate range.

Apparently, the performance of these LDGM codes at high SNR or low crossover probability presents a different behavior for different maximum check-node degrees. For $c_1 \leq 6$, the performance decreases with maximum check-node degree in the high SNR region or low crossover probability region, while for $c_1 > 6$ the performance does not
show significant variation with the maximum check-node degree. On the other hand, for $c_1 \leq 6$, decreasing value of $c_1$ leads to performance degradation in the waterfall regions. For $c_1 > 6$, however, the performance of irregular $(504, 252)$ LDGM is no better than that of LDPC code. Obviously, the performance over AWGN channel demonstrates similar trend as that over BSC.

In other words, irregular $(504, 252)$ LDGM codes having higher maximum check-node degree result in higher error floor, and the values of $c_1$ have effect on the performance of irregular $(504, 252)$ LDGM codes in the waterfall regions. Therefore, the optimum combination of irregular $(504, 252)$ LDGM codes depends on the value of $c_1$ and maximum check-node degree.

### 4.2.2 Short irregular $(1268, 456)$ LDGM codes over BSC and AWGN channel

It has been shown in Figure 4.8 that the performance of short irregular $(1268, 456)$ LDGM codes over BSC with $c_1 = 5$ gives relatively lower error floors as maximum check-node degree increases. Specifically, irregular $(1268, 456)$ LDGM codes having maximum check-node degree greater than 90 can perform no worse than that of LDPC code. Moreover, the performance in the waterfall region has been improved compared with that of LDPC code. It is also observed that the performance of short irregular LDGM codes with the values of $c_1 = 6$ and 7 perform worse than LDPC code.

In Figure 4.11, for AWGN channel, we have seen that the performance for LDPC codes in the waterfall region has been improved with $c_1 = 5$, in comparison with LDPC code. Particularly, with 100 iterations and bit-error rate of $10^{-5}$, irregular LDGM code with maximum check-node degree 130 outperforms LDPC code by 0.2 dB, and the irregular LDGM code with maximum check-node degree 100 outperforms LDPC by 0.06 dB, the codes having maximum symbol degree less than 90 present worse performance than that of LDPC. Table 4.8 presents the performance of irregular $(1268, 456)$ LDGM codes in comparison with that of LDPC code over BSC and AWGN channel. It is obvious that the performance over AWGN channel is consistent with that over BSC.

For Figure 4.12 and 4.13, it is shown that the irregular $(1268, 456)$ LDGM codes with
Table 4.8: Irregular (1268, 456) LDGM codes comparing with LDPC code summarized from Figure 4.8 to 4.13. Each symbol “+”, “-”, or “0” corresponds to one simulated LDGM code, symbol “+” indicates that the code performs mostly better than the corresponding LDPC code up to bit-error rate of $10^{-5}$, symbol “-” indicates that the code performs mostly worse than the corresponding LDPC code in that bit-error rate range, and symbol “0” indicates that the code performs similarly to the corresponding LDPC code in that bit-error rate range.

The values of $c_1 = 6$ and 7 could not make better performance than LDPC codes.

### 4.3 Summary

As observed above, it is easily seen that the performances of the short irregular LDGM codes over BSC and AWGN channel can perform no worse than LDPC codes. For a given value of $c_1$, the performances of the irregular LDGM (504, 252) codes present lower error floors as the maximum check-node degree decreases. For $c_1 = 5$, on the contrary, the performance of the irregular (1268, 456) LDGM codes suggest that lower maximum check-node degree leads to higher error floors, and the higher maximum check-node degrees leads to no worse performance than LDPC code. For $c_1 > 5$, however, irregular (1268, 456) LDGM codes perform poorly compared to LDPC code.

In a word, the performance of irregular LDGM codes depends on the value of $c_1$ and the maximum check-node degree.
Chapter 5

Conclusion and Future Work

This chapter discusses the conclusions of this thesis and potential future directions of research.

5.1 Conclusion

In this dissertation, we investigate whether the performance of irregular LDGM codes is comparable to that LDPC codes at short block lengths. We are motived by the fact that the complexity of encoding and decoding of short irregular LDGM codes is much lower comparing to LDPC codes and turbo codes, making them an appealing candidates for delay-sensitive applications.

In this work, we construct short irregular LDGM codes using the PEG algorithm and simulate these codes over BSC and AWGN channels. Simulation results show that some of our constructed irregular LDGM codes perform no worse than the best LDPC codes with the same parametre settings.

During the construction of $P$ matrix for the generator matrices, symbol node degree distribution is not needed since the symbol node degree distribution is made as uniform as possible by the PEG algorithm. For a given value of $c_1$, two families of LDGM codes with parameter (1268, 456) and (504, 252) exhibit the different behavior as maximum check-node degree increases. More specifically, irregular (504, 252) LDGM codes tend to give higher error floors with increasing maximum check-node degree while irregular (1268, 456)
LDGM codes give relatively lower error floors. From our observations, for various settings of $c_1$, irregular $(504, 252)$ LDGM codes with $c_1 = 6$ and irregular $(1268, 456)$ LDGM with $c_1 = 5$ achieve the best performance, significantly outperforming the corresponding LDPC codes. Irregular $(504, 252)$ LDGM codes with $c_1 = 5$ and 7 perform no worse than the corresponding regular LDPC codes. However, irregular $(1268, 456)$ LDGM codes with $c_1 = 6$ and 7 perform rather worse than their LDPC code counterparts. As is expected, the performance of our codes over BSC demonstrates similar trend to that over AWGN. Although both short irregular LDGM codes can achieve the performance close to their corresponding LDPC codes, they present error floors in the high $SNR$ regions and in the low crossover probability regions. We note that, however, the codes with error floors lower than bit-error rate of $10^{-5}$ are of major concerns in practice as there are upper-layer protocols taking care of them.

Many of our observations match results from existing literature. For example, in parallelly-concatenated LDGM codes presented in [11], the first encoder determines the threshold while the second reduces the error floor. As observed from simulations in this work, the values of $c_1$ have effects on the performance of short irregular LDGM codes in the waterfall regions. Maximum check-node degree, on the other hand, determines the performance of short irregular LDGM codes in the high $SNR$ regions over AWGN channel and in the low crossover probability regions over BSC.

5.2 Future work

As presented in [11], concatenated LDGM codes at long block lengths were designed using degree distribution optimized by discrete density evolution analysis. On the other hand, it was suggested in [3] that the PEG algorithm can generate good regular and irregular LDPC codes at short to moderate length when density evolution techniques are used to optimize the symbol-node degree distributions. In fact, density evolution technique is an efficient means of designing and analyzing of randomly constructed LDPC codes at long block lengths. Although density evolution is currently the best standard technique to determine thresholds and to design irregular LDPC codes, it can be used only under the assumption that the block lengths are asymptotically long. Thus, density evolution
is less effective for designing and analyzing for the purpose of constructing LDGM codes at short block lengths. Therefore, new analytic methods need to be discovered for the design of degree distribution for short LDGM codes.

As observed in [3], the PEG algorithm can reduce error floors to a level comparable to Mackay’s codes [16]. However, in some cases, this construction results in a performance loss in the waterfall regions. Moreover, PEG construction only takes as input one degree distribution. Provided that both degree distributions are available, it is then necessary to modify the PEG algorithm for graph optimization based on both distributions.

Related to this work are the use of serially concatenated LDGM codes. Although the complexity of encoding of LDGM codes with serial concatenation is higher than that of the proposed parallel schemes, they still possess complexity advantages over LDPC codes. A future direction is then to adapt the PEG algorithm for constructing serially concatenated LDGM codes.

Finally, to make LDGM codes truly useful in practice, one is encouraged to investigate hardware architecting and design of the encoder and decoder for LDGM codes at short block lengths.
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