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Abstract

The present thrust in the electronics industry towards integrating multiple functions on a single chip while operating at very high frequencies has highlighted the need for efficient Electronic Design Automation (EDA) tools to shorten the design cycle and capture market windows. One of the fundamental tasks performed by modern EDA tools is the sensitivity analysis, which is concerned with computing the derivatives of various circuit performance metrics w.r.t. the circuit designable parameters.

However, the increasing complexity of modern circuit design has made simulation and sensitivity analysis a computationally cumbersome task. Furthermore, the presence of non-linearity in virtually all designs in the form of buffers, driving circuitry, and analog blocks necessitates that these tasks be carried out in the time domain.

This thesis describes a new algorithm to compute the time-domain sensitivity using the concept of Model-Order Reduction (MOR). The proposed algorithm enables an interconnected set of large linear systems, that have been abstracted by reduced-order models for the purpose of simulation, to have their sensitivity evaluated in the time domain. Therefore, the key advantage of the proposed work stems from the fact that it brings the computational efficiency of MOR in areas of simulation to bear on the problem of sensitivity analysis.

The large systems are assumed to be interconnected within a larger network using lumped linear or nonlinear components, and the desired sensitivity is to be evaluated w.r.t. their internal designable parameters. The proposed algorithm can thus be applied in computing the sensitivity of circuits constructed from microwave devices, such as multi-conductor transmission lines, which when discretized produce large linear systems.

The proposed technique also employs the concept of adjoint networks in the sensitivity computation. In addition it can also be used to obtain the sensitivity information in the frequency domain.
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Notation

$\mathcal{A}$ A real matrix $\mathcal{A}$

$\mathcal{A}^T$ A real matrix $\mathcal{A}$ transposed

$\mathcal{A}^{-T}$ Matrix $\mathcal{A}$ inverted and transposed

$\mathbb{R}^N$ The set of real vectors of size $N$

$\mathbb{R}^{N \times N}$ The set of real matrices of size $N \times N$

$\mathbb{C}^N$ The set of complex vectors of size $N$

$\mathbb{C}^{N \times N}$ The set of complex matrices of size $N \times N$

$d_{i,j}$ Element $d_{i,j}$ in $i^{th}$ row and $j^{th}$ column of a matrix

$I(x, s)$ Laplace-domain current at distance $x$ for a distributed network.

$V(x, s)$ Laplace-domain voltage at distance $x$ for a distributed network.

$\mathbf{u}$ The identity matrix

$\mathbf{u}_{m \times m}$ An $m \times m$ identity matrix.

$\mathbf{I}_m$ An $m \times m$ identity matrix.
Chapter 1

Introduction

1.1 Motivation

The recent developments in electronics devices in terms of features offered and portability of equipments have highlighted the importance of *Electronics Design Automation* (EDA) tools [1]. Since the 1980's, EDA tools have been recognized as a main design aid in managing complex circuit designs. Ever since, the inclusion of EDA tools in all design phases has drastically reduced the time consumed by each phase. However, the relation is mutually reversible in the sense that the advances in EDA tools have made complex designs realizable. For example the notion of having a *System-on-Chip* (SoC) is now a reality due to recent advances in sub-micron transistor packaging and integration. SoC is a typical example of complex structures where mixed-mode operation of analog and digital circuits coexist. The integration of analog and digital circuits into single chip increases the size of the equivalent mathematical representation of the original circuit. Along with the increase in packaging density, there is also an increase in operating frequencies. The increase in operating frequencies has a strong impact on the wires that connect different modules. These wires can no longer be modeled as simple short circuits with negligible effects. More precise models such as lossy Multi-conductor
Transmission Lines (MTL) [1] are incorporated to describe the effect of these wires on signal propagation. Clearly, having an MTL increases the simulation problem drastically.

New process technologies typically require more complex models to represent various physical phenomena at the nanoscale levels. These technologies introduce new models for functional electronics. The incorporation of these models into the design phase further enlarges the problem at hand.

The concept of Model-Order Reduction (MOR) has been introduced [2] to address the issue of increasing computational complexity that arises in simulating the response of modern circuit designs. The basic idea in MOR techniques relies on constructing an approximate system for the original system, but with much smaller size. MOR has been very successful in different application domains, e.g. Finite-Difference Time-Domain (FDTD) and Finite-Elements Methods (FEM) [3], [4].

In addition to simulating the circuit response, computing the sensitivity of such response with respect to one or more design parameters is a vital requirement during the design phase. The availability of sensitivity information enables effective techniques to be used to compute the impact of process variability on design performance, carry out statistical and yield analysis, and perform automatic design optimization. For example, gradient-based techniques mandate that the sensitivity information be known w.r.t. every design parameter such that local enhancement to current design configuration could be effectively computed. A classical and efficient way to compute sensitivity is based on adjoint network concept [5]. Using the concept of adjoint network enables computing the sensitivity of circuit response w.r.t. all designable parameters using only two system analyses regardless of the number of these parameters.
1.2 Objective of the Thesis

The objective of this thesis is to enable the application of time-domain sensitivity analysis, based on the concept of adjoint networks, to reduced-order systems constructed through MOR techniques. Such an application would provide means to combine the computational efficiency of MOR techniques with the computational convenience offered by the concept of adjoint networks. A brief description of the contribution of this thesis in this regard is outlined in the next section.

1.3 Contributions

The following are the main contributions presented in the thesis [6], [7].

1. The derivation of a new algorithm to compute the sensitivity of circuits having large linear systems as subnetworks, where those subnetworks are being represented by reduced-order models obtained via one of the common MOR techniques. The large subnetworks are assumed to arise from finite discretization of some microwave device and are represented by a large number of lumped components. The interconnection between these subnetworks are assumed to be a set of lumped linear or nonlinear elements, and the sensitivity information required is the sensitivity of the performance metrics of the entire circuit w.r.t. the designable parameters of the subnetworks.

2. Implementing the sensitivity analysis within the framework of adjoint principal, where only two time-domain analyses, one for the original system and another for the adjoint network, need to be performed to obtain the sensitivity information w.r.t. all designable parameters, regardless of the number of those parameters.

3. Showing that the proposed algorithm can be implemented on top of existing MOR tech-
niques with minimal increment in computational cost. This facilitates using intermediate terms generated in the course of MOR to be employed towards sensitivity computation and enables existing code of MOR to be reused for sensitivity analysis.

1.4 Background

This section provides brief background for the main topics needed for the presentation of this work. It also provides the appropriate context to describe the proposed scheme.

1.4.1 Linear Circuits

Large linear circuits are intrinsic to current complex and high frequency designs. They arise in modeling techniques that rely on gridding. For instance, a discretization of Telegrapher's equations that describes MTL along its spatial axis would result in large number of equivalent RLC network. This technique has been used to simulate MTL up to certain operating frequency. However, the resultant equivalent network introduces many extra nodes and therefore increases the problem size significantly.

Another example where large linear circuits are needed, appears in Partial-Element Equivalent-Circuit (PEEC) technique, where wave propagation in a guided medium is studied by spatially dividing that medium into equivalent RLC grids. This gridding is done in 3-d approach where the grid size depends on the shortest wavelength the medium is going to carry. It is suggested that the grid unit to be of 0.1 of the shortest wavelength. This results in a very large linear system.

Other techniques such as Finite-Difference Time-Domain (FDTD) and Finite-Element Methods (FEM) result in huge linear systems as well [8], [9].
1.4.2 Model-Order Reduction (MOR)

The concept of MOR has been used, with reported success, over the past decade to address the high computational cost arising from having to deal with large linear circuits in the simulation phase. More specifically, MOR based on Krylov subspace methods have been well recognized in the literature due to their efficiency in approximating large scale systems. The basic idea in these techniques is to find a bidirectional mapping operator that maps the high-dimensional system into an equivalent and reduced-dimension system and vice versa [11], [12], [13], [14], [15]. The responses of both systems for a given input are almost identical. The basic objective of the projection operator is to preserve the \( q \) leading eigenvalues of the original system. To further illustrate the underlying concept, consider an \( N \)-dimensional system that has \( m \) input ports and \( n \) output ports and therefore can be represented by the following \( N \)-dimensional state space equations:

\[
\frac{dx(t)}{dt} = \mathbf{Ax}(t) + \mathbf{Bu}(t) \quad (1.1)
\]
\[
y(t) = \mathbf{Cx}(t) + \mathbf{Du}(t) \quad (1.2)
\]

where \( \mathbf{A} \in \mathbb{R}^{N \times N}, \mathbf{B} \in \mathbb{R}^{N \times m}, \mathbf{C} \in \mathbb{R}^{N \times n} \) and \( \mathbf{D} \in \mathbb{R}^{n \times m} \).

A Krylov subspace MOR typically computes the projector, which in this context is denoted by a matrix \( \mathbf{Q} \in \mathbb{R}^{N \times q} \). This matrix is then used to reduce the original system (1.1) and (1.2) into the following system:

\[
\frac{d\tilde{x}(t)}{dt} = \tilde{\mathbf{A}}\tilde{x}(t) + \tilde{\mathbf{B}}u(t) \quad (1.3)
\]
\[
\tilde{y}(t) = \tilde{\mathbf{C}}^T \tilde{x}(t) + \mathbf{Du}(t) \quad (1.4)
\]

\(^1\)Krylov subspace iteration methods were mentioned among the top 10 algorithms of the 20th century [10].
where $\hat{A} \in \mathbb{R}^{q \times q}$, $\hat{B} \in \mathbb{R}^{q \times m}$, and $\hat{C} \in \mathbb{R}^{q \times n}$.

It is clear that if $q \ll N$, which is usually the case, the size of the reduced system (1.3)-(1.4) becomes much smaller than the size of the original system. The equivalence between the reduced and the original systems can be demonstrated through showing that they share the first $q$ block moments. It is also beneficial to simulate the approximate system where the system size $q$ is very small compared to the original system size.

The approaches of generating of the mapping operator (projection operator) could be subdivided into two categories; explicit moment matching techniques and implicit moment matching technique. The explicit moment matching technique suffers numerical deterioration for relatively small $q$ whereas generation of the mapping operator under the latter techniques is known to numerically perform better. It has also been shown that the latter techniques can maintain the passivity of the original model; a desirable property that guarantees the stability of time-domain simulation.

### 1.4.3 Sensitivity Analysis

The term sensitivity analysis in the context of this thesis refers to computing the derivatives of circuit performance metrics w.r.t. the circuit designable parameters, i.e. those parameters that can be varied within certain specified constraints in order to attain optimum performance metrics. An example of performance metric is the rise/fall time of a digital pulse or the bandwidth of a microwave filter, whereas the width of a conductor or the sizing of an integrated transistor could serve as examples of design parameters. Obtaining the sensitivity information directly in the time domain is a key design-aid in the design cycle of general nonlinear circuits, since nonlinear elements can be represented only in the time domain [16], [17], [18], [19]. There are two principal approaches to computing the sensitivity in the time domain, namely those based on the direct differentiation and those based on adjoint-based techniques. An approach was
described in [20] to combine the advantages of the two techniques.

**Adjoint Sensitivity**

The numerical advantage of adjoint sensitivity stems from the fact that only two system solutions are needed to obtain the sensitivity information, of a single waveform, for various design parameters [21], [22], [23], [24]. Further, adjoint sensitivity information could be computed in time domain and frequency domain. However, the latter case is restricted to pure linear circuits since nonlinear elements can be described in the time domain only. Therefore, time-domain adjoint sensitivity covers broader class of problems. In the frequency domain, sensitivity information could be selectively obtained for any frequency point of interest. However, in time-domain sensitivity, this information is obtained from the solution of two systems (the original and adjoint) through forward and reverse time stepping with the proper initial and terminal conditions, respectively.

**Direct-Differentiation Sensitivity**

In contrast to adjoint sensitivity analysis, direct differentiation technique yields the sensitivity of *all* circuit variables w.r.t. a *single* designable parameter via a single system analysis. Here, the system matrices are those that describes the original circuit, while the stimulus vector of sources is obtained from the derivatives of those matrices w.r.t. the designable parameter and the solution of the circuit waveforms [25]. Hence, computing the sensitivity of a circuit with, say $N$, designable parameters using direct differentiation requires running $N$ systems analyses with the same matrices of the original circuit, but with $N$ different stimulus vectors. Therefore, adjoint based sensitivity analysis is preferred in situations where one needs the sensitivity of few variables with respect to a large number of design parameters.
1.5 Thesis Organization

Chapter 2 provides necessary information about projection-based model-order reduction techniques. The merits of the model-order reduction techniques stemming from controllability and observability of control theory are presented. In Chapter 3, we present the current efficient techniques that are widely used to compute sensitivity information of electrical networks. Chapter 4 investigates the problem of combining model-order reduction with adjoint-based sensitivity in the time domain and examines the main difficulty that hinders such a combination. Chapter 5, which presents the main contribution of this thesis, develops an algorithm that facilitates this combination. Numerical results for practical design issue and for exercising the proposed technique in different domains are presented in Chapter 6. Chapter 7 concludes this work and present possible future work.
Chapter 2

Model-Order Reduction

This chapter lays out the basic theoretical foundation behind the concept of the Model-Order Reduction (MOR) techniques. To facilitate this presentation of MOR, the chapter starts first in Section 2.1 by describing the standard formulation for general network that have both linear and nonlinear elements.

2.1 Modified Nodal Analysis Formulation

The task of estimating the response of general nonlinear circuits requires a formulation approach that can be applied, in an automated manner, to describe the circuit in the form of a set of differential equations. One of the approaches that have been widely adopted due to their efficiency is based on the idea of Modified Nodal Analysis (MNA). MNA provides a systematic way to construct the network constituent equations without resorting to the well-known Kirchoff’s current and voltage laws for each circuit element. Each electrical element of \( m \) ports is ideally connected to \( m \) nodes of a given network, and hence a node\(^{2}\) is defined as a net-

\(^{1}\)Some authors refer to the MNA as Modified Nodal Admittance. However, there are changes made to the admittance matrix that make the former name more suitable

\(^{2}\)A node could be defined as a network point where three or more electrical elements are connected. However, this will require special handling and raise many special cases
<table>
<thead>
<tr>
<th>Element</th>
<th>Circuit Schematic</th>
<th>Stamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor</td>
<td>$i \rightarrow g \rightarrow j$</td>
<td>$i \begin{bmatrix} g &amp; \cdots &amp; -g \ \vdots &amp; \ddots &amp; \vdots \ -g &amp; \cdots &amp; g \end{bmatrix}$</td>
</tr>
<tr>
<td>Capacitor</td>
<td>$i \rightarrow C \rightarrow j$</td>
<td>$i \begin{bmatrix} C &amp; \cdots &amp; -C \ \vdots &amp; \ddots &amp; \vdots \ -C &amp; \cdots &amp; C \end{bmatrix}$</td>
</tr>
<tr>
<td>Inductor</td>
<td>$i \rightarrow L \rightarrow j$</td>
<td>$i \begin{bmatrix} 0 &amp; \cdots &amp; 0 &amp; 1 \ \vdots &amp; \ddots &amp; \vdots &amp; \vdots \ 0 &amp; \cdots &amp; 0 &amp; -1 \ l_L &amp; \cdots &amp; -1 &amp; -sL \end{bmatrix}$</td>
</tr>
<tr>
<td>Current Source</td>
<td>$i \rightarrow J \rightarrow j$</td>
<td>$i \begin{bmatrix} J \ \vdots \end{bmatrix}$</td>
</tr>
<tr>
<td>Voltage Source</td>
<td>$i \rightarrow E \rightarrow j$</td>
<td>$i \begin{bmatrix} 0 &amp; \cdots &amp; 0 &amp; 1 \ \vdots &amp; \ddots &amp; \vdots &amp; \vdots \ 0 &amp; \cdots &amp; 0 &amp; -1 \ l_E &amp; \cdots &amp; -1 &amp; 0 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Figure 2.1: Few basic circuit elements and their stencils

work point where two or more electrical elements are connected. Each electrical element of $m$ ports is assigned a stamp (stencil) which defines how this element would affect various node voltages and/or branch currents. Figure 2.1 presents stencil information for basic electrical elements [5].
2.1.1 Linear Networks

Linear networks with frequency-independent elements take on the following form of equations:

\[
\begin{align*}
C\dot{x}(t) &= -Gx(t) + Bu(t) \\
Y(t) &= L^T x(t) + Du(t)
\end{align*}
\]  

(2.1)

where \(x(t) \in \mathbb{R}^N\) is a vector of network unknown node voltages and branch currents of inductors and voltage sources. \(G\) and \(C \in \mathbb{R}^{N \times N}\) are constant matrices and contain stamps of the memoryless and memory elements, respectively. \(u(t) \in \mathbb{R}^m\) contains waveform information of independent current sources and voltage sources. Matrices \(B, L,\) and \(D\) are in \(\mathbb{R}^{N \times m}, \mathbb{R}^{N \times n},\) and \(\mathbb{R}^{n \times m}\) respectively.

The system in (2.1) could be rewritten, assuming zero initial conditions, in frequency domain as:

\[
\begin{align*}
scX(s) &= -GX(s) + BU(s) \\
Y(s) &= L^T X(s) + DU(s)
\end{align*}
\]  

(2.2)

Several techniques have been employed to solve the system of equations defined in (2.1). Those techniques make use of numerically computed derivative information to extrapolate the value of the next time point in the vicinity of the current point of time. In electronic circuits, it is not unusual to have \(C\) to be a sparse matrix leading to a simultaneous sets of algebraic and differential equations known as Differential Algebraic Equations (DAE). However, numerical integration of DAE’s suffers from instability and inaccuracy issues. An integration formulae is stable if no errors accumulates over time and is accurate if local truncation error is low.

Solution of frequency-domain set of equations defined in (2.2) is straightforward matter. In fact, SPICE-like programs make use of the fact that the system matrix \((G + scB)\) is sparse to re-
duce the computation burden at every frequency point of the solution. Normally, Lower/Upper decomposition (L/U) is performed on the system matrix for a given frequency point. The solution is found by performing a forward and a backward substitutions. The complexity order of L/D is of $\Omega(N^\alpha)$, and $\alpha = 1.1 - 1.5$ depending on the sparsity pattern of the system matrix. This is a better performance compared to matrix inversion which is of order $\Omega(N^3)$. The order of forward/backward substitution is $\Omega(N^2)$. Another category exists that computes the solution for these systems iteratively without matrix decomposition [26]. Those iterative techniques are memory-wise efficient and produce relatively accurate solutions. The cost of matrix-vector multiplication for dense matrices is comparable to the cost of a forward/backward substitutions and is much smaller in case of sparse matrices. However, the number of iterations to reach a solution point is variable and depends on the stiffness of the problem at hand.

2.1.2 Nonlinear Networks

Modified Nodal Analysis can also describe nonlinear networks where the vector of unknowns is appended by extra variables that describe the current/charge/flux flowing through nonlinear elements. The network equation takes on the following form:

$$
\mathbf{C}\dot{\mathbf{x}}(t) = -\mathbf{G}\mathbf{x}(t) + \mathbf{B}\mathbf{u}(t) - \mathbf{f}(\mathbf{x}(t)) \\
\mathbf{y}(t) = \mathbf{L}^T\mathbf{x}(t) + \mathbf{D}\mathbf{u}(t)
$$

(2.3)

where $\mathbf{f}(\mathbf{x}(t))$ is a vector of functions that describes various nonlinear relations of nonlinear elements.

Nonlinear networks could be described as given in (2.3) in time domain only. Integration formula need to be applied as in their counterparts define in (2.1). However, at every time point, computation of the solution at the current time point involves solving the nonlinear
equations along with the the integral equations. Newton-Raphson (NR) techniques are widely used to solve the nonlinear network at every time point. For ideal cases, NR has a quadratic convergence criterion which makes it approach the solution point in few number of steps. However, if the initial (guess) point is not well chosen or the function has a zero of order higher than one, NR will fail to reach the solution point. In the first case, it will suffer from indefinite oscillations and in the latter case it will abort due to a divide-by-zero error. A remedy exists to avoid the divide-by-zero case where the function divided by its first derivative replaces the original function. This remedy is easily perceivable for one dimension function as the zero order is reduced to one.

**Example 1**

Figure 2.2 shows a linear circuit with some basic electrical components. This circuit is described using MNA formulation as follows:

$$ Gx(t) + C\dot{x}(t) = Bu(t) $$

where the constituent matrices take on the following formats:
\[ G = \begin{bmatrix}
    g_1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
    0 & g_2 & -g_2 & 0 & 0 & -1 & 0 & 0 \\
    0 & -g_2 & g_2 + g_4 & 0 & -g_4 & 0 & 0 & 1 \\
    0 & 0 & 0 & g_3 & 0 & 0 & 0 & -1 \\
    0 & 0 & 0 & -g_4 & 0 & g_4 & 0 & 1 \\
    1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
    0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 
\end{bmatrix} ,
\]

\[ C = \begin{bmatrix}
    0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & C_1 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & -L_1 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & -L_2 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix} ,
\]

\[ \mathbf{B}(t) = \begin{bmatrix}
    1 & 0 \\
    0 & 0 \\
    0 & 0 \\
    0 & 0 \\
    0 & 0 \\
    0 & 1 
\end{bmatrix} , \quad \mathbf{u}(t) = \begin{bmatrix}
    5 \cos(\omega t + 45) \\
    10 \cos(\omega t + 30) 
\end{bmatrix} , \text{and } \mathbf{x}(t) = \begin{bmatrix}
    v_1(t) \\
    v_2(t) \\
    v_3(t) \\
    v_4(t) \\
    v_5(t) \\
    I_{L_1}(t) \\
    I_{L_2}(t) \\
    I_E(t) 
\end{bmatrix} \]
Example 2

Equations governing nonlinear electrical elements could be augmented into MNA formulation. Figure 2.3 shows a simple circuit with nonlinear capacitor. This circuit could be described using MNA formulation with constituent matrices that look as follow:

\[
\mathbf{G} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & g & 0 \\ 0 & 0 & -1 \end{bmatrix}, \quad \mathbf{C} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & C & -1 \\ 0 & 0 & 0 \end{bmatrix}, \quad \mathbf{B}(t) = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix},
\]

\[
\mathbf{u}(t) = \begin{bmatrix} I \end{bmatrix}, \quad \mathbf{x}(t) = \begin{bmatrix} v_1(t) \\ v_2(t) \\ Q(t) \end{bmatrix}, \quad \text{and } \mathbf{f}(\mathbf{x}(t)) = \begin{bmatrix} 0 \\ 0 \\ f(v_1(t) - v_2(t)) \end{bmatrix}
\]

2.2 Model-Order Reduction for Linear Networks

Model-Order Reduction finds an approximate system that behaves the same as the original system in the proximity of an expansion point in the frequency domain. The idea is simple; although system transfer function has many driving moments, only few of them have the substantial effect on the output waveforms. Abstracting original system to another reduced-order system that has only these dominant moments would result in accountable error [27], [28]. This error could be perceived up to certain simulation time/frequency. As will be seen in the next subsections, increasing the simulation time or frequency would increase the error asso-
associated with the reduced-order system. Algorithms that find the approximate system could be divided into two categories; explicit moment matching and implicit moment matching.

### 2.2.1 Explicit Moment Matching

Explicit Moment Matching (EMM) expands the system\(^3\) transfer function at the vicinity of a desired frequency point. Consider, for example, the single-input single-output (SISO) system transfer function represented by its Taylor series expansion as:

\[
h(s) = m_0 + m_1(s - s_o) + m_2(s - s_o)^2 + \cdots + m_i(s - s_o)^i + \cdots
\]  

(2.4)

where \(s\) is the complex frequency, \(m_i = \frac{1}{i!} \frac{dh(s)}{ds} \big|_{s=s_o}\) is the \(i^{th}\) moment (scaled derivative), and \(s_o\) is the expansion point. However, the above expansion (2.4) does not capture the highly nonlinear nature of the transfer function. It was suggested that Padé approximation, with its pole-capture capability, would be a better representation of the system response. In Padé approximation, system transfer function is to be approximated by a rational function of the form:

\[
P(L, M) = \frac{N_L(s)}{D_M(s)}
\]  

(2.5)

where \(N_L(s)\) and \(D_M(s)\) are polynomial functions (of \(s\)) of order \(L, M\) respectively. \(L\) and \(M\) are free variables and are chosen relevant to problem at hand.

It is desired that frequency response of the original system defined in (2.4) matches the frequency response of system defined in (2.5). This can be formulated as the following system

\(^3\)Single-Input Single-Output (SISO) systems are meant here or in general case port-to-port transfer function would be used
of equations:

\[
  h(s) = \frac{a_0 + a_1(s - s_o) + a_2(s - s_o)^2 + \cdots + a_L(s - s_o)^L}{1 + b_1(s - s_o) + b_2(s - s_o)^2 + \cdots + b_M(s - s_o)^M}
  = m_0 + m_1(s - s_o) + m_2(s - s_o)^2 + \cdots + m_{L+M}(s - s_o)^{L+M}
\] (2.6)

The solution of the above system could be evaluated by cross-multiplying opposite sides and grouping coefficients of similar powers of \( s \). Solving for these coefficients would result in the following system:

\[
  \begin{bmatrix}
    m_{L-M+1} & m_{L-M+2} & \cdots & m_L \\
    m_{L-M+2} & m_{L-M+3} & \cdots & m_{L+1} \\
    \vdots & \vdots & \ddots & \vdots \\
    m_L & m_{L+1} & \cdots & m_{L+M-1}
  \end{bmatrix}
  \begin{bmatrix}
    b_M \\
    b_{M-1} \\
    \vdots \\
    b_1
  \end{bmatrix}
  =
  -
  \begin{bmatrix}
    m_{L+1} \\
    m_{L+2} \\
    \vdots \\
    m_{L+M}
  \end{bmatrix}
\] (2.7)

After solving systems of Equations (2.7), \( b_i \) coefficients will be known, \( a_i \) could be obtained as follows:

\[
  a_0 = m_0
  a_1 = m_1 + b_1 m_0
  a_2 = m_2 + b_1 m_1 + b_2 m_0
  \vdots
  a_i = m_i + \sum_{j=1}^{\min(i,M)} b_j m_{i-j}
\] (2.8)

where \( i = 0, 1, 2, \ldots, L \).

The process of finding \( a_i \)'s and \( b_i \)'s of SISO system transfer function is of order \( \Omega(\max(M^3, L^2)) \). However, for multi-port network of multiple transfer functions, the order of finding a Padé ap-
proximation is equivalent to finding the DC solution point of the original system [1] which remains a low overhead.

Identification of $m_i$'s is straightforward. Consider the linear and time-invariant system of equations defined in (2.2) whose system transfer function could be devised to be:

$$Y(s) = L^T(G + sC)^{-1}B$$  \hspace{1cm} (2.9)

Expansion of (2.9) using Taylor expansion around $s_0$ and comparing similar power of $s$ would yield $m_i$'s as follows:

$$Y(s) = L^T(I_N + sG^{-1}C)^{-1}G^{-1}B$$

$$= L^T(R + sAR + s^2A^2R + \ldots + s^iA^iR + \ldots)$$  \hspace{1cm} (2.10)

and hence,

$$M_0 = R$$

$$M_1 = AM_0$$

$$\vdots$$

$$M_i = A^iM_0$$  \hspace{1cm} (2.11)

where $M_i$ represents the $i^{th}$ block moment of the network.

One of the major drawbacks of EMM is seen in Equation (2.11) where the system matrix $A$ is raised to power $i$. As the power increases, the resultant matrix $A^i$ becomes ill-conditioned and the vector space spanned becomes a single line coinciding with the eigenvector of the largest absolute eigenvalue. Experiments had shown that matrix $A^i$ becomes ill-conditioned for $i > 10$ [1]. A remedy that cleverly addresses this issue is CFH algorithm where multiple expansion point are presumed to approximate the original system [29], [30].
Another problem of EMM is that it can not easily be incorporated into time-domain representation. For complex systems where m-to-n transfer functions exist, it is desirable to have common pole set for off-diagonal transfer functions. This problem is addressed in [31], [32], where common pole set is defined for off-diagonal transfer functions.

Another problem that EMM suffers from is that Padé approximation by definition does not warrant the passivity of the original passive network. Loss of passivity can produce unstability in the reduced-order model when it is connected with other systems leading to numerically oscillating waveforms. This problem hinders the use of EMM as defined above.

2.2.2 Implicit Moment Matching

Implicit Moment Matching (IMM) techniques have gained more interest due to their inherent abilities to overcome shortcomings of EMM techniques. The basic idea of IMM techniques relies on eliminating the uncontrollable and unobservable states of system transfer functions. We consider the SISO system presented earlier and whose transfer function was described by (2.4) as a way of illustrating the underlying concept behind IMM. It can be shown that such a transfer function can be expressed in the following diagonal form:

\[
\dot{x} = \mathcal{T}^{-1} \mathcal{A} \mathcal{T} x + \mathcal{T} Bu = \begin{bmatrix} \lambda_1 & & \\ & \ddots & \\ & & \lambda_n \end{bmatrix} x + \begin{bmatrix} \hat{b}_1 \\ \vdots \\ \hat{b}_n \end{bmatrix} u \\

y = L^T \mathcal{T} x = \begin{bmatrix} \hat{l}_1 & \cdots & \hat{l}_n \end{bmatrix} x
\]

(2.12)

where \( \mathcal{T} \) is the matrix of eigenvectors of the system matrix. Figure 2.4 shows a block diagram realization for the system defined in (2.12).

Kalman’s controllability and observability principles showed that uncontrollable and un-
observable states could be eliminated without affecting the system transfer function. A state \( i \) is uncontrollable when \( \hat{b}_i \) is equal to zero and is unobservable when \( \hat{i}_i \) is equal to zero. In addition to those states that are completely uncontrollable or unobservable, "weakly" controllable\(^4\) and weakly observable\(^5\) states can also be eliminated without compromising the accuracy of the original system. The key idea in model-order reduction is to identify those uncontrollable, unobservable, weakly controllable, or weakly observable states and eliminate those states.

One way for the elimination of [weakly] uncontrollable and [weakly] unobservable states could be achieved by the following transformation:

\[
\begin{align*}
\dot{x} &= \underbrace{\mathcal{T}^{-1}_{\text{upper}} \mathbf{A} \mathcal{T}_{\text{left}} \hat{x}}_{\hat{A}} + \underbrace{\mathcal{T}^{-1}_{\text{upper}} \mathbf{B} u}_{\hat{B}} \\
y &= \underbrace{L^T \mathcal{T}_{\text{left}} \hat{x}}_{\hat{L}^T x}
\end{align*}
\]

(2.13)

where \( \mathcal{T}_{\text{left}} \) and \( \mathcal{T}^{-1}_{\text{upper}} \) are rectangular matrices with sizes \((n \times q)\) and \((q \times n)\), respectively.

\(^4\)state \( i \) is weakly controllable iff \( \hat{b}_i \) is negligibly small

\(^5\)similarly, state \( i \) is weakly observable iff \( \hat{i}_i \) is negligibly small
It should be obvious by now that the size of the reduced system is \( q \), and the MOR algorithm is successful if it can retain the \( q \) most controllable and observable states, while \( q \ll n \).

To achieve that goal the column space of the matrix \( \mathbf{T}_{\text{left}} \) must span the column space of the \( q \) leading eigenvectors of the system matrix\(^6\) \( \mathbf{A} \) i.e. the first \( q \) columns in the matrix \( \mathbf{T} \) whereas the rows in \( \mathbf{T}_{\text{upper}}^{-1} \) should span the corresponding first \( q \) rows of the \( \mathbf{T}^{-1} \). Vector \( \hat{x} \in \mathbb{R}^{q\times1} \) represents those states corresponding to the most controllable and observable states.

The above operation mathematically defines a projection operation where the original system is projected onto a space (spaces)\(^7\) defined by \( \mathbf{T}_{\text{left}} \) (and \( \mathbf{T}_{\text{upper}}^{-1} \)). Computational burden here reduces to computing only \( 2q \) vectors of dimension \( n \), the columns of \( \mathbf{T}_{\text{left}} \) and rows of \( \mathbf{T}_{\text{upper}}^{-1} \). This is in essence a significant saving over the system defined in (2.12) as the whole matrix \( \mathbf{T} \) need not be computed. It is worth noting that matrices \( \mathbf{T}_{\text{left}} \) and \( \mathbf{T}_{\text{upper}}^{-1} \) are biorthogonal matrices (\( \mathbf{T}_{\text{left}} \times \mathbf{T}_{\text{upper}}^{-1} = \mathbf{I} \)).

Central to the issues related to MOR is the procedure used to compute the transformation operators \( \mathbf{T}_{\text{left}} \) and \( \mathbf{T}_{\text{upper}}^{-1} \). In the context of systems that arise from large linear circuits, Krylov subspace methods have been widely adopted due to their computational efficiency. Recall that for linear circuits, a system is usually described using MNA formulation as shown in (2.2). If we denote the left and right operator matrices by \( \mathbf{P} \) and \( \mathbf{Q} \), the reduced system in that case can be written as follows:

\[
\begin{align*}
\mathbf{P}^T \mathbf{Q} \dot{\hat{x}} &= \mathbf{P}^T \mathbf{G} \hat{x} + \mathbf{P}^T \mathbf{B} u \\
\dot{\hat{y}} &= \mathbf{L}^T \mathbf{Q} \hat{x} \\
y &= \mathbf{L}^T \hat{x}
\end{align*}
\]  

(2.14)

where \( \mathbf{P} \) and \( \mathbf{Q} \) are projection operators of size \( N \times q \), with typically \( q \ll N \).

\(^6\)The leading eigenvectors here refer to those eigenvectors associated with the eigenvalues having the largest absolute values

\(^7\)as will be seen later, two different matrices could be used in the projection process
The matrices $\mathcal{P}$ and $\mathcal{Q}$ used to reduce the circuit are chosen as orthogonal bases for the Krylov subspaces defined by the system matrices. Generally, a Krylov subspace associated with a matrix $\mathcal{A}$ and vector $\mathcal{B}$ and order $q$ is defined as:

$$K_q(\mathcal{A}, r) = \text{span}\{r, \mathcal{A}r, \mathcal{A}^2r, \ldots, \mathcal{A}^{q-1}r\}$$  

(2.15)

where $\mathcal{A}$ is a constant matrix of size $N \times N$, $r$ is a constant vector of size $N$, and $q$, an integer greater than zero, defines the Krylov subspace dimension.

In this context $\mathcal{P}$ and $\mathcal{Q}$ are taken as bases for the following Krylov subspaces:

$$\mathcal{Q} = \text{Column Span}[K_q(\mathcal{A}_Q, r_Q)]$$  

(2.16)

$$\mathcal{P} = \text{Column Span}[K_q(\mathcal{A}_P, r_P)]$$  

(2.17)

where $\mathcal{A}_Q = \mathcal{G}^{-1}\mathcal{C}$, $\mathcal{A}_P = \mathcal{G}^{-T}\mathcal{C}^T$, $r_Q = \mathcal{G}^{-1}\mathcal{B}$, and $r_P = \mathcal{G}^{-T}\mathcal{L}$.

In addition to preserving the $q$ most controllable and observable states in the system, this particular choice for $\mathcal{P}$ and $\mathcal{Q}$ preserves at least the first $q$ moments of the original system. This property is crucial in guaranteeing the accuracy of subsequent circuit simulation since it makes the frequency domain behavior of the reduced system almost indistinguishable from that of the original system.

More precisely, if we use $\hat{m}_i$ to denote the $i^{th}$ moment of the transfer function of the reduced system (1.3) and (1.4) while we let $m_i$ be the moment of the transfer function of the original system, then it can be shown that the sufficient condition to have

$$\hat{m}_i = m_i$$  

(2.18)

where $0 < i < k$ for some $k$, is that $\mathcal{Q}$ and $\mathcal{P}$ span the Krylov subspaces $K_q(\mathcal{A}_Q, r_Q)$ and
$K_q(\mathbf{A}_r, r_p)$ respectively. Appendix A provides a proof to the above statement for the general system of Multi-Input Multi-Output (MIMO) ports.

The moment matching property mentioned above is the main reason that Krylov subspace techniques are being classified as Implicit-Moment Matching, since matching the moments comes as a by-product of the projection operation and not as an explicit procedure that aims at calculating those moments as in (2.6).

If $\mathcal{P}$ and $\mathcal{Q}$ are chosen as above such that the reduced system matrix $\hat{\mathbf{A}}$ is nonsingular, the technique is called two-sided process while if one matrix is chosen as above and the other is chosen arbitrarily such that the system matrix is nonsingular, the process is called one-sided process. One-sided process matches $q$ moments of the output waveforms and provides better approximation of the system states trajectory. On the other hand, two-sided process has the advantage of matching $2q$ moments of the output waveform. Unlike the one-sided process, a two-sided process does not provide an accurate trajectory of the system states [27].

The following subsections present three techniques to compute the projection operator $\mathcal{P}$ and $\mathcal{Q}$. These techniques essentially rely on the Modified-Gram-Schmidt (MGS) orthogonalization process to compute those operators. However, given that the columns of the Krylov subspace are recursively related through matrix $\mathbf{A}$, the MGS can be modified to take advantage of this recursive relation.

This modification ultimately results in two processes known as the Arnoldi in case of one-sided process or the Lanczos in case of two-sided process [27], [33]. It has been shown that both of these processes have superior numerical accuracy over the classical MGS since they do not require computing the columns of the Krylov subspace a priori.
[One-Sided] Arnoldi Process

In one-sided Arnoldi process, one projection operator is generated, namely matrix $Q$, as defined in (2.16). Matrix $P$ could be chosen arbitrarily, however it is not uncommon to choose matrix $P$ the same as matrix $Q$. Figure 2.5 depicts the Arnoldi algorithm which makes use of modified Gram-Schmidt (MGS) orthogonalization techniques. The projection operator $Q$ generated in this process is orthonormal operator [34].

$$Q^T Q = I$$  \hspace{1cm} (2.19)

<table>
<thead>
<tr>
<th>Algorithm 1: Computing $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>input:</strong> $G, C, L, B, q$</td>
</tr>
<tr>
<td><strong>output:</strong> $Q$</td>
</tr>
<tr>
<td><strong>begin</strong></td>
</tr>
<tr>
<td>1 Solve: $Gq_0 = B$</td>
</tr>
<tr>
<td>2 $q_0 \leftarrow \frac{q_0}{|q_0|}$</td>
</tr>
<tr>
<td>4 for $m \leftarrow 1$ to $q - 1$ do</td>
</tr>
<tr>
<td>5 Solve: $Gq_m = Cq_{m-1}$</td>
</tr>
<tr>
<td>6 for $v = 0$ to $m - 1$ do</td>
</tr>
<tr>
<td>7 $h \leftarrow q_v^T q_m$</td>
</tr>
<tr>
<td>8 $\tilde{q}_m \leftarrow \tilde{q}_m - q_v h$</td>
</tr>
<tr>
<td>9 $q_m \leftarrow \frac{\tilde{q}_m}{|\tilde{q}_m|}$</td>
</tr>
<tr>
<td><strong>return $Q$</strong></td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
</tbody>
</table>

Figure 2.5: Pseudo-code description of the Arnoldi process

Lanczos Process

Lanczos process defines two projection operators as defined in (2.16) and (2.17). These two operators are biorthonormal operators, i.e.

$$P^T Q = I$$  \hspace{1cm} (2.20)
Figure 2.6 presents a modified algorithm to compute the projection operators [35], [36], [37]. This algorithm also makes use of the modified Gram-Schmidt process and has a better numerical performance when compared to the original one.

Algorithm 2: Computing $\mathcal{P}$, $\mathcal{Q}$

```
input: $\mathcal{G}$, $\mathcal{C}$, $L$, $B$, $q$
output: $\mathcal{P}$, $\mathcal{Q}$

begin

$\mathbf{A} \leftarrow \mathcal{G}^{-1}\mathcal{C}$

$\mathbf{P}_0 = \frac{\text{sign}(L^TB)B}{\sqrt{|L^TB|}}$

$\mathbf{Q}_0 = \frac{L}{\sqrt{|L^TB|}}$

for $m \leftarrow 1$ to $q - 1$ do

$\tilde{\mathbf{p}}_m \leftarrow \mathbf{A}\mathbf{P}_{m-1}$

$\tilde{\mathbf{q}}_m \leftarrow \mathbf{A}^T\mathbf{Q}_{m-1}$

for $v = 0$ to $m - 1$ do

$h1 \leftarrow \tilde{\mathbf{p}}_m^T\mathbf{q}_v$

$\hat{\mathbf{p}}_m \leftarrow \tilde{\mathbf{p}}_m - p_v h1$

$h2 \leftarrow \tilde{\mathbf{q}}_m^T\mathbf{p}_v$

$\hat{\mathbf{q}}_m \leftarrow \tilde{\mathbf{q}}_m - q_v h2$

$\mathbf{P}_m = \frac{\text{sign}(\hat{\mathbf{p}}_m^T\hat{\mathbf{q}}_m)\hat{\mathbf{p}}_m}{\sqrt{\hat{\mathbf{p}}_m^T\hat{\mathbf{q}}_m}}$

$\mathbf{Q}_m = \frac{\hat{\mathbf{q}}_m}{\sqrt{\hat{\mathbf{p}}_m^T\hat{\mathbf{q}}_m}}$

end

return $\mathcal{P}$, $\mathcal{Q}$
```

Figure 2.6: Pseudo-code description of the Lanczos process

Two-Sided Arnoldi Process

This process although it defines two projection operators according to (2.16) and (2.17), each projection operator is not tangled with the other projection operator as in Lanczos process. Each operator is an orthonormal operator and is a direct result of applying one-sided Arnoldi (shown in Figure 2.5) process. The authors in [27] show that two-sided Arnoldi process has a better performance over both Lanczos and one-sided Arnoldi processes.
2.2.3 Passivity Consideration

Passivity is an important property that needs to be preserved in the resulting reduced order model. The reason for that, non-passive systems can become unstable under different loading conditions. This instability can introduce artificial numerical oscillation during transient simulation.

In the PRIMA algorithm [13], [38] it was proved that one-sided process, in which $P = Q^T$ can guarantee the passivity of the reduced system. Due to this desirable feature, the Arnoldi process has been adopted in this thesis as the main tool to reduce the linear circuits.
Chapter 3

Sensitivity Analysis

In this chapter, we present background information on different approaches to computing sensitivity information. The term "sensitivity analysis" usually refers to computing the derivative of one or more network responses w.r.t. one or more network design parameters. Derivation of sensitivity information could be categorized in two main categories; Adjoint Sensitivity analysis and Direct Differentiation analysis. This chapter describes the concepts behind these two approaches and illustrates their applications in computing both time- and frequency-domain sensitivities.

3.1 Adjoint Sensitivity Analysis

In adjoint sensitivity analysis, sensitivity information is obtained by considering the simulation of two networks:

- The first network is the original network. Response of this network either in the frequency domain or time domain is obtained as a part of the initial simulation phase.

- The second network, known as the adjoint network, is derived from the original network
through some well-known techniques e.g. [5].

Both of these networks are simulated for specific frequency/time range and sensitivity information is obtained based on the results of these simulations.

Adjoint sensitivity is favored in CAD framework for its inherent ability of computing the sensitivity information using only the above two system solutions regardless of the number of the design parameters. However, this information is computed for only one or few targeted network waveforms.

3.1.1 Frequency-Domain Adjoint Sensitivity

Adjoint sensitivity in frequency domain tackles sensitivity information of circuits having linear elements only. As illustrated in chapter 2, any linear circuit can be described in frequency domain using the MNA formulation as follows:

\[(G_{\pi_i}(\lambda_{i,j}) + sC_{\pi_i}(\lambda_{i,j}))X_{\pi_i}(s, \lambda_{i,j}) = BU_{\pi_i}(s)\]  \hspace{1cm} (3.1)

where the subscript \(\pi_i\), (with \(i\) assumed being an index \(i = 1, \ldots N\)) has been appended to each term in (3.1) to emphasize that the linear circuit can be embedded as a linear subnetwork in a larger network, which contain similar/dissimilar \(N - 1\) linear circuits. This notation will be beneficial in later chapters where the main contribution of the thesis will be presented. \(\lambda_{i,j}\) in (3.1) refers to the \(j^{th}\) parameter, for which the sensitivity information is to be computed, of network \(\pi_i\), and \(s\) is the Laplace variable.

In order to compute the sensitivity information for a variable \(V\) of subnetwork \(\pi_i\), we opt to write this variable \(V\) as follows:

\[V = d^T X_{\pi_i}(s, \lambda_{i,j})\]  \hspace{1cm} (3.2)
where $d^T$ is a selector vector that has unity in the location corresponding to network variable $V$ and zeros otherwise. The sensitivity of $V$ w.r.t. $\lambda_{i,j}$ could be obtained by differentiating (3.2) as follows:

$$\frac{\partial V}{\partial \lambda_{i,j}} = -d^T A^{-1} \frac{\partial A}{\partial \lambda_{i,j}} X(s, \lambda_{i,j})$$

(3.3)

where $A = G_{\pi_i}(\lambda_{i,j}) + sC_{\pi_i}(\lambda_{i,j})$.

Computation of the Equation (3.3) could be divided into three terms; two of which are independent of any differentiation w.r.t. the sensitivity parameter $\lambda_{i,j}$. The first term is the term on the right of the right-hand side of (3.3). This term represents the result of the frequency-domain analysis performed on the original network at frequency $\omega$, $s = 2\pi j \omega$, and its computation involves one L/U decomposition of the matrix $A$ and one F/B substitution with the vector $BU_{\pi}(s)$. The other term is $X_a$ and is usually known as the adjoint variable. Such a term can be obtained through solving the following system:

$$A^T X_a(s, \lambda_{i,j}) = d$$

(3.4)

To solve for $X_a$, one usually needs to perform L/U decomposition of the matrix $A^T$ followed by a F/B substitution with vector $d$. However, given that the L/U factors of the matrix $A$ are already computed beforehand during the frequency-domain analysis phase, and since $A^T = (LU)^T = UT L^T$, then $X_a$ can be obtained through an additional F/B substitution using the matrices $U^T$ and $L^T$ and the vector $d$. Thus, the total cost incurred to compute the sensitivity information w.r.t. one variable is one L/U factorization, two F/B substitution, matrix-vector multiplication, and vector-vector multiplication. The dominant factor would be of order $O(N^2)$ which results from the additional F/B substitution. However, for subsequent parameters, the incurred computations per parameter boils down to one F/B substitution, matrix-vector multiplication, and vector-vector multiplication. The latter cost offers greater savings in terms of
computation time, however, the order of the computation has not changed.

### 3.1.2 Time-Domain Sensitivity

The concept of adjoint sensitivity analysis is also applicable to time domain sensitivity computation. Here, the objective is to compute the sensitivity (derivatives) of a network variable(s) (or an objective or cost function defined in terms of these network variables) over a period of time that extends from $t = 0$ to, say $t = t^*$. To simplify the presentation, assume that our goal is to compute such a derivative for a single network variable, in a nonlinear network, $\theta_i$, described by the following equations:

$$
\mathbf{C}_{\theta_i} \dot{\mathbf{x}}_{\theta_i}(t) + \mathbf{G}_{\theta_i} \mathbf{x}_{\theta_i}(t) + \mathbf{f}_{\theta_i}(\mathbf{x}_{\theta_i}(t)) = \mathbf{B}_{\theta_i} \mathbf{u}_{\theta_i}(t)
$$

(3.5)

Let $\lambda_{i,j}$ stand for the design parameter in $\theta_i$, with $j = 1, \ldots, k$ and denote the network variable whose sensitivity (derivatives) w.r.t. all $\lambda_{i,j}$ is described by $\mathbf{x}_{\theta_i,j}(t)$ and assume that it appears in the $l$th component in $\mathbf{x}_{\theta_i}(t)$, the time-dependent vector for all network variables in $\theta_i$. Hence, $\mathbf{x}_{\theta_i,j}(t)$ can be written as:

$$
\mathbf{x}_{\theta_i,j}(t) = \mathbf{d}^T \int_0^t \dot{\mathbf{x}}_{\theta_i}(z) dz
$$

(3.6)

The above integral is evaluated such that $\mathbf{x}_{\theta_i}(t), \dot{\mathbf{x}}_{\theta_i}(t)$ satisfy the network constitutive equations given in (3.5). This leads to the following Lagrangian function $L$:

$$
L(t) = \mathbf{d}^T \dot{\mathbf{x}}_{\theta_i}(t) + \mu^T(t) \left( \mathbf{C}_{\theta_i} \dot{\mathbf{x}}_{\theta_i}(t) + \mathbf{G}_{\theta_i} \mathbf{x}_{\theta_i}(t) + \mathbf{f}_{\theta_i}(\mathbf{x}_{\theta_i}(t)) - \mathbf{B}_{\theta_i} \mathbf{u}_{\theta_i}(t) \right)
$$

(3.7)

where $\mu(t)$ is a vector of Lagrange multipliers and superscript $T$ denotes the transpose opera-
tion. Hence, \( \partial x_{\theta, l}(t) / \partial \lambda_{i,j} \) is given by:

\[
\frac{\partial x_{\theta, l}(t)}{\partial \lambda_{i,j}} = \frac{\partial}{\partial \lambda_{i,j}} \int_0^t L(z) dz
\]  

(3.8)

Differentiating (3.8) and rearranging the integral would result in\(^1\):

\[
\frac{\partial x(t)}{\partial \lambda} = \int_0^t \left\{ (d^T + \mu^T c) \frac{\partial \dot{x}}{\partial \lambda} + \mu^T \left( \frac{\partial c}{\partial \lambda} \dot{x} + \frac{\partial g}{\partial \lambda} x + g \frac{\partial x}{\partial \lambda} + \frac{\partial f(x)}{\partial \lambda} + \frac{\partial f(x)}{\partial x} \frac{\partial x}{\partial \lambda} \right) \right\} dz
\]

(3.9)

Now we define a boundary point in time at \( t = t^* \) where the integral defined in Equation (3.9) is evaluated. The evaluation could be computed by integrating the first part which is dependent on \( \partial x(t) / \partial \lambda \) yields the following set of equations:

\[
\frac{\partial x(t)}{\partial \lambda} \bigg|_{t=t^*} = \left. \left( (d^T + \mu^T c) \frac{\partial x}{\partial \lambda} \right) \right|_0^{t^*} + \int_0^{t^*} \mu^T \left( \frac{\partial c}{\partial \lambda} \dot{x} + \frac{\partial g}{\partial \lambda} x + \frac{\partial f(x)}{\partial \lambda} \right) dz + \int_0^{t^*} \left\{ \mu^T \left( g + \frac{\partial f(x)}{\partial x} \right) - \frac{d \mu^T}{dz} c \right\} \frac{\partial x}{\partial \lambda} dz
\]

(3.10)

The choice of the Lagrange multiplier \( \mu \) can be made to set the term \( \zeta \) in (3.10) to zero, leading to the following system:

\[
\mu^T \left( g + \frac{\partial f(x)}{\partial x} \right) - \frac{d \mu^T}{dt} c = 0
\]

(3.11)

\(^1\)Subscripts \( \theta, l, i, j \) and the suffixes \( (t) \) and \( (z) \) will be dropped, when they are clearly understood, for the ease of presentation
subject to the terminal condition

\[ d^T + \mu^T(t^*)C = 0 \]  \hspace{1cm} (3.12)

Thus Equation (3.9) reduces to:

\[
\frac{\partial x}{\partial \lambda} = - (d^T + \mu^T(0)C) \frac{\partial x(0)}{\partial \lambda} + \int_0^T \mu^T \left( \frac{\partial C}{\partial \lambda} \dot{x} + \frac{\partial G}{\partial \lambda} x + \frac{\partial f(x)}{\partial \lambda} - \frac{\partial b}{\partial \lambda} \right) dt \]  \hspace{1cm} (3.13)

Hence, the derivative \( \partial x / \partial \lambda \), the desired sensitivity, can be obtained by first integrating (3.5) forward in time to obtain \( x(t) \), and then integrating (3.11) backward in time subject to (3.12) to obtain \( \mu(t) \) and then using both results to obtain the integral in (3.13).

### 3.2 Direct Differentiation Sensitivity Analysis

Sensitivity analysis based on direct differentiation is preferred over adjoint analysis in situations where the circuit designer is interested in the sensitivity of all network variables w.r.t. few design parameters. However, this is typically an unlikely situation, since the goal is usually to compute the sensitivity of few variables that represent important metrics, such as the voltage at a receiver end of a transmission line cable, w.r.t. all design parameters.

As its name implies, direct differentiation operated by taking the derivative of the network
equations in (3.5) w.r.t. a given design parameter \( \lambda \) to obtain:

\[
C \frac{\partial \dot{x}(t)}{\partial \lambda} + \left\{ \mathbf{g} + \frac{\partial \mathbf{f}(x(t))}{\partial x(t)} \right\} \frac{\partial x(t)}{\partial \lambda} = - \left\{ \frac{\partial \mathbf{c}}{\partial \lambda} \dot{x}(t) + \frac{\partial \mathbf{g}}{\partial \lambda} x(t) + \frac{\partial \mathbf{f}(x(t))}{\partial \lambda} \right\} + \frac{\partial \mathbf{b}}{\partial \lambda} \mathbf{u}(t) \Bigg|_{\lambda=0} \tag{3.14}
\]

The solution obtained by integrating the above system gives the desired sensitivity. It is obvious here that in order to compute the sensitivity w.r.t. say \( k \) design parameters, one need to perform \( k \) system analyses similar to (3.14) but with different stimulus vectors on the right hand side.

It is possible to achieve some computational savings by storing the Jacobian matrix information, such as its L/U factors, at the different time points taken during the integration and use them in the analysis of (3.14). However, this in addition to increasing the memory storage demands of the techniques, implicitly assume that the numerical solver used to solve (3.14) will step over exactly the same time points used or encountered during the integration, which is usually highly unlikely since the different stimulus vectors necessitates different time steps to control the local truncation error appropriately [5].

### 3.3 Discussion

This chapter presented a brief review of the two main approaches that can be used to perform sensitivity analysis in both frequency domain and time domain, namely adjoint-based and direct differentiation, and illustrated the advantages/disadvantages in both approaches. The focus of this thesis, however, is on employing the adjoint-based approach to compute the time-domain sensitivity of circuits in which one or more linear subnetworks are being described by a projection-based MOR algorithm such as ones described in Section 2.2.2.
Equations (3.13) and (3.14) clearly show that, whether an adjoint-based or a direct differentiation technique is being adopted as the sensitivity computation approach, both approaches require prior knowledge of the derivative of the system matrices $G$ and $C$ w.r.t. the design parameter $\lambda$. As the next chapter will demonstrate, this requirement poses a peculiar difficulty in the situation where MOR has been applied on a linear subnetwork within the circuit, if the design parameter $\lambda$ is a parameter within this subnetwork.
Chapter 4

Sensitivity Analysis Using Model-Order Reduction

This chapter examines the application of the concept of Model-Order Reduction (MOR) to adjoint-based sensitivity analysis. Both time- and frequency-domain adjoint sensitivity using MOR will be discussed. A brief review of the earlier techniques that aimed at combining adjoint sensitivity analysis with MOR will be described. Finally, an emphasis will be placed on the main issue that hinders the application of the adjoint principal in MOR to time-domain sensitivity based on the adjoint method.

4.1 Structure of Networks with Reduced-Order Models

To emphasize the main issues involved in combining MOR with adjoint-based sensitivity analysis, this section considers first a general network which includes some large subnetworks that have been reduced using one of the MOR techniques presented in Chapter 2, such as the PRIMA algorithm. Attempting to apply sensitivity analysis on such a system will highlight the main difficulties encountered therein and will also provide the necessary background on
existing approaches that have been introduced to tackle this problem.

For that purpose, consider a network \( \theta \) which is composed of \( M \) linear subnetworks (denoted here by \( \pi_i \) where \( i = 1, \ldots, M \)) and let \( \phi \) be the subnetwork that contains all lumped linear and nonlinear elements. Assume that each subnetwork \( \pi_i \) is characterized by large order, which typically arises from applying some finite discretization techniques on a microwave device or a distributed element, such as a transmission line. Subnetwork \( \phi \) contains the nonlinear lumped components that could represent inverters, terminating buffers, or driver circuitry.

Figure (4.1) describes a schematic representation for the network \( \theta \), which shows that each subnetwork \( \pi_i \) is interconnected through \( P_{\pi_i} \) ports with the rest of the network. Without loss of generality, each subnetwork \( \pi_i \) is assumed to be represented by a large network of lumped RLC components. Hence the MNA formulation method can be used to describe subnetwork \( \pi_i \) by the following system of differential equations:

\[
G_{\pi_i} x_{\pi_i}(t) + C_{\pi_i} \frac{dx_{\pi_i}(t)}{dt} = B_{\pi_i} u(t) \tag{4.1}
\]

in the time domain, or by the following system of algebraic equations:

\[
G_{\pi_i} X_{\pi_i}(s) + sC_{\pi_i} X_{\pi_i}(s) = B_{\pi_i} U(s) \tag{4.2}
\]
in the frequency domain. Description of the various terms appearing in (4.1) or (4.2) have been presented earlier in Section 2.1.1. The currents at the ports of subnetwork \( \pi_i \) can be obtained using \( \mathbf{B}_{\pi_i} \) as follows:

\[
i_{\pi_i}(t) = \mathbf{B}_{\pi_i}^T \mathbf{x}_{\pi_i}(t)
\]  

(4.3)

Furthermore, assume that MOR using a matrix projection algorithm has been applied to each subnetwork \( \pi_i \), and let \( \hat{\mathbf{G}}_{\pi_i}, \hat{\mathbf{C}}_{\pi_i} \in \mathbb{R}^{q_{\pi_i} \times q_{\pi_i}} \), and \( \hat{\mathbf{B}}_{\pi_i} \in \mathbb{R}^{q_{\pi_i} \times P_{\pi_i}} \) stand for the resulting reduced matrices, i.e.:

\[
\hat{\mathbf{C}}_{\pi_i} = \mathbf{Q}_{\pi_i}^T \mathbf{C}_{\pi_i} \mathbf{Q}_{\pi_i}
\]

\[
\hat{\mathbf{G}}_{\pi_i} = \mathbf{Q}_{\pi_i}^T \mathbf{G}_{\pi_i} \mathbf{Q}_{\pi_i}
\]

\[
\hat{\mathbf{B}}_{\pi_i} = \mathbf{Q}_{\pi_i}^T \mathbf{B}_{\pi_i}
\]  

(4.4)

where \( \mathbf{Q}_{\pi_i} \) is an orthogonal basis that spans the Krylov subspace \( \mathbf{K}_r(\mathbf{G}_{\pi_i}^{-1} \mathbf{C}_{\pi_i}, \mathbf{G}_{\pi_i}^{-1} \mathbf{B}_{\pi_i}) \) with \( r = \left\lfloor \frac{N_{\pi_i}}{q_{\pi_i}} \right\rfloor \) and \( N_{\pi_i} (q_{\pi_i}) \) is the size of the original (reduced) system.

The reduced system in (4.4) can be employed to provide a representation of \( \pi_i \) in the reduced domain. Such a representation will take the following form:

\[
\hat{\mathbf{G}}_{\pi_i} \hat{\mathbf{x}}_{\pi_i}(t) + \hat{\mathbf{C}}_{\pi_i} \frac{d\hat{\mathbf{x}}_{\pi_i}(t)}{dt} = \hat{\mathbf{B}}_{\pi_i} \mathbf{u}(t)
\]

\[
i_{\pi_i}(t) = \hat{\mathbf{B}}_{\pi_i}^T \hat{\mathbf{x}}_{\pi_i}(t)
\]  

(4.5)

in the time domain, or the following algebraic formulation:

\[
\hat{\mathbf{G}}_{\pi_i} \hat{\mathbf{x}}_{\pi_i}(s) + \hat{\mathbf{C}}_{\pi_i} \hat{\mathbf{x}}_{\pi_i}(s) = \hat{\mathbf{B}}_{\pi_i} \mathbf{U}(s)
\]

\[
\mathbf{I}_{\pi_i}(s) = \hat{\mathbf{B}}_{\pi_i}^T \hat{\mathbf{x}}_{\pi_i}(s)
\]  

(4.6)

in the frequency domain. Given that each subnetwork \( \pi_i \) has undergone an MOR process that
resulted in a system similar to the one shown in (4.5) or (4.6), the goal now shifts to finding a global formulation for the entire network $\theta$. The presence of lumped nonlinear elements, however, mandates that the time domain is the natural domain for a global formulation of $\theta$ which can be represented in the following form:

$$
\tilde{\mathbf{G}} \tilde{x}(t) + \tilde{\mathbf{C}} \frac{d\tilde{x}}{dt} + \tilde{f}(\tilde{x}(t)) = \tilde{\mathbf{B}} \tilde{u}(t)
$$

(4.7)

where the matrices $\tilde{\mathbf{G}}$ and $\tilde{\mathbf{C}}$ contain the reduced system matrices $\tilde{\mathbf{G}}_{\pi_i}$, $\tilde{\mathbf{C}}_{\pi_i}$, and $\tilde{\mathbf{B}}_{\pi_i}$ for each subnetwork $\pi_i$, in addition to the contribution of the linear elements of the subnetwork $\phi$. A general form of the structure of those matrices can be described as shown in (4.8):

$$
\tilde{\mathbf{G}} = \begin{bmatrix}
\mathbf{G}_\phi & \mathbf{D}_{\pi_1} \mathbf{B}_{\pi_1}^T & \cdots & \mathbf{D}_{\pi_M} \mathbf{B}_{\pi_M}^T \\
-\mathbf{B}_{\pi_1} \mathbf{D}_{\pi_1}^T & \tilde{\mathbf{G}}_{\pi_1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\mathbf{B}_{\pi_M} \mathbf{D}_{\pi_M}^T & 0 & \cdots & \tilde{\mathbf{G}}_{\pi_M}
\end{bmatrix}
$$

(4.8)

$$
\tilde{\mathbf{C}} = \begin{bmatrix}
\mathbf{C}_\phi & 0 & \cdots & 0 \\
0 & \mathbf{C}_{\pi_1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{C}_{\pi_M}
\end{bmatrix}
$$

where $\mathbf{D}_{\pi_i} \in \mathbb{R}^{N_\phi \times N_{\pi_i}}$ are selector matrices with elements in $\{0, 1\}$ that map the currents at the ports of each subnetwork $\pi_i$ to the space of network variables in $\theta$.

The variables $\tilde{x}(t)$ contain the variables from the MNA formulation of the network $\phi$, in
addition to all other variables used in representing the reduced-order systems, i.e.:

\[
\tilde{x}(t) = \begin{bmatrix}
    x_\phi(t) \\
    \hat{x}_{\pi_1}(t) \\
    \vdots \\
    \hat{x}_{\pi_M}(t)
\end{bmatrix}
\] (4.9)

where \(x_\phi(t)\) collects all MNA variables arising from the subnetwork \(\phi\) and \(\hat{x}_{\pi_i}(t)\) is the internal variables of subnetwork \(\pi_i\) when projected in the reduced domain.

Let \(\tilde{f}(\cdot)\) be a vector whose entries are the nonlinear functions of the nonlinear elements in \(\phi\) and defined as follows:

\[
\tilde{f}(\tilde{x}(t)) = \begin{bmatrix}
    f_\phi(x_\phi(t)) \\
    0 \\
    \vdots \\
    0
\end{bmatrix}
\] (4.10)

where the zero entries result from the absence of nonlinear elements in all the linear subnetworks \(\pi_i\).

Matrix \(\tilde{B}\) is constructed as follows:

\[
\tilde{B} = \begin{bmatrix}
    B_\phi & 0 & \cdots & 0 \\
    0 & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & 0
\end{bmatrix}
\] (4.11)

where \(B_\phi\) is the matrix that represents source-to-port maps in \(\theta\). These sources are assumed to be contained within the subnetwork \(\phi\).
Finally the vector $\tilde{u}$ is obtained in similar manner, i.e.:

$$
\tilde{u}(t) = \begin{bmatrix}
\mathbf{u}_\varphi(t) \\
0 \\
\vdots \\
0
\end{bmatrix}
$$

(4.12)

### 4.2 Sensitivity Analysis for Reduced Systems

Having described the general form expected for the formulation of a network, in which several subnetworks have been represented by reduced models, sets the stage for considering sensitivity analysis. It should be noted that the task of sensitivity analysis has traditionally been considered for classical circuit networks which do not include the networks described by reduced models obtained from projection techniques.

We use $\lambda_{i,j}$ to denote a parameter with respect to which sensitivity is required. The subscript $i$ indicates that $\lambda_{i,j}$ belongs to subnetwork $\pi_i$ and subscript $j$, where $j = 1, \ldots, k_{\pi_i}$, means the $j^{th}$ design parameter within $\pi_i$ is considered. In typical situations, one is usually interested in the sensitivity of a specific variable such as node voltage, in the network $\theta$ or at most few sets of variables. Without loss of generality it will be assumed that sensitivity of a specific variable, denoted here by $V$, is being sought. $V$ can be expressed using the notion of the selector vector, $d$, where $d$ is a vector with only one unity entry and zero otherwise. Using $d$, $V$ can be expressed as:

$$
V = d^T \tilde{x}(t) = \begin{bmatrix}
\mathbf{e}_m^T & 0 & \ldots & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{x}_\varphi(t) \\
\hat{x}_{\pi_1}(t) \\
\vdots \\
\hat{x}_{\pi_{\mathcal{M}}}(t)
\end{bmatrix}
$$

(4.13)
where $e_m$ is the $m$th column in the identity matrix $I_{N_{\phi} \times N_{\phi}}$ and $1 \leq m \leq N_{\phi}$.

Notice that according to the above formulation, $d$ is independent of the sensitivity parameter $\lambda_{i,j}$. Also this formulation implicitly assumes that we are only interested in the variables within network $\phi$, while the internal variables within subnetworks $\pi_i$ are of no interest. In fact, this is typically the case, since these internal variables only emerge as a result of applying some discretization technique on a distributed device and therefore have no direct physical interpretation.

On the other hand, it is usually the variables within $x_{\phi}(t)$ that represent target waveforms such as the voltage at a buffering circuit. It should be noted that, had it been the case that sensitivity of internal variable is the goal, then it will be necessary to re-map the reduced variables of subnetwork $\pi_i$ to their original domain using the projection operator $Q_{\pi_i}$. This would have entailed modifying the selector vector $d$ to be similar to
\[
\begin{bmatrix}
0 & 0 & (e_m^T Q_{\pi_i}) & 0 & \cdots & 0
\end{bmatrix}
\]
and consequently made it dependent on $\lambda_{i,j}$ since $Q_{\pi_i}$ is dependent on $\lambda_{i,j}$ as will be shown later.

Now proceeding from the assumption that $d$ is independent of $\lambda_{i,j}$, the sensitivity of $V$ w.r.t. $\lambda_{i,j}$ can be obtained from:

\[
\frac{\partial V}{\partial \lambda_{i,j}} = \left[ e_m^T \ 0 \ \cdots \ 0 \right] \frac{\partial}{\partial \lambda_{i,j}} \begin{bmatrix} x_{\phi}(t) \\ \hat{x}_{\pi_1}(t) \\ \vdots \\ \hat{x}_{\pi_M}(t) \end{bmatrix}
\]  

(4.14)

The objective now is to consider the idea of adjoint sensitivity analysis in computing $\partial V/\partial \lambda_{i,j}$ in both frequency domain and time domain.
4.2.1 Frequency-Domain Adjoint Sensitivity Analysis Using MOR

To obtain frequency-domain sensitivity using the adjoint-based technique for the variable \( V \) directly from the frequency domain requires formulating the network \( \theta \) in the frequency domain. This however, requires removing the assumption that \( \theta \) has nonlinear lumped components in order to enable such a formulation. Otherwise, frequency-domain sensitivity will have to be computed indirectly through first running a time-domain adjoint sensitivity analysis and then using a discrete or fast Fourier transform to obtain the frequency-domain data. The issues involved in the time-domain sensitivity analysis are similar to those raised by the frequency domain and will discussed in the next subsection. The absence of nonlinear elements in \( \theta \) enables writing it in the frequency domain as follows:

\[
\tilde{\mathcal{G}} \tilde{\mathbf{X}}(s) + s\tilde{\mathcal{C}} \tilde{\mathbf{X}}(s) = \tilde{\mathbf{B}} \mathbf{U}(s)
\]  

(4.15)

As discussed earlier, the variable of interest \( V \) is given in the frequency domain by:

\[
V = \mathbf{d}^T \tilde{\mathbf{X}}(s, \lambda_{i,j})
\]  

(4.16)

Now we proceed to find the derivative of \( V \) w.r.t. \( \lambda_{i,j} \). The differentiation of (4.16) leads to the following equation:

\[
\frac{\partial V}{\partial \lambda_{i,j}} = \mathbf{d}^T \frac{\partial \tilde{\mathbf{X}}(s, \lambda_{i,j})}{\partial \lambda_{i,j}}
\]  

(4.17)

Differentiating (4.15) and substituting for \( \frac{\partial \tilde{\mathbf{X}}(s, \lambda_{i,j})}{\partial \lambda_{i,j}} \) in (4.16) yields the following:

\[
\frac{\partial V}{\partial \lambda_{i,j}} = -\frac{\tilde{\mathbf{d}}^T \tilde{\mathcal{A}}^{-1}}{\tilde{\mathbf{x}}_a^T} \frac{\partial \tilde{\mathcal{A}}}{\partial \lambda_{i,j}} \tilde{\mathbf{X}}(s, \lambda_{i,j})
\]  

(4.18)

where \( \tilde{\mathcal{A}} = \tilde{\mathcal{G}}_{\pi_i}(\lambda_{i,j}) + s\tilde{\mathcal{C}}_{\pi_i}(\lambda_{i,j}) \). The term \( \mathbf{d}^T \tilde{\mathcal{A}}^{-1} \) defines the adjoint variables \( \tilde{\mathbf{x}}_a \) which
is the solution of the adjoint system:

\[
(\tilde{\mathbf{G}}^T + s\tilde{\mathbf{C}}^T)\tilde{\mathbf{X}}_a = \mathbf{d}
\]  

(4.19)

Thus to apply the principle of adjoint sensitivity analysis in computing \(\partial V / \partial \lambda_{i,j}\), one will be faced with computing \(\partial \tilde{\mathbf{A}} / \partial \lambda_{i,j}\) which necessitates computing the derivative of \(\tilde{\mathbf{G}}_{\pi_i}, \tilde{\mathbf{C}}_{\pi_i},\) and \(\tilde{\mathbf{B}}_{\pi_i}\) w.r.t. \(\lambda_{i,j}\). These matrices, however, are constructed using the projection operator \(\mathbf{Q}_{\pi_i}\) which is, in turn, dependent on \(\lambda_{i,j}\) but rather in a complicated manner. This is a consequence of having to obtain \(\mathbf{Q}_{\pi_i}\) from an iterative process as shown in Chapter 2.

In other words, it will be necessary to compute \(\partial \tilde{\mathbf{G}} / \partial \lambda_{i,j}, \partial \tilde{\mathbf{C}} / \partial \lambda_{i,j},\) and \(\partial \tilde{\mathbf{B}} / \partial \lambda_{i,j}\). Using the chain rule of differentiation, these derivatives can be written as:

\[
\frac{\partial \tilde{\mathbf{G}}}{\partial \lambda_{i,j}} = \frac{\partial \mathbf{Q}^T}{\partial \lambda_{i,j}} \mathbf{G} \mathbf{Q} + \mathbf{Q}^T \frac{\partial \mathbf{G}}{\partial \lambda_{i,j}} \mathbf{Q} + \mathbf{Q}^T \frac{\partial \mathbf{Q}}{\partial \lambda_{i,j}} \mathbf{G}
\]

\[
\frac{\partial \tilde{\mathbf{C}}}{\partial \lambda_{i,j}} = \frac{\partial \mathbf{Q}^T}{\partial \lambda_{i,j}} \mathbf{C} \mathbf{Q} + \mathbf{Q}^T \frac{\partial \mathbf{C}}{\partial \lambda_{i,j}} \mathbf{Q} + \mathbf{Q}^T \frac{\partial \mathbf{Q}}{\partial \lambda_{i,j}} \mathbf{C}
\]

\[
\frac{\partial \tilde{\mathbf{B}}}{\partial \lambda_{i,j}} = \frac{\partial \mathbf{Q}^T}{\partial \lambda_{i,j}} \mathbf{B}
\]  

(4.20)

which shows clearly the need to compute the derivative of the projection operator \(\mathbf{Q}_{\pi_i}\). However, as noted by the authors in [17], a direct computation of this term is "a difficult and cumbersome task." To avoid having to compute such a derivative the authors in [17] describe an approach that relies on finding an auxiliary basis \(\mathbf{Q}_a\) which is used to reduce the adjoint network of \(\pi_i\):

\[
(\mathbf{G} + s\mathbf{C})^T \mathbf{X}_a = \mathbf{d}_{\pi_i}
\]  

(4.21)

The reduced system resulting from applying MOR on (4.21) has the following form:

\[
\tilde{\mathbf{A}}_a(s) \tilde{\mathbf{X}}_a(s) = \tilde{\mathbf{d}}_a
\]  

(4.22)
where $\mathbf{\dot{A}}_a = \mathbf{Q}^T \mathbf{A}^T \mathbf{Q}$ and $\mathbf{\dot{d}}_a = \mathbf{Q}^T \mathbf{d}_{\pi_i}$.

Using $\mathbf{Q}_a$ and $\mathbf{\dot{X}}_a$, the sensitivity $\partial V / \partial \lambda_{i,j}$ results from the following equation:

$$
\frac{\partial V}{\partial \lambda_{i,j}} = -\mathbf{\dot{X}}_a^T \mathbf{Q}_a^T \left[ \frac{\partial \mathbf{g}_{\pi_i}}{\partial \lambda} + s \frac{\partial \mathbf{c}_{\pi_i}}{\partial \lambda} \right] \mathbf{X}_{\pi_i}(s)
$$

(4.23)

Therefore, to compute the sensitivity, one would have to solve the reduced system in (4.22) and then combine the obtained results with $\mathbf{Q}_a$ as shown by (4.23). This approach would definitely provide the means to combine the concept of MOR with adjoint sensitivity analysis.

Nonetheless, this approach is valid only if the goal is to compute frequency-domain sensitivity for network $\pi_i$ without having it connected to other networks, i.e. as a stand-alone network.

In addition, it would be a challenging task to generalize that approach to time-domain adjoint sensitivity analysis, as will be demonstrated in the following subsection.

### 4.2.2 Time-Domain Adjoint Sensitivity Analysis Using MOR

We now consider the task of adjoint sensitivity analysis on the entire network $\theta$ in the time domain. It should be stressed here that this time-domain approach would be the natural domain to tackle the issue of sensitivity analysis if the network $\theta$ contains nonlinear elements as initially assumed.

To illustrate the adjoint-based in tackling this issue, we assume that sensitivity information is required to optimize some cost (objective) function w.r.t. a set of design parameters. It should be noted that computing the sensitivity of some cost function is a more general framework from the one used earlier in Chapter 3 to describe the adjoint-based time-domain sensitivity, where the cost function was simply given by a single network variable and its waveform over a period of time. So, here instead of seeking the derivative of only one variable, we seek the derivative
of a cost function, which can include one or more variables as its arguments, over a period of
time. To this end, we write this cost function as an integral of some instantaneous cost function
as follows:

$$\psi(\lambda_{i,j}) = \int_0^t \gamma(\bar{x}(t), \lambda_{i,j}) dt$$ (4.24)

where $\gamma$ is an instantaneous known objective function, and $\{\lambda_{i,j}\} (i = 1, \ldots, M, j = 1, \ldots, K_{\pi_i})$
refers to the set of all design parameters introduced earlier. The theory of adjoint variable
method shows that those derivative can be computed through time-domain analysis of only
two systems. The first system is the original system described by (4.7); analysis of this system
is part of the simulation phase and its results are assumed available upon termination of the
time-stepping algorithm. The other system needed to obtain sensitivity information is known
as the adjoint system and is given by:

$$-\bar{C}^T \frac{d\bar{x}_a(t)}{dt} + \left( \bar{G}^T + \left( \frac{\partial \bar{f}}{\partial \bar{x}} \right)^T \right) \bar{x}_a(t) = -\nabla_{\bar{x}} \gamma$$ (4.25)

where $\nabla_{\bar{x}} \gamma$ is the gradient vector with respect to the $\bar{x}$. It can be shown that $\partial \psi / \partial \lambda_{i,j}$ is
obtained from $\bar{x}(t)$ and $\bar{x}_a(t)$ through the following expression:

$$\frac{\partial \psi}{\partial \lambda_{i,j}} = - \left( \bar{x}_a^T(t) \frac{\partial \bar{x}(t)}{\partial \lambda_{i,j}} \right) \bigg|_{t=0}$$

$$+ \int_0^t \left( \frac{\partial \gamma}{\partial \lambda_{i,j}} + \bar{x}_a^T(t) \left[ \frac{\partial \bar{G}}{\partial \lambda_{i,j}} \bar{x}(t) + \frac{\partial \bar{C}}{\partial \lambda_{i,j}} \frac{d\bar{x}(t)}{dt} + \frac{\partial \bar{f}(\bar{x}(t))}{\partial \lambda_{i,j}} \right] \right) dt$$ (4.26)

The above discussion demonstrates clearly that the objective of combining time-domain
sensitivity analysis, based on the adjoint principal, with MOR is premised on the ability to
compute the derivatives of the matrices $\bar{C}_{\pi_i}$ and $\bar{G}_{\pi_i}$ w.r.t. $\lambda_{i,j}$. These matrices, however, con-
tain the “stamps” contributed by the reduced systems which are obtained using the projection operation \( Q_{\pi_i} \).

Attempting to compute the derivative of the reduced system stamps necessitates computing the derivative of the projection operator \( Q_{\pi_i} \) as shown by (4.20).

4.3 Discussion

The idea of computing the derivative of the \( Q_{\pi_i} \) seems to be the only route that enables an adjoint approach to time-domain sensitivity, where reduced-order systems are present. The main goal of this thesis is to show that such a derivative can be computed by modifying original basis construction algorithm presented in Chapter 2 with little overhead in the computations.
Chapter 5

Adjoint Approach for Constructing Reduced Systems

This chapter addresses the hurdles in combining MOR with time-domain adjoint sensitivity described in the previous chapter. It also demonstrates the process of incorporating the adjoint techniques with MOR technique, the main contribution of this thesis.

5.1 Outline of the Proposed Approach

From earlier discussion, it is obvious that the main hurdle which seems to hinder applying time-domain adjoint sensitivity analysis to systems described by reduced-order models is centered around computing $\partial Q_{\pi_i}/\partial \lambda_{i,j}$. This section addresses this issue by first taking a closer look at the Arnoldi process used to compute $Q_{\pi_i}$ as this facilitates explaining the key ideas in the proposed approach. Section 5.3 then presents an overview of the proposed approach to computing $\partial Q_{\pi_i}/\partial \lambda_{i,j}$. 
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5.2 Computing the Orthogonal Basis $\mathcal{Q}_{\pi_i}$

The main algorithmic procedure used in computing $\mathcal{Q}_{\pi_i}$ is based on using the Arnoldi algorithm. The Arnoldi algorithm was first introduced in Section 2.2.2 and Figure 2.5 described a pseudo-code-based implementation for systems with Single-Input Single-Output, i.e. single-port networks. For multi-port networks, however, a block Arnoldi version will be needed. Figures 5.1 and 5.2 depict the pseudo-code implementation of the block Arnoldi method. The main algorithm in Figure 5.1 runs the block version of the Arnoldi process (shown in Figure 2.5) which calls the ORTHOGONALIZE procedure (shown in Figure 5.2) to perform an orthogonalization using the Modified Gram Schmidt (MGS) [39] process on the input vectors. It is obvious from Figure 5.1 that $\mathcal{Q}_{\pi_i}$ is generated through an iterative process, in which each iteration involves the following computational procedures:

1. a matrix-vector multiplication,
2. solution of a linear system of equations,
3. a block orthogonalization, and finally
4. an MGS process.

As a result the dependence of $\mathcal{Q}_{\pi_i}$ on $\lambda_{i,j}$ become more complicated with every iteration.

5.3 Derivative Computation

The enabling idea behind the proposed approach lies mainly in the effect of the orthogonal basis $\mathcal{Q}_{\pi_i}$ after its generation. The key to achieve the derivative computation is found in the reduced system matrices for subnetwork $\pi_i$ obtained using $\mathcal{Q}_{\pi_i}$, which are given by (4.4). Those matrices are known as the stamps of the subnetwork $\pi_i$ in the reduced domain. It is to
Algorithm 3: Computing $\mathcal{Q}_{\pi_i}$

\[
\mathcal{G}_{\pi_i}, \mathcal{C}_{\pi_i}, \mathcal{B}_{\pi_i}, q \text{ output: } \mathcal{Q}_{\pi_i}
\]

1. $r \leftarrow \left\lfloor \frac{q}{\mathcal{P}_{\pi_i}} \right\rfloor$

2. Solve: $\mathcal{G}_{\pi_i} \hat{\mathcal{Q}}_0 = \mathcal{B}_{\pi_i}$

3. $\mathcal{Q}_0 \leftarrow \text{ORTHOGONALIZE}(\hat{\mathcal{Q}}_0)$

4. begin

5. for $m \leftarrow 1$ to $r - 1$ do

6. \hspace{1em} Solve: $\mathcal{G}_{\pi_i} \hat{\mathcal{Q}}_m = -\mathcal{C}_{\pi_i} \mathcal{Q}_{m-1}$

7. \hspace{1em} for $v \leftarrow 0$ to $m - 1$ do

8. \hspace{2em} $\hat{\mathcal{Q}}_m \leftarrow \hat{\mathcal{Q}}_m - \mathcal{Q}_v (\mathcal{Q}_v^T \hat{\mathcal{Q}}_m)$

9. \hspace{1em} $\mathcal{Q}_m \leftarrow \text{ORTHOGONALIZE}(\hat{\mathcal{Q}}_m)$

10. $\mathcal{Q}_{\pi_i} \leftarrow [\mathcal{Q}_0, \cdots, \mathcal{Q}_{r-1}]$

11. Truncate: $\mathcal{Q}_{\pi_i}$ to $q$ columns only.

12. return $\mathcal{Q}_{\pi_i}$

end

Figure 5.1: Pseudo-code description for the Arnoldi process

Procedure: ORTHOGONALIZE

\textbf{input}: A set of vectors $[v_i] \in \mathbb{R}^L, i = 0, \cdots, l - 1$

\textbf{output}: An orthogonal basis $\mathcal{Q}$ for $[v_i]$

1. $q_0 \leftarrow v_0/\|v_0\|$

2. begin

3. for $k \leftarrow 1$ to $l - 1$ do

4. \hspace{1em} $\tilde{q}_k \leftarrow v_k$

5. \hspace{1em} for $h \leftarrow 0$ to $k - 1$ do

6. \hspace{2em} $\tilde{q}_k \leftarrow \tilde{q}_k - (\tilde{q}_k^T q_h) q_h$

7. \hspace{1em} $q_k \leftarrow \tilde{q}_k/\|\tilde{q}_k\|$

8. $\mathcal{Q} \leftarrow [q_0, \cdots q_{l-1}]$

9. return $\mathcal{Q}$

10. end

Figure 5.2: Pseudo-code description for the Arnoldi process (Cont.). The ORTHOGONALIZE procedure is given based on the Modified Gram Schmidt process.
be noted that computing the derivatives of any of those stamps with respect $\lambda_{i,j}$ represents the objective that enables applying time-domain adjoint technique. Without loss of generality, we consider the stamp of the reduced matrix $\mathbf{\hat{G}}_{\pi_i}$, and show how to obtain its derivative, where the results thus established can be easily extended to computing the derivatives of $\mathbf{\hat{C}}_{\pi_i}$ and $\mathbf{\hat{B}}_{\pi_i}$.

We denote by $[\mathbf{\hat{G}}_{\pi_i}]_{m,n}$ the $(m,n)$ block entry of $\mathbf{\hat{G}}_{\pi_i}$ obtained from

$$
[\mathbf{\hat{G}}_{\pi_i}]_{m,n} = \mathbf{Q}^{(m)}_{\pi_i} T \mathbf{g}_{\pi_i} \mathbf{Q}^{(n)}_{\pi_i}
$$

(5.1)

where $\mathbf{Q}^{(m)}_{\pi_i}$ and $\mathbf{Q}^{(n)}_{\pi_i}$ are the block columns of $\mathbf{Q}_{\pi_i}$ generated after the $m^{th}$ and $n^{th}$ iteration of the outer loop in Figure 5.1, respectively. The derivative of the $(m,n)$ block can be obtained using the chain rule of differentiation as follows,

$$
\frac{\partial}{\partial \lambda_{i,j}} [\mathbf{\hat{G}}_{\pi_i}]_{m,n} = \left( \frac{\partial \mathbf{Q}^{(m)}_{\pi_i}}{\partial \lambda_{i,j}} \right)^T \mathbf{g}_{\pi_i} \mathbf{Q}^{(n)}_{\pi_i} + \mathbf{Q}^{(m)}_{\pi_i} T \frac{\partial \mathbf{g}_{\pi_i}}{\partial \lambda_{i,j}} \mathbf{Q}^{(n)}_{\pi_i} + \mathbf{Q}^{(m)}_{\pi_i} T \mathbf{g}_{\pi_i} \left( \frac{\partial \mathbf{Q}^{(n)}_{\pi_i}}{\partial \lambda_{i,j}} \right)
$$

(5.2)

Our approach to demonstrate how to compute $\partial \mathbf{Q}_{\pi_i} / \partial \lambda_{i,j}$ is based on the principal of mathematical induction, where we prove that $\partial \mathbf{Q}^{(m)}_{\pi_i} / \partial \lambda_{i,j}$ can be computed if $\partial \mathbf{Q}^{(m-1)}_{\pi_i} / \partial \lambda_{i,j}$ is readily available. We then proceed to show how to compute $\partial \mathbf{Q}^{(0)}_{\pi_i} / \partial \lambda_{i,j}$.

We note from the descriptive pseudo-code in Figure 5.1 that the matrix $\mathbf{Q}^{(m)}_{\pi_i}$ is the output of the ORTHOGONALIZE procedure, with the matrix $\mathbf{\hat{G}}_m$ being the supplied input parameter. In that sense, ORTHOGONALIZE functions as a matrix-to-matrix mapping. This notion can be expressed formally by denoting this mapping by $\mathbf{\Upsilon}$, where $\mathbf{\Upsilon} : \mathbb{R}^{N_{\pi_i} \times P_{\pi_i}} \rightarrow \mathbb{R}^{N_{\pi_i} \times P_{\pi_i}}$, and therefore

$$
\mathbf{Q}^{(m)}_{\pi_i} = \mathbf{\Upsilon} (\mathbf{\hat{G}}_m)
$$

(5.3)

We partition the mapping $\mathbf{\Upsilon}$ into a set of $P_{\pi_i}$ column-wise mappings,

$$
\mathbf{\Upsilon} \equiv [\mathbf{\Upsilon}_1 \mathbf{\Upsilon}_2 \cdots \mathbf{\Upsilon}_{P_{\pi_i}}]
$$

(5.4)
where \( Y_k : \mathbb{R}^{N_{\tau_i} \times P_{\tau_i}} \to \mathbb{R}^{N_{\tau_i} \times 1} \), defined by

\[
Q_{\tau_i}^{(m)}(k) = Y_k \left( \tilde{Q}_m \right)
\]

and hence,

\[
\frac{\partial Q_{\tau_i}^{(m)}(k)}{\partial \lambda_{i,j}} = \frac{\partial Y_k \left( \tilde{Q}_m \right)}{\partial \lambda_{i,j}}
\]

with \( Q_{\tau_i}^{(m)}(k) \) denoting the \( k^{th} \) column in \( Q_{\tau_i}^{(m)} \). In fact, \( Y_k \) results from the \( k^{th} \) step in the outer loop of the MGS process (Figure 5.2), and may be expressed in the following closed-form relation

\[
Y_k \left( \tilde{Q}_m \right) = \frac{\tilde{Q}_m(k) - \sum_{h=0}^{k-1} \left\langle \tilde{Q}_m(k), Q_{\tau_i}^{(h)} \right\rangle Q_{\tau_i}^{(h)}}{\left\| \tilde{Q}_m(k) - \sum_{h=0}^{k-1} \left\langle \tilde{Q}_m(k), Q_{\tau_i}^{(h)} \right\rangle Q_{\tau_i}^{(h)} \right\|}
\]

or equivalently using the notation introduced in (5.5)

\[
Y_k \left( \tilde{Q}_m \right) = \frac{\tilde{Q}_m(k) - \sum_{h=0}^{k-1} \left\langle \tilde{Q}_m(k), \gamma_h \right\rangle \gamma_h}{\left\| \tilde{Q}_m(k) - \sum_{h=0}^{k-1} \left\langle \tilde{Q}_m(k), \gamma_h \right\rangle \gamma_h \right\|}
\]

where \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) are the inner-product and norm mappings defined on \( \mathbb{R}^{N_{\tau_i}} \), respectively, and \( \tilde{Q}_m(k) \) is the \( k^{th} \) column of \( \tilde{Q}_m \), which is passed as the input parameter. We now seek to compute \( \partial Q_{\tau_i}^{(m)}/\partial \lambda_{i,j} \) by computing the derivative of its columns, \( Q_{\tau_i}^{(m)}(k) \), individually, through finding the derivative of \( Y_k \). Note that \( Y_k \) can be cast in the following form

\[
Y_k \left( \tilde{Q}_m \right) = \frac{\chi_k}{\| \chi_k \|}
\]

where

\[
\chi_k = \tilde{Q}_m(k) - \sum_{h=0}^{k-1} \left\langle \tilde{Q}_m(k), \gamma_h \right\rangle \gamma_h
\]
Differentiating both sides of (5.9) w.r.t. \( \lambda_{i,j} \) yields

\[
\frac{\partial \chi_k}{\partial \lambda_{i,j}} = \frac{1}{\langle \chi_k, \chi_k \rangle} \left( \| \chi_k \| \frac{\partial \chi_k}{\partial \lambda_{i,j}} - \left( \frac{\partial \chi_k}{\partial \lambda_{i,j}}, \chi_k \right) \frac{\chi_k}{\| \chi_k \|} \right) \tag{5.11}
\]

From (5.11), it is straightforward to conclude that it is possible to compute \( \frac{\partial \chi_k}{\partial \lambda_{i,j}} \) if \( \frac{\partial \chi_k}{\partial \lambda_{i,j}} \) is available. \( \frac{\partial \chi_k}{\partial \lambda_{i,j}} \) can be computed from (5.10) and follows from,

\[
\frac{\partial \chi_k}{\partial \lambda_{i,j}} = \frac{\partial \tilde{Q}_m(k)}{\partial \lambda_{i,j}} - \sum_{h=0}^{k-1} \left( \frac{\partial \tilde{Q}_m(k)}{\partial \lambda_{i,j}}, \gamma_h \right) \gamma_h
\]

\[+ \left( \tilde{Q}_m(k), \frac{\partial \gamma_h}{\partial \lambda_{i,j}} \right) \gamma_h + \left( \tilde{Q}_m(k), \gamma_h \right) \frac{\partial \gamma_h}{\partial \lambda_{i,j}} \tag{5.12}
\]

Examining (5.11) and the right-side of (5.12) shows, as noted previously, that \( \frac{\partial \chi_k}{\partial \lambda_{i,j}} \) can be deduced from the knowledge of \( \frac{\partial \tilde{Q}_m(k)}{\partial \lambda_{i,j}} \) and previously calculated \( \frac{\partial \gamma_h}{\partial \lambda_{i,j}}, (h < k) \). Therefore, to complete this part, we only need to show how to evaluate the derivative of the first column \( \left( \frac{\partial \gamma_h}{\partial \lambda_{i,j}} \right) \), and postpone dealing with \( \frac{\partial \tilde{Q}_m(k)}{\partial \lambda_{i,j}} \) to the next subsection. Evaluating \( \left( \frac{\partial \gamma_h}{\partial \lambda_{i,j}} \right) \) follows easily, by noting that \( \gamma_0 \) results from step 1, and hence can be described by

\[
\gamma_0 = \frac{\tilde{Q}_m(0)}{\| \tilde{Q}_m(0) \|} \tag{5.13}
\]

and, therefore, its derivative can be obtained from

\[
\frac{\partial \gamma_0}{\partial \lambda_{i,j}} = \frac{1}{\langle \tilde{Q}_m(0), \tilde{Q}_m(0) \rangle}
\]

\[ \times \left( \| \tilde{Q}_m(0) \| \frac{\partial \tilde{Q}_m(0)}{\partial \lambda_{i,j}} - \left( \frac{\partial \tilde{Q}_m(0)}{\partial \lambda_{i,j}}, \tilde{Q}_m(0) \right) \tilde{Q}_m(0) \frac{\partial \| \tilde{Q}_m(0) \|}{\| \tilde{Q}_m(0) \|} \right) \tag{5.14}
\]
From (5.6), (5.11), (5.12), and (5.14), it can be easily concluded that computing \( \partial Q_{\pi_i}^{(m)}/\partial \lambda_{i,j} \) is possible if one can evaluate the columns of the matrix \( \partial \hat{Q}_m/\partial \lambda_{i,j} \). This issue is discussed next.

### 5.3.1 Computing \( \partial \hat{Q}_m/\partial \lambda_{i,j} \)

From figure 5.1, recall that \( \hat{Q}_m \) is the matrix argument passed to the ORTHOGONALIZE procedure, and \( \hat{Q}_m(k) \) is its \( k \)th column. Note also that \( \hat{Q}_m \) is sent to this procedure upon the completion of the \( m \)th iteration. In fact, \( \hat{Q}_m \) is the outcome of running a block version of the MGS procedure for \( m \) times with starting matrix \( -g_{\pi_i}^{-1}c_{\pi_i}Q_{\pi_i}^{(m-1)} \). Hence, one can use the MGS formulation to write the following closed form expression for \( \hat{Q}_m \),

\[
\hat{Q}_m = -g_{\pi_i}^{-1}c_{\pi_i}Q_{\pi_i}^{(m-1)} - \sum_{v=0}^{m-1} Q_{\pi_i}^{(v)} \left\langle -g_{\pi_i}^{-1}c_{\pi_i}Q_{\pi_i}^{(m-1)}, Q_{\pi_i}^{(v)} \right\rangle
\]

(5.15)

Thus differentiating both sides of (5.15) yields

\[
\frac{\partial \hat{Q}_m}{\partial \lambda_{i,j}} = \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}} - \sum_{v=0}^{m-1} \left( Q_{\pi_i}^{(v)} \left\langle \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}}, Q_{\pi_i}^{(v)} \right\rangle \right. \\
\left. + Q_{\pi_i}^{(v)} \left\langle \xi_{m-1}, \frac{\partial Q_{\pi_i}^{(v)}}{\partial \lambda_{i,j}} \right\rangle \right. \\
\left. + \frac{\partial Q_{\pi_i}^{(v)}}{\partial \lambda_{i,j}} \left\langle \xi_{m-1}, Q_{\pi_i}^{(v)} \right\rangle \right)
\]

(5.16)

where

\[
\xi_{m-1} = -g_{\pi_i}^{-1}c_{\pi_i}Q_{\pi_i}^{(m-1)}
\]

(5.17)
\( \partial \xi_{m-1} / \partial \lambda_{i,j} \) in (5.16) can be computed from (5.17) by differentiating both sides (after post multiplication by \( G_{\pi_i} \))

\[
\frac{\partial G_{\pi_i}}{\partial \lambda_{i,j}} \xi_{m-1} + G_{\pi_i} \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}} = -\frac{\partial C_{\pi_i}}{\partial \lambda_{i,j}} Q_{\pi_i}^{(m-1)} - C_{\pi_i} \frac{\partial Q_{\pi_i}^{(m-1)}}{\partial \lambda_{i,j}}
\]

(5.18)

and therefore,

\[
\frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}} = -G_{\pi_i}^{-1} \left( \frac{\partial C_{\pi_i}}{\partial \lambda_{i,j}} Q_{\pi_i}^{(m-1)} + C_{\pi_i} \frac{\partial Q_{\pi_i}^{(m-1)}}{\partial \lambda_{i,j}} + \frac{\partial G_{\pi_i}}{\partial \lambda_{i,j}} \xi_{m-1} \right)
\]

(5.19)

### 5.3.2 Summary

The above derivations can be summed up as follows. Computing \( \partial Q_{\pi_i}^{(m)} / \partial \lambda_{i,j} \) is feasible if and only if \( \partial Q_{\pi_i}^{(m-1)} / \partial \lambda_{i,j} \) can be computed. To conclude the induction argument, we only need to show how to compute \( \partial Q_{\pi_i}^{(0)} / \partial \lambda_{i,j} \). This calculation follows directly by observing from step 3 in Figure 5.1, that \( Q_{\pi_i}^{(0)} \) results from applying the mapping associated with the ORTHOGONALIZE procedure on \( \tilde{Q}_0 \). Based on the above derivations, \( \partial Q_{\pi_i}^{(0)} / \partial \lambda_{i,j} \) can be computed if \( \partial \tilde{Q}_0 / \partial \lambda_{i,j} \) is available. The latter can be easily obtained by noting from step 2 in Figure 5.1, that it essentially results from solving the system \( G_{\pi_i} \tilde{Q}_0 = B_{\pi_i} \). Hence, \( \partial \tilde{Q}_0 / \partial \lambda_{i,j} \) can be obtained by solving the following system

\[
G_{\pi_i} \frac{\partial \tilde{Q}_0}{\partial \lambda_{i,j}} = -\frac{\partial G_{\pi_i}}{\partial \lambda_{i,j}} \tilde{Q}_0
\]

(5.20)

### 5.4 Implementation of the Proposed Algorithm

This section builds on the derivations presented in the previous section to establish a computational procedure that can be implemented on top of the original basis generation algorithm. The basic objective of the implementation presented next is to have the derivative of the or-
orthogonal basis computed with minimal computational overhead. This objective will be carried out by utilizing the results of the intermediate steps in the original algorithm. Another advantage that will result of that, is that implementation of the proposed algorithm will lend itself more naturally to parallel implementation.

The main computational steps needed to find $\partial Q_{\pi_i} / \partial \lambda_{i,j}$ are those shown in (5.11), (5.12), and (5.16). To show how these equations can be implemented, we first simplify the notation used therein to make the derivations easy to follow. We use $\tilde{Q}_{\lambda,m}$ to denote $\partial \tilde{Q}_m / \partial \lambda_{i,j}$. We will also drop the subscript $\pi_i$ from $Q_{\pi_i}$, and use $m$ in the subscript letter to denote its $m^{th}$ block. With this new notation, (5.16) may be implemented by first using the following initialization

$$\tilde{Q}_{\lambda,m} \leftarrow \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}}$$

and then through using the update procedure shown in Figure 5.3.

```
for v ← 0 to m − 1 do

Q_{\lambda,m} ← Q_{\lambda,m} − \left\{ Q_v \left( \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}}, Q_v \right) + Q_v \left( \xi_{m-1}, \frac{\partial Q_v}{\partial \lambda_{i,j}} \right) + \frac{\partial Q_v}{\partial \lambda} \left( \xi_{m-1}, Q_v \right) \right\}
```

Figure 5.3: An update procedure implementing (5.16)

An alternative update procedure, however, can be derived through utilizing the following
initialization

\[
\begin{align*}
\tilde{Q}_m & \leftarrow \xi_{m-1} \\
\tilde{Q}_{\lambda,m} & \leftarrow \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}}
\end{align*}
\]

and the update procedure shown in Figure 5.4.

\begin{verbatim}
for \( v \leftarrow 0 \) to \( m - 1 \) do

\[
\begin{align*}
\tilde{Q}_{\lambda,m} & \leftarrow \tilde{Q}_{\lambda,m} - \left( Q_v \left( \tilde{Q}_{\lambda,m}, Q_v \right) \\
& \quad + Q_v \left( \tilde{Q}_m, \frac{\partial Q_v}{\partial \lambda_{i,j}} \right) \\
& \quad + \frac{\partial Q_v}{\partial \lambda} \left( \tilde{Q}_m, Q_v \right) \right)
\end{align*}
\]

\[
\tilde{Q}_m \leftarrow \tilde{Q}_m - Q_v \left( \tilde{Q}_v^T Q_v \right)
\]
\end{verbatim}

Figure 5.4: A modified update procedure implementing (5.16)

A proof of the equivalence between the two procedures in Figure 5.3 and Figure 5.4 is given in Appendix B. Although the two update procedures are equivalent, the one shown in Figure 5.3 utilizes the Classical Gram Schmidt (CGS) process in updating \( \partial \tilde{Q}/\partial \lambda_{i,j} \), while the one shown in Figure 5.4 utilizes the Modified Gram Schmidt (MGS) process in the updates. Numerically, it has been shown that MGS offers better numerical accuracy than the CGS [39].

### 5.4.1 Procedural Description of the Proposed Algorithm

Figures 5.5-5.7 show a procedural description of the proposed algorithm in the form of a pseudo-code. Figure 5.5 shows the main body of the proposed algorithm, which calls a modified version of the ORTHOGONALIZE procedure. This version is shown in Figure 5.6, and is
termed MODIFIED_ORTHOGONALIZE. It is worth noting that implementation of the proposed
derivative computation algorithm is cast as additional components added on top of the original
basis computation algorithm of Figures 5.1 and 5.2. This will also be useful in analyzing the
computational complexity in the following section. It is also to be noted that an extra proce-
dural component (NORM_DERIVATIVE) needed in the algorithm is shown in Figure 5.7. This
procedure is based on the expression in (5.11) used in computing the derivative of a normalized
vector. The steps shown in Framed boxes in Figures 5.5 and 5.6 denote those steps needed to
calculate \( \partial \mathcal{Q} / \partial \lambda_{i,j} \).

## 5.5 Computational Complexity

This part presents a brief analysis for the extra computational cost needed to compute the
derivative of the projection matrix. The main computational overhead can be seen in lines 4, 8,
and 10 of Figure 5.5, in which a \( \left[ \frac{q}{P_{\pi_i}} \right] \) Forward/Backward (F/B) substitutions
(using the L/U factors of \( G_{\pi_i} \)) and 9 matrix-matrix multiplications are performed per a single iteration.
Given that the matrices \( G_{\pi_i} \) and \( C_{\pi_i} \) (and their derivatives) are typically sparse with approxi-
mately \( O(N_{\pi_i}) \) nonzero entries, the total additional computations will be \( O(N_{\pi_i}) \) for the F/B
substitutions and \( 3N_{\pi_i}P_{\pi_i}(1 + 2P_{\pi_i}) \) for the matrix-matrix multiplications. This makes the addi-
tional cost approximately \( O(N_{\pi_i}P_{\pi_i}^2) \) per single iteration of the Modified-Arnoldi process,
or \( O\left( N_{\pi_i}P_{\pi_i}^2 \left[ \frac{q}{P_{\pi_i}} \right] \right) \) for the whole process. Therefore, the additional cost scales linearly with
the large size of the original subnetwork \( \pi_i \), and is performed only once. It is to be noted
that in classical adjoint approaches to time-domain sensitivity analysis without MOR, the full
size of the subnetwork will have to be incorporated in the formulation of (4.7), thus requiring
a computational cost of at least \( O(N_{\pi_i}^\alpha), 1.1 < \alpha < 1.5 \) [5], at each time step during the
time-stepping scheme.
Algorithm 5: Computing $Q_{\pi_i}$ and $\frac{\partial Q}{\partial \lambda_{i,j}}$

input: $G_{\pi_i}$, $C_{\pi_i}$, $B_{\pi_i}$, $\frac{\partial G_{\pi_i}}{\partial \lambda_{i,j}}$, $\frac{\partial C_{\pi_i}}{\partial \lambda_{i,j}}$, $T$

output: $Q_{\pi_i}$, $\frac{\partial Q}{\partial \lambda_{i,j}}$

/* This algorithm computes an orthogonal basis for the
Krylov subspace $K_T (G_{\pi_i}^{-1} C_{\pi_i}, G_{\pi_i}^{-1} B_{\pi_i})$. It also returns the
derivative of this orthogonal basis w.r.t. $\lambda_{i,j}$, given
$\frac{\partial G_{\pi_i}}{\partial \lambda_{i,j}}$, $\frac{\partial C_{\pi_i}}{\partial \lambda_{i,j}}$.

1 begin
2 \[ r \leftarrow \left[ \frac{q}{p_{\pi_i}} \right] \]
3 \[ \text{Solve:} \ G_{\pi_i} \hat{Q}_0 = B_{\pi_i} \]
4 \[ \text{Solve:} \ G_{\pi_i} \hat{Q}_{\lambda,0} = \frac{\partial G_{\pi_i}}{\partial \lambda_{i,j}} \hat{Q}_0 \]
5 \[ [Q_0, Q_{\lambda,0}] \leftarrow \text{MODIFIED.ORTHOGONALIZE} (\hat{Q}_0, \hat{Q}_{\lambda,0}) \]
6 for $m \leftarrow 1$ to $r - 1$ do
7 \[ \text{Solve:} \ G_{\pi_i} \hat{Q}_m = -C_{\pi_i} Q_{m-1} \]
8 \[ \text{Solve:} \ G_{\pi_i} \hat{Q}_{\lambda,m} = -\frac{\partial C_{\pi_i}}{\partial \lambda_{i,j}} Q_{m-1} - C_{\pi_i} Q_{\lambda,m-1} - \frac{\partial G_{\pi_i}}{\partial \lambda_{i,j}} \hat{Q}_m \]
9 for $v \leftarrow 0$ to $m - 1$ do
10 \[ \hat{Q}_{\lambda,m} \leftarrow \hat{Q}_{\lambda,m} - \left( Q_v \left( \hat{Q}_{\lambda,m}^T Q_v \right) + Q_v \left( \hat{Q}_{v}^T Q_{\lambda,m} \right) + Q_{\lambda,m} \left( \hat{Q}_{v}^T Q_v \right) \right) \]
11 \[ \hat{Q}_m \leftarrow \hat{Q}_m - Q_v \left( Q_v^T \hat{Q}_m \right) \]
12 \[ [Q_m, Q_{\lambda,m}] \leftarrow \text{MODIFIED.ORTHOGONALIZE} (\hat{Q}_m, \hat{Q}_{\lambda,m}) \]
13 \[ Q_{\pi_i} \leftarrow [Q_0, \ldots, Q_{r-1}] \]
14 \[ \frac{\partial Q_{\pi_i}}{\partial \lambda_{i,j}} \leftarrow [Q_{\lambda,0}, \ldots, Q_{\lambda,r-1}] \]
15 **Truncate**: $Q_{\pi_i}$ and $\frac{\partial Q_{\pi_i}}{\partial \lambda_{i,j}}$ to $q$ columns only.
16 return $[Q_{\pi_i}, \frac{\partial Q_{\pi_i}}{\partial \lambda_{i,j}}]$
17 end

Figure 5.5: Pseudo-code description for the proposed Algorithm
Procedure: MODIFIED ORTHOGONALIZE

input: $\bar{\mathbf{Q}}_0, \frac{\partial \bar{\mathbf{Q}}}{\partial \lambda}, i = 0, \cdots, l - 1$
output: $\mathbf{Q}, \frac{\partial \mathbf{Q}}{\partial \lambda}$

/* Given a set of vectors $\bar{\mathbf{Q}}_i$ and their derivative w.r.t. an arbitrary parameter $\lambda$, this procedure computes an orthogonal basis for the subspace spanned by $\bar{\mathbf{Q}}_i$. It also returns the derivative of this basis w.r.t. $\lambda$. */

begin

$q_0 \leftarrow \bar{\mathbf{Q}}_0 / \|\bar{\mathbf{Q}}_0\|$
$q_{\lambda,0} \leftarrow \text{NORM\_DERIVATIVE}(\bar{\mathbf{Q}}_0, \frac{\partial \bar{\mathbf{Q}}_0}{\partial \lambda})$

for $k = 1 \leftarrow l - 1$
do

$q_k \leftarrow \bar{\mathbf{Q}}_k$
$q_{\lambda,k} \leftarrow \frac{\partial \bar{\mathbf{Q}}_k}{\partial \lambda}$

for $h = 0 \leftarrow k - 1$
do

$\bar{q}_{\lambda,k} \leftarrow q_{\lambda,k} - \left( (\bar{q}_{\lambda,k}^T q_h) q_h + (\bar{q}_k^T q_{\lambda,h}) q_h + (\bar{q}_k^T q_h) q_{\lambda,h} \right)$
$q_k \leftarrow \bar{q}_k - (\bar{q}_k^T q_h) q_h$
$q_{\lambda,k} \leftarrow \text{NORM\_DERIVATIVE}(\bar{q}_k, \bar{q}_{\lambda,k})$

end

$\mathbf{Q} \leftarrow [q_0, \cdots, q_{l-1}]$
$\frac{\partial \mathbf{Q}}{\partial \lambda} \leftarrow [q_{\lambda,0}, \cdots, q_{\lambda,l-1}]$

return $(\mathbf{Q}, \frac{\partial \mathbf{Q}}{\partial \lambda})$

end

Figure 5.6: Pseudo-code description for the proposed algorithm (cont.)
Procedure : Norm_Derivative

input: \( \mathbf{q}, \mathbf{\dot{q}}_\lambda \)
output: \( q_\lambda \)

/* Given a vector \( \mathbf{q} \) and its derivative w.r.t. an arbitrary parameter \( \lambda \), this procedure returns the derivative of its normalized vector, \( \mathbf{\tilde{q}} \), (defined by \( \mathbf{q} = \mathbf{\tilde{q}} / \| \mathbf{\tilde{q}} \| \) w.r.t. \( \lambda \). */

1 begin
2 \[ q_\lambda \leftarrow 1 / (\mathbf{\dot{q}}^T \mathbf{\tilde{q}}) \times \left( \| \mathbf{\dot{q}} \| \mathbf{\dot{q}}_\lambda - (\mathbf{\dot{q}}^T \mathbf{\tilde{q}}) \frac{\mathbf{\tilde{q}}}{\| \mathbf{\tilde{q}} \|} \right) \]
3 return \( q_\lambda \)
4 end

Figure 5.7: Pseudo-code description for the proposed algorithm (cont.)
Chapter 6

Numerical Experimentation

In this chapter, the validity of the proposed algorithm in computing both frequency- and time-domain sensitivity is demonstrated through three test cases.

6.1 Frequency-Domain Sensitivity

Figure 6.1 shows a circuit with seven distributed elements (transmission lines). These elements are identical and each has $R = 1 \, \Omega/cm$, $L = 100 \, \text{nH/cm}$, $G = 0.01 \, \text{mS/cm}$, and $C = 4 \, \text{pF/cm}$ as per-unit-length parameters. The length of each line is 20 cm. The distributed elements are each discretized using 70 equivalent lumped RLGC sections.

The proposed algorithm was then run to compute the derivative of the orthogonal basis used in the reduction. Figure 6.2 shows the frequency response of the circuit at $V_{out}$. The computed derivative was utilized to compute the frequency-domain sensitivity of $V_{out}$ w.r.t. the PUL inductance of line 1 ($L_1$) (shown in Figure 6.3), capacitance of line 7 ($C_7$) (shown in Figure 6.4), resistance of line 5 ($R_5$) (shown in Figure 6.5), and the length of line 4 ($d_4$) (shown in Figure 6.6). Also shown on the graphs are comparisons with a perturbation approach used to calculate the sensitivities using a SPICE-based simulation of the circuit.
Figure 6.1: Linear circuit with 7 distributed elements (example 1)

Figure 6.2: Frequency response of the circuit (Figure 6.1) at $V_{\text{out}}$
Figure 6.3: Sensitivity of the circuit response at $V_{\text{out}}$ in the frequency domain w.r.t. $L_1$

Figure 6.4: Sensitivity of the circuit response at $V_{\text{out}}$ in the frequency domain w.r.t. $C_7$
Figure 6.5: Sensitivity of the circuit response at $V_{\text{out}}$ in the frequency domain w.r.t. $R_5$

Figure 6.6: Sensitivity of the circuit response at $V_{\text{out}}$ in the frequency domain w.r.t. $d_4$
6.2 Time-Domain Sensitivity

In this example, computing the time-domain sensitivity of the nonlinear circuit shown in Figure 6.7 is considered. The length of each transmission lines is 4 cm and the PUL parameters are given as follows,

\[ R = \begin{bmatrix} 0.14 & 0 \\ 0 & 0.14 \end{bmatrix} \text{ \( \Omega/cm \)} \quad L = \begin{bmatrix} 6.3 & 2.9 \\ 2.9 & 6.3 \end{bmatrix} \text{ \( \text{nH/cm} \)} \]

\[ C = \begin{bmatrix} 1.1 & -0.45 \\ -0.45 & 1.1 \end{bmatrix} \text{ \( \text{pF/cm} \)} \]

A lumped segmentation model was used to discretize the distributed elements and MOR technique was applied to reduce the size of the resulting two linear subnetworks down to 50×50 nodal variables for each subnetwork. The time-domain responses of the far-end voltages and \( V_{out} \) are shown in Figures 6.8, 6.9 and 6.10 in response to 5V trapezoidal excitation with rise and fall times of 0.1 \( ns \) and width of 0.8 \( ns \).

Next, we proceeded to compute the sensitivity of far-end active and victim voltages and \( V_{out} \) w.r.t. the parameter \( C_{1,1} \) of the PUL capacitance matrix at the nominal design value of
Figure 6.8: Active far-end response

Figure 6.9: Victim far-end response
1.1 pF/cm. Figures 6.12, 6.13 and 6.14 show the sensitivities obtained from the proposed algorithm and compare them with SPICE-based perturbation approach. It is to be noted that perturbation-based techniques can lead to inaccurate results (depending on the magnitude of the perturbation and the stiffness of the problem in hand). Figure 6.11 shows that the accuracy of sensitivity information obtained via perturbation-based technique is highly dependent on the perturbation width and the local stiffness of the response waveform. In addition, the nonlinear differential equations representing the perturbed network must be solved separately for every parameter of interest. However, in the proposed approach, the sensitivity information with respect to all the parameters can be obtained from the solution of the original and adjoint networks.
Figure 6.11: Sensitivity of active far-end using HSPICE perturbations

Figure 6.12: Sensitivity of active far-end with respect to $C_{1,1}$
Figure 6.13: Sensitivity of victim far-end with respect to $C_{1,1}$

Figure 6.14: Sensitivity of $V_{out}$ with respect to $C_{1,1}$
6.3 Optimization of Time-Domain Waveforms

In this example, time-domain sensitivity information obtained by the proposed algorithm are utilized to perform optimization on the circuit shown in Figure 6.15. Physical parameters of distributed elements (interconnects) are to be optimized to achieve certain design specifications at different nodes. The circuit shown in Figure 6.15 contains three interconnects of microstrip layout. Each interconnect consists of two coupled signal conductors. The layout of these interconnects is shown in Figure 6.16 where the interconnect conductor width $w$, the separation distance $s$, the board thickness $h$, and line lengths $d_1$, $d_2$ and $d_3$ are the interconnect parameters to be optimized. It is assumed that the three interconnects share the same value for $w$, $s$, and $g$. The driving excitation $V$ is a unit step of peak 5 volts and rise time of 1 ns which drives the circuit. The nodal responses of interest are labeled $V_1$, $V_2$, $V_3$, and $V_4$ where the waveforms to be optimized. The unit step responses before and after optimization are shown in Figures 6.17-6.20 along with the design specifications. The design specification mandates that,

1. The delay time of $V_1$ is to be decreased to 5.5 $ns$ based on 3 $volts$ threshold.

2. The delay time of $V_3$ is to be decreased to 5 $ns$ based on 3 $volts$ threshold.

3. The response of $V_1$ is to be maintained greater than 4 $volts$ after 6.5 $ns$.

4. The response of $V_3$ is to be maintained greater than 4 $volts$ after 6 $ns$.

5. The magnitude of the responses at $V_2$ is to be strictly maintained less than 0.4 $volts$ all the time.

6. The magnitude of the responses at $V_4$ is to be strictly maintained less than 0.4 $volts$ all the time.

The error function $e_i^c$ is the error function number $i$ that corresponds to design specification $e$ stated above. These error functions are given by,
Figure 6.15: Three coupled interconnects system with nonlinear terminations (example 3)

Figure 6.16: Microstrip layout of two-conductor interconnects
$e_1^1 = [V_1(\phi, 5.5ns) - 3]$
$e_3^1 = [V_3(\phi, 5ns) - 3]$
$e_{i+4}^3 = -[V_1(\phi, t_i) - 4]$
$e_{k+36}^5 = 10[V_2(\phi, t_k) - 0.4]$
$e_{k+68}^6 = 10[V_4(\phi, t_k) - 0.4]$
$e_2^1 = -[V_1(\phi, 5.5ns) - 3]$
$e_4^1 = -[V_3(\phi, 5ns) - 3]$
$e_{j+20}^4 = -[V_3(\phi, t_j) - 4]$
$e_{k+52}^5 = -10[V_2(\phi, t_k) + 0.4]$
$e_{k+84}^6 = -10[V_4(\phi, t_k) + 0.4V]$

where $t_i, t_j$ and $t_k$, $i,j,k = 1, 2, \ldots, 16$ are linearly spaced time points between the intervals $[6.5 \ ns, 40 \ ns]$, $[6 \ ns, 40 \ ns]$, and $[0 \ ns, 40 \ ns]$, respectively. The vector of designable variables is thus given by $\phi = [w \ s \ h \ d_1 \ d_2 \ d_3]^T$. Additional constraints imposed on the design require that total wire lengths should be 1.35 $m$, the total of signal conductor widths and the separation between them is 2.5 $mm$. The minimum width allowed is 0.1 $mm$ and $h$ should range between 0.5 $mm$ and 2.5 $mm$. These constraints could be mathematically expressed as $g_1(\phi) = d_1 + d_2 + d_3 - 1.35 \ m$, $g_2(\phi) = 2w + s - 2.5 \ mm$, $w \geq 0.1 \ mm$, and $0.5 \ mm \leq h \leq 2.5 \ mm$. The initial value for $\phi$ is $[0.5 \times 10^{-3} \ 1.5 \times 10^{-3} \ 2 \times 10^{-3} \ 0.45 \ 0.45 \ 0.45]^T \ (m)$. It is seen from Figures 6.17-6.20 that all of the design specifications were not met before optimization. The per-unit-length parameters are computed using LINPAR line modeling tool [40]. A grid of per-unit-length parameters is generated and the intermediate values are interpolated using surface spline. This results in more accurate values for the line electrical parameters.
without invoking the modeling tool at every point of interest.

The distributed elements are discretized using equivalent 70 \textbf{RLGC} segments. An equivalent model is obtained such that it preserves the first 50 dominant poles of every discretized subnetwork. The optimization is conducted on the reduced size network. The optimization problem is linearized at every optimization step using the proposed algorithm. This enables us to use a comprehensive optimization technique that makes use of the availability of information about the first derivative. The value of $\phi$ after optimization is:

$$\phi = [0.1 \times 10^{-3} \; 2.3 \times 10^{-3} \; 0.75 \times 10^{-3} \; 0.0981 \; 0.6651 \; 0.5868]^T \text{ (m)}$$

It could be seen from Figures 6.17-6.20 that the response after optimization is strictly met for every design specification.
Figure 6.18: $V_2$ response

Figure 6.19: $V_3$ response
Figure 6.20: $V_4$ response
Chapter 7

Conclusions

This thesis presented a natural extension to Model-Order Reduction techniques by providing and implementing an efficient algorithm to obtain information about the first derivative. With the aid of this information, adjoint-based sensitivity techniques were applied to reduced models. The integration of MOR and adjoint-based sensitivity technique has the potential of enabling direct optimization of reduced models. This integration will shrink the time window required to design and fine tune products. This time reduction comes along with sufficient accuracy required by nowadays designs.

The accuracy of the proposed algorithm has been shown with a typical design problem of optimizing high speed interconnect parameters to meet strict design specifications. The high speed interconnects were discretized into a number of RLGC segments. The resulting large circuit was reduced in size using PRIMA \(^1\) algorithm. The resulting values from the optimization process accurately met the design specification for the original circuit.

The proposed techniques has also the potential of carrying out optimization in the time domain, a natural domain for describing nonlinearities of electrical networks.

Also, the proposed algorithm is not limited to time-domain design problems but could be

\(^1\)a typical model order reduction technique that preserves passivity
used in the frequency domain. Again, the accuracy of the proposed algorithm was shown for a complex circuit with seven high speed interconnects. The results were shown to be more accurate than those produced with HSPICE perturbations.

7.1 Future Work

This work could be extended in various aspects. The second derivative could be devised in a similar fashion to the technique presented in this thesis. This could enable the use of more sophisticated optimization methods.
Appendix A

Proof of Equivalence

IMM $\sim$ EMM

Moments of the reduced system are, in fact, the same as of the original system as long as the projection matrices are nonsingular and in the space of Krylov subspace(s). Consider the first moment ($\hat{\mathcal{M}}_0$) of the reduced system:

$$
\hat{\mathcal{M}}_0 = \mathcal{L}^T \hat{\mathcal{R}} = \hat{\mathcal{L}}^T \hat{\mathcal{G}}^{-1} \hat{\mathcal{B}} = \mathcal{L}^T \mathcal{Q}(\mathcal{P}^T \mathcal{Q})^{-1} \mathcal{P}^T \mathcal{B}
$$

$$
= \mathcal{L}^T \mathcal{Q}(\mathcal{P}^T \mathcal{Q})^{-1}(\mathcal{P}^T \mathcal{Q}) v_0 = \mathcal{L}^T \mathcal{Q} v_0 = \mathcal{L}^T \mathcal{G}^{-1} \mathcal{B} = \mathcal{M}_0 
$$

(A.1)

where $\mathcal{V}_0$ is an arbitrary set of vectors such that $\mathcal{G}^{-1} \mathcal{B} = \mathcal{Q} \mathcal{V}_0^1$.

Now, we proceed to compute second moment of the reduced system $\hat{\mathcal{M}}_1$:

$\mathcal{M}_0$ is in column space of $\mathcal{Q}$

\[79\]
\[ \hat{M}_1 = \hat{L}^T AR = L^T Q (P^T gQ)^{-1} (P^T cQ)(P^T gQ)^{-1} P^T B \]
\[ = L^T Q (P^T gQ)^{-1} P^T C QV_0 \]
\[ = L^T Q (P^T gQ)^{-1} P^T g^{-1} g^{-1} B \]
\[ = L^T Q (P^T gQ)^{-1} P^T g QV_1 \]
\[ = L^T Q v_1 = L^T AR = M_1 \]  \hspace{1cm} (A.2)

where the \( i^{th} \) \((0 \leq i \leq \left\lceil \frac{q}{N} \right\rceil - 1)\) sub-block matrices of Krylov subspace could be expressed as:

\[ (g^{-1} C)^i (g^{-1} B) = Q V_i \]  \hspace{1cm} (A.3)

Proof that subsequent moments match should follow systematically as shown in Equation (A.1) and Equation (A.2). And hence, it could be shown that the reduced system is equivalent to the original system up to a limited number of moments \( q \). If matrix \( P \) is defined as in (2.17), the reduced system will match \( 2q \) moments\(^2\). We prove that the \( q^{th} \) moment of the reduced systems matches \( q^{th} \) of the original system.

We know that \( g^{-T} L \) could be expressed as:

\[ g^{-T} L = PW_0 \]  \hspace{1cm} (A.4)

\(^2\)Assuming that \( 2q \) is less than the number of controllable states plus the number of observable states.
\[ \hat{M}_q = L^T A^q R = \underbrace{L^T Q (P^T G Q)^{-1} (P^T C Q)}_{\mathbb{A}^{-1} R} \underbrace{q (P^T G Q)^{-1} P^T B}_{\mathbb{A}^{-1} R} \]

\[
= L^T Q (P^T G Q)^{-1} P^T C Q \left( (P^T G Q)^{-1} (P^T C Q) \right)^{q-1} (P^T G Q)^{-1} P^T B \\
= \underbrace{L^T G^{-1} G Q (P^T G Q)^{-1} P^T C A^{q-1}}_{\mathbb{W}_0^P P^T} \mathbb{R} \left( \mathbb{W}_0^P P^T G Q (P^T G Q)^{-1} P^T C A^{q-1} R \right) \\
= \underbrace{\mathbb{W}_0^P P^T C A^{q-1}}_{L^T G^{-1}} \mathbb{R} \\
= L^T G^{-1} C A^{q-1} R = \underbrace{L^T A^q R = M_q}_{\text{(A.5)}} \]
Appendix B

Proof of Equivalence

MGS $\sim$ CGS

To show the equivalence between the two update procedures, we note that by the orthonormality of two matrices $\mathbf{Q}_u$ and $\mathbf{Q}_v$, we have $\mathbf{Q}_u^T \mathbf{Q}_v = 0$ for $(u \neq v)$ and $\mathbf{Q}_u^T \mathbf{Q}_u = \mathbf{I}$ and, therefore,

$$\frac{\partial \mathbf{Q}_u^T}{\partial \lambda_{i,j}} \mathbf{Q}_v + \mathbf{Q}_u^T \frac{\partial \mathbf{Q}_v}{\partial \lambda_{i,j}} = 0. \quad (B.1)$$

At the beginning of $k^{th}$ step of the modified update procedure in Figure 5.4, it can be seen that both $\dot{\mathbf{Q}}_{\lambda,m}$ and $\dot{\mathbf{Q}}_m$ are given in terms of the following linear combination

$$\dot{\mathbf{Q}}_{\lambda,m} = \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}} + \sum_{r=0}^{k-1} \mathbf{Q}_r \mathbf{E}_r + \frac{\partial \mathbf{Q}_r}{\partial \lambda_{i,j}} \mathbf{P}_r$$

$$\dot{\mathbf{Q}}_m = \xi_{m-1} + \sum_{r=0}^{k-1} \mathbf{Q}_r \mathbf{P}_r \quad (B.2)$$

where $\mathbf{E}_r$ and $\mathbf{P}_r$ are matrices of size $P_{\pi_i} \times P_{\pi_i}$. On the $k^{th}$ step, both of $\dot{\mathbf{Q}}_{\lambda,m}$ and $\dot{\mathbf{Q}}_m$ are operated on in the following inner-products, $\langle \dot{\mathbf{Q}}_{\lambda,m}, \mathbf{Q}_k \rangle$, $\langle \dot{\mathbf{Q}}_m, \frac{\partial \mathbf{Q}_k}{\partial \lambda_{i,j}} \rangle$ and $\langle \dot{\mathbf{Q}}_m, \mathbf{Q}_k \rangle$.

Using Equation (B.1) and the orthonormality property between $\mathbf{Q}_k$ with $\mathbf{Q}_r \ (r = 0, \cdots, k-1)$,
these inner-products reduce to the following expressions:

\[
\langle \tilde{Q}_{\lambda,m}, Q_k \rangle = \langle \frac{\partial \xi_{m-1}}{\partial \lambda_{i,j}}, Q_k \rangle + \sum_{r=0}^{k-1} \langle \frac{\partial Q_r}{\partial \lambda_{i,j}}, Q_k \rangle P_r
\]

\[
\langle \tilde{Q}_m, \frac{\partial Q_k}{\partial \lambda_{i,j}} \rangle = \langle \xi_{m-1}, \frac{\partial Q_k}{\partial \lambda_{i,j}} \rangle + \sum_{r=0}^{k-1} \langle Q_r, \frac{\partial Q_k}{\lambda_{i,j}} \rangle P_r
\]

\[
\langle \tilde{Q}_m, Q_k \rangle = \langle \xi_{m-1}, Q_k \rangle
\]  \hspace{1cm} (B.3)

From the above expressions for the inner-products and using Equation (B.1), it can be seen that the \(k^{\text{th}}\) update of Figure 5.4 reduces to the right-side of (5.16).
## Appendix C

**Glossary of Terms**

<table>
<thead>
<tr>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAD</td>
</tr>
<tr>
<td>CFH</td>
</tr>
<tr>
<td>CGS</td>
</tr>
<tr>
<td>DAE</td>
</tr>
<tr>
<td>DFT</td>
</tr>
<tr>
<td>EDA</td>
</tr>
<tr>
<td>EMM</td>
</tr>
<tr>
<td>F/B</td>
</tr>
<tr>
<td>FDTD</td>
</tr>
<tr>
<td>FEM</td>
</tr>
<tr>
<td>FFT</td>
</tr>
<tr>
<td>IMM</td>
</tr>
<tr>
<td>L/U</td>
</tr>
<tr>
<td>LTI</td>
</tr>
<tr>
<td>MGS</td>
</tr>
<tr>
<td>MIMO</td>
</tr>
</tbody>
</table>
**Glossary of Terms**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNA</td>
<td>Modified Nodal Analysis</td>
</tr>
<tr>
<td>MOR</td>
<td>Model Order Reduction</td>
</tr>
<tr>
<td>MTL</td>
<td>Multi-conductor Transmission Line</td>
</tr>
<tr>
<td>MVP</td>
<td>Matrix-Vector Product</td>
</tr>
<tr>
<td>NR</td>
<td>Newron Raphson method</td>
</tr>
<tr>
<td>PEEC</td>
<td>Partial Element Equivalent Circuit</td>
</tr>
<tr>
<td>PRIMA</td>
<td>Passive Reduced-Order Interconnect Macromodeling Algorithm</td>
</tr>
<tr>
<td>PUL</td>
<td>per unit length</td>
</tr>
<tr>
<td>RC</td>
<td>Resistor-Capacitor Network</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RLC</td>
<td>Resistor-Inductor-Capacitor</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-Input Single-Output</td>
</tr>
<tr>
<td>SoC</td>
<td>System on Chip</td>
</tr>
<tr>
<td>TE</td>
<td>Truncation Error</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
</tbody>
</table>
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