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ABSTRACT

Ethernet passive optical network (EPON) has been considered as an attractive solution to next-generation broadband access networks due to its low cost and high throughput. However, designing efficient bandwidth allocation algorithms is a critical issue in EPON. In this thesis, various dynamic bandwidth allocation (DBA) algorithms for EPON systems are first reviewed. A novel DBA algorithm, called per-slot DBA (PSDBA), is then presented to efficiently and fairly allocate bandwidth among different users. The PSDBA algorithm is based on the multi-point control protocol (MPCP) and allocates bandwidth on a per-slot basis. It is also combined with non-strict priority scheduling and priority queuing to support differentiated services in the design of an EPON system.

Extensive simulation experiments are performed. Simulation results show that the PSDBA algorithm outperforms a well-known DBA algorithm using a per-frame bandwidth allocation strategy.
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Chapter 1  INTRODUCTION

1.1 Background

The huge growth of the Internet traffic and emerging broadband applications has resulted in significantly increased capacity in backbone networks. In the meantime, there has been little progress in access networks, which are commonly referred to as the first mile or once called last mile. Therefore, the first mile becomes the bottleneck between high-speed local area networks (LANs) and the backbone networks. Nowadays, the most widely deployed broadband access networks deployed by service providers are digital subscriber line (DSL) and cable modem (CM) technologies [KRAM02B]. DSL uses the same twisted telephone line and a DSL modem at the customer premise and a digital subscriber line access multiplexer (DSLAM) at the central office. The typical data speed provided by the DSL is 128kb/s-1.5Mb/s. However, the distance covered by one central office is limited to several miles even though remote DSLAM is deployed [KRAM02B]. Cable companies use hybrid fiber coax (HFC) networks, which can provide only up to 36Mb/s effective data throughput, which is not enough speed during peak hours. Thus, neither DSL nor HFC solutions are able to provide enough capacity for those emerging services, such as IP telephony, high definition television (HDTV), video
on demand (VoD), interactive games and two-way video conference. The next step of access network is to bring fiber to the curb (FTTC), building (FTTB) or the home (FTTH). The fiber optical networks are capable of providing gigabit per second speed and delivering bandwidth-intensive integrated voice, data and video service to customers at distance beyond 20 KM.

A passive optical network (PON) is viewed as a promising solution to the first mile problem [PESA99]. A PON is a point-to-multipoint all optical access network with no active elements in the transmission path from source to destination [KRAM02A]. PON has been categorized into several types: Asynchronous Transfer Mode PON/Broadband PON (APON/BPON), Gigabit PON (GPON), Ethernet PON (EPON), Gigabit Ethernet (GE-PON) [PHIL05]. Two standard organizations, i.e., ITU-T and IEEE, have led discussion of PON specifications. Full service access network (FSAN) group has fully supported ITU-T to finalize recommendations (e.g., ITU-T G.983, G.984, and Q.834 series) as one of standardization advisory group. In ITU-T and FSAN, full service PONs (i.e., BPON (formally named APON) and GPON) have been discussed. On the other hand, in IEEE, Ethernet service PON (EPON) has been discussed in IEEE 802.3 ah as one of extensions of Gigabit-Ethernet.

Recently, EPON has gained more attention both in academia as well as industry. It has been considered as an attractive cost-effective solution for the next generation broadband access networks. EPON is being defined by the IEEE 802.ah Task Force Ethernet in the First Mile (EFM) as one of the Ethernet interface
series. EPON carries data encapsulated in Ethernet frame, which makes easier to carry IP packets and ease interoperability with existing installed Ethernet LANs. Ethernet is not an expensive technology and it is used everywhere and interoperable with other legacy equipment. EPON combines low cost Ethernet equipment and low cost fibre infrastructure. Moreover, given the fact that today’s 90% traffic is originated from Ethernet LANs. EPON provides a number of advantages over traditional access networks, such as operating distance, reduced equipment and maintenance cost, and easy upgrade to higher bit rates or addition wavelength [KRAM02B]. It has been widely recognized that EPON is an attractive solution to the “first mile” bottleneck problem in next-generation broadband access networks [ZHEN05A].

1.2 Motivations

In an EPON system, all Optical Network Units (ONUs) have to share the same transmission channel in the upstream direction (i.e., from ONU to the OLT). To better meet the bandwidth requirements of different users, a desirable solution is that the Optical Line Terminal (OLT) can dynamically allocate bandwidth to each ONU based on its demand instantaneously. Multi-Point Control Protocol (MPCP) is a control protocol for facilitating dynamic bandwidth allocation and arbitrating the transmission of ONUs, and it does not specify any particular bandwidth allocation scheme. Hence, an efficient and fair bandwidth allocation algorithm becomes a critical issue to design an EPON system. A lot of bandwidth allocation algorithms have been proposed to address this problem. However, none of these
algorithms could completely remove the inter-frame idle time of the upstream channel, which will be explained in Section 3.1 in detail. For this purpose, a new dynamic bandwidth allocation scheme is needed to achieve higher network utilization and thus improve network performance.

1.3 Objectives

The primary objective of this thesis is to develop an efficient dynamic bandwidth allocation (DBA) algorithm for upstream traffic transmission in EPON access networks based on the thorough examination of various existing dynamic bandwidth allocation algorithms. The proposed DBA will improve network performance in terms of resource utilization, network throughput, and packet delay, and thus provide near-optimal network services to end users. Also, the DBA can support differentiated services over an EPON access network. To validate the proposed algorithm, a discrete-event simulator will be developed.

1.4 Thesis Contributions

In this thesis, we propose a novel DBA algorithm, called per-slot DBA (PSDBA) algorithm, to efficiently and fairly allocate bandwidth among different users in an EPON system. The PSDBA algorithm makes use of the excessive bandwidth of lightly-loaded ONU s to better meet the needs of heavily-loaded ONU s and dynamically allocates the excessive bandwidth to each heavily-loaded ONU on a
per-slot basis. Moreover, it can support differentiated services by integrating priority queue management.

The PSDBA algorithm has the following advantages.

1. Reduced packet delay. In the DBA algorithm in [ASSI03], bandwidth allocation is performed on a per-frame basis. That is, bandwidth allocation is only carried out each time all the requests from ONUs are received at the OLT. Furthermore, the bandwidth allocation decisions for all ONUs are made at a time. An inter-frame idle time is generated due to propagation delay and it is equal to the round trip time plus computation time in the worst case. This idle time causes increased packet delay. In the PSDBA algorithm, a bandwidth allocation decision is made on a per-slot basis. In this way, this so-called inter-frame idle time is eliminated and thus average packet delay is reduced.

2. Improved system throughput. In a system performing a per-frame bandwidth allocation the idle time exists between consecutive frames. Bandwidth in this idle time is completely wasted. This inter-frame idle time is also called “gap”. In this thesis, the term “gap” is interchangeable with the term “inter-frame idle time”. Although some methods have been given to minimize this gap, their efficiency is quite limited in many cases. In the PSDBA algorithm, the information used in calculating the bandwidth granted to each ONU is always updated. This information is a list of
bandwidth requirements containing up to \( N-J \) items of most recent requests that the OLT receives. Here, \( N \) denotes the number of ONU\( s \) in the system. In this way, the gap between consecutive frames is completely eliminated.

3. Maintained ONU\( s \) transmission order. -In PSDBA algorithm, the data transmission from different ONU\( s \) is always maintained in the same order. This can help to smooth the jitters in transmission.

A discrete event simulator is designed and developed in JAVA language. The simulation study shows that the PSDBA algorithm outperforms a well-known algorithm that allocates bandwidth on a per-frame basis. Further, the simulation results demonstrate that the PSDBA algorithm can achieve improved performance with and without considering differentiated services for the incoming traffic.

### 1.5 Thesis Organization

This thesis is organized in five chapters. Chapter 1 introduces the background knowledge in optical access networks. The thesis motivations, objectives and contributions are also presented. Chapter 2 introduces EPON technologies and the key issues in an EPON network. Polling mechanisms as well as a comprehensive survey on various dynamic bandwidth allocation algorithms are presented. Chapter 3 describes the PSDBA algorithm with differentiated service support in great detail. Chapter 4 describes the simulation model and results. Performance evaluation and
analysis are also presented based on the simulation results. Chapter 5 gives the conclusions and the open issues for future research.
Chapter 2 POLLING MECHANISMS AND BANDWIDTH ALLOCATION ALGORITHMS IN EPONs

2.1 Introduction

EPON is considered as the most attractive solution to solve the “first mile” bottleneck problem for next-generation broadband access networks due to the convergence of low-cost Ethernet equipment and low-cost fibre infrastructure. A main feature of an EPON system is the use of a shared transmission channel among all users in the upstream direction. Because of this property of an EPON, to increase transmission efficiency, a multiple access arbitration mechanism must be deployed to avoid data collision and in the meantime to fairly share the channel capacity.

In this chapter, the EPON technologies and architectures are first introduced, and several key issues in designing a broadband EPON access network are pointed out. Then an overview of MPCP protocol and some existing proposed polling
protocols is presented. Finally, a comprehensive review of the previously proposed DBA algorithms in the literature is given.

2.2 EPON: Technologies and Architectures

Like other PON technologies, EPON is a point-to-multipoint fibre optical network with no active equipment in the transmission path from source to destination. The only interior equipment used in an EPON are passive components, such as optical fibre, splice, and splitter. All transmission in a PON is carried out between the OLT and ONUs.

Typically, an EPON network is connected in tree topology and shown as in Figure 2.1, which consists of one OLT, a 1:N passive star coupler (or splitter/combiner), multiple ONUs. At the root of the tree is an OLT, which is the service provider equipment residing at the central office (CO). The OLT acts as a traffic distributor or aggregator, connecting the optical access to a metropolitan area (MAN) or wide area networks (WAN). The OLT is connected to the passive coupler through a single optical fibre. The passive star couple is located a long distance away from the CO but close to the customer premises. ONUs are located at either the curb (FTTC solution), building (FTTB solution) or home (FTTH solution). Each ONU is connected to the passive coupler through a dedicated short distance optical fibre. The distance between the OLT and each ONU typically
ranges from 10 km to 20 km. ONUs buffer data received from the attached subscribers and convert the data between optical and electrical domains.

Figure 2.1 A Typical EPON Architecture

In the downstream direction (i.e., from the OLT to ONUs), an EPON system may be viewed as a point-to-multipoint network [KRAM02A], where Ethernet frames transmitted by the OLT pass through a 1: N passive splitter (where N typically between 4 and 64) and broadcast to each ONU. Each ONU extracts the data destined for it based on its media access control (MAC) address.

In the upstream direction (i.e., from ONUs to the OLT), an EPON may be viewed as a multipoint-to-point network [KRAM02A], where multiple ONUs transmit data packets to the OLT through the N: 1 passive combiner. All ONUs have to share the transmission capacity and resource. Due to the directional property of a passive combiner, packets from any ONU can only reach the OLT, not other ONUs. For this reason, conventional contention-based media access, e.g.,
the carrier sense multiple access with collision detection (CSMA/CD) protocol is not preferred because of its channel inefficiency. To solve this problem, a revised CSMA/CD protocol was proposed in [CHOI02], where a loop-back technique is used to gain high transmission efficiency. The problem of this technique is that each ONU has to add an additional receiver for the upstream data and a carrier sense circuit. This will increase network cost. Another disadvantage of this technique is that it is very difficult to support QoS function because contention-based media access cannot provide guaranteed bandwidth to each user.

Another possible solution to avoid collisions is to use wavelength division multiplexing (WDM) [KRAM02B], which allows each ONU to operate at a different wavelength, thus avoid interfering with other ONUs’ transmission. This solution is simple to implement, but the OLT would require a tunable receiver or a receiver array to receive data on multiple wavelength channel. Moreover, it requires each ONU to use a fixed transmitter at a different wavelength, which will cause an inventory problem. Although the inventory problem can be solved by the use of tunable transceivers, such transceivers are too expensive to use at this current time. Thus, WDM solution is cost-prohibitive and is not considered as an attractive solution in the short term.

Compared with CSMA/CD and WDM, time division multiple access (TDMA) on a single wavelength is more attractive for upstream transmission, where 1550 nm wavelength for downstream transmission and 1330 nm wavelength for upstream transmission [KRPE02A]. In the upstream direction, all ONUs share
the same transmission medium. In this solution, the OLT allocates each ONU a
time-slot or a transmission window for data transmission. Each ONU buffers data
packets from different users until they are transmitted in the assigned time-slot.
When the assigned time-slot arrives, the ONU will burst out all packets at full
upstream channel speed. Moreover, it requires only one single wavelength for all
ONU transmission and a single transceiver for the OLT, and thus is a cost –
effective solution. Also note that using TDMA does not prevent EPON from being
upgraded to WDM in the future [ZHENG05A].

2.3 Key Issues in EPON

To successfully design and implement an EPON system, several key issues need to
be addressed: multiple access, packets scheduling, bandwidth allocation, and QoS
support [ZHENG05A].

Multiple access control mechanism plays an important role in achieving
good network performance. There are two basic problems that have to be solved:
channel separation and multiple access. As discussed earlier, to avoid collisions,
TDMA on a single wavelength is considered as a more attractive solution among
other approaches. However, this will require packet scheduling.

The goal of packet scheduling is to ensure efficient upstream transmission
from all ONUs as well as to avoid packet collisions from different ONUs. In an
EPON system, it is the OLT's responsibility to grant a time-slot to each ONU. The
OLT also has the knowledge of the round-trip time between the OLT and ONUs for each ONU. Thus, the OLT can calculate the data transmission start time and grant bandwidth for next ONU. In this way, packet scheduling is carried out to achieve our goal. Another responsibility of the OLT is to determine the order of the transmission from different ONUs, which has a great impact on network performance. This is done one cycle ahead. The OLT determines the order based on different scheduling algorithms, which are discussed in detail in the later sections.

In an EPON system, due to the limited bandwidth of the upstream channel, it may not always be able to provide sufficient bandwidth to meet the bandwidth demand of all end users. An available solution is to assign a time-slot to each ONU, and each ONU can only transmit in its assigned time slot. While assigning a fixed time slot to each ONU regardless its demand is simple, this scheme cannot adapt to burst traffic and may waste bandwidth. For this reason, an efficient bandwidth allocation algorithm becomes a critical issue to design an EPON system. There are two basic categories of bandwidth allocation algorithms: static allocation and dynamic allocation. The desirable solution is that the OLT can dynamically allocate bandwidth to each ONU based on its demand instantaneously. Thus, a fair and effective bandwidth allocation scheme has to be carefully designed.

Performance of packet-networks, particularly in EPON, can be conventionally characterized by several parameters: packet delay, throughput, delay variation (jitter), and packet loss ratio. Quality of Service (QoS) is the ability
of a network to provide different levels of service assurances to the various forms of traffic. EPON is expected to provide a variety of network services with diverse QoS requirements to all end users. Various traffic flows are classified into a limited number of classes to be differentially serviced. Accordingly, there are multiple queues for different classes in an ONU. A newly arrived packet is first classified by its type-of-service (ToS) field and buffered into the corresponding queue [XIE04]. According to 802.1 Q, an ONU can support up to eight priority queues. There are two mechanisms for scheduling the transmission of packets buffered in the different priority queue - inter-ONU and intra-ONU.

2.4 Polling Mechanisms

In TDMA, to increase bandwidth utilization for an EPON access network, it is desirable that the OLT dynamically allocates a variable time-slot to an ONU based on the instantaneous bandwidth demand of that ONU. For this purpose, a polling mechanism has been widely considered [KRAM02A][MA03][ASSI03][AN03][BYUN03]. A polling protocol is used to allocate bandwidth for each ONU based on its demand and flexibly arbitrate the transmissions of multiple ONUs, which can significantly increase bandwidth utilization and thus improve network performance. To support polling, MPCP has been developed and standardized by the IEEE 802.3ah Ethernet in the First Mile Task Force [IEEE802A].
2.2.1 MPCP

MPCP is a signaling protocol (control plane) for arbitrating the transmissions from multiple ONUs to the OLT. Although MPCP is not concerned with particular bandwidth allocation, it is meant to facilitate the implementation of various allocation algorithms in EPON. MPCP is a frame-based TDMA protocol based on 64-byte MAC control message. There are five MAC control messages defined in MPCP: GATE, REPORT, REGISTER_REQ, REGISTER, and REGISTER_ACK. GATE and REPORT messages are used for MPCP in the normal operation mode. The GATE message is used by the OLT to allocate a transmission window to an ONU. The REPORT message is used by an ONU to report its local queue length to the OLT. REGISTER_REQ, REGISTER, and REGISTER_ACK messages are used for the MPCP in the auto-discovery mode to discover and register a newly connected ONU, and to collect related information for that ONU, such as the round-trip delay and MAC address.

Figure 2.2 illustrates the GATE message operation [PESA03], which is responsible for assigning bandwidth to ONUs. A GATE message is generated in the MAC control client layer and is time stamped in the MAC control layer. It typically contains one or multiple sets of granted start time and a granted transmission length as well as a 4-byte timestamp, which is used to calculate the round-trip time between the OLT and an ONU. When an ONU receives a GATE message matching its MAC address, it will program its local register with the value of granted start time and granted transmission length. In the meanwhile, the ONU
will also adjust its local clock to that of the timestamp extracted from the received GATE message in order to maintain synchronization with the OLT. At the granted start time, the ONU will start its transmission for up to the granted transmission length. Note that, no packet fragmentation is allowed during the transmission. If the next packet cannot be transmitted in the current assigned time-slot, it will be deferred to the next time-slot.

![Diagram](image)

**Figure 2.2 GATE message [PESA03]**

Figure 2.3 illustrates the REPORT message operation [PESA03], which is responsible for reporting local information at ONUs. A REPORT message is sent by an ONU in the assigned transmission windows together with data frames. It can be transmitted automatically or on demand at the beginning of the time-slot, or at the end depending on the bandwidth request approach implemented by the ONU. A REPORT message is generated in the MAC control client layer and is time
stamped in the MAC control layer. It typically contains the requested bandwidth or window size based on the ONU’s queue size. The ONU should also account for additional overhead in its request, which includes a 64-bit frame preamble and a 96-bit inter-frame gap (IFG) associated with each frame. Upon receiving the REPORT message, the OLT passes the message to the MAC client layer, which is responsible for bandwidth allocation and recalculation of the round trip delay to the source ONU. To support differentiated services, each ONU may need to report the status of its individual priority queue [CHOI02] and the OLT can choose to send one or multiple priority grants within the same GATE message depending on the bandwidth allocation algorithm implemented.

![Diagram](image)

**Figure 2.3 REPORT message [PESA03]**

### 2.2.2 Related Work on Polling Protocols

Based on MPCP, there is a variety of polling mechanisms proposed in the literature.
2.2.2.1 Broadcast Polling

In [XION04], an uplink access scheme for EPONs, called broadcast polling (BP) has been proposed. In the BP scheme, the OLT only sends one GATE message to inform all ONUs of their bandwidth grant information in every cycle. This GATE message is called a grant. The grant for cycle \( N \) is generated on the basis of reports from cycle \( N-2 \) due to the fact that the OLT has to know all ONUs bandwidth requirements.

In the BP scheme, the OLT keeps the requested window size of each ONU and the round-trip time (RTT) to each ONU in a polling table. It is assumed that the current cycle is \( N-2 \) now. Once the OLT receives all REPORT messages from cycle \( N-2 \), it starts to allocate the bandwidth according to bandwidth allocation scheme. The GATE message consists of the assigned bandwidth and transmission start time. The destination address of this GATE message is a broadcast address so that all ONUs can receive it. When the OLT is broadcasting the grant for cycle \( N \) to each ONU in cycle \( N-2 \), cycle \( N-1 \) has already started. In this way, channel utilization is improved. Upon receiving the grant, each ONU will get its grant information. It is possible that for a particular ONU the transmission would have not started yet when it has received its GATE message. In this case, the ONU has to put the GATE information into its register. In the meantime, in the upstream direction, the OLT receives the ONU’s REPORT message from cycle \( N-1 \), it calculates the RTT and updates the polling table with the ONU’s demand and new RTT value. Once all ONUs REPORT messages from cycle \( N-1 \) are received, the
OLT can start generating the grant for cycle $N+1$. The process will repeat as it is in cycle $N-2$.

In summary, this broadcast polling scheme is simple to implement. However, the OLT has to know all ONU’s requirements. Further, it uses bandwidth demand information collected in two cycles ahead to allocate bandwidth for each ONU in current cycles. Thus, the information may be not up to date. This may result in packet delay and deterioration of the network performance.

2.2.2.2 Non-Broadcast Polling

In contrast to broadcast polling, there are several non-broadcast polling approaches that have been proposed. In [CHOI04], the author proposed an OLT-based polling algorithm, called the cyclic polling algorithm, which is to dynamically allocate bandwidth for differentiated class of service in EPON. In this scheme, every ONU is polled by the OLT periodically. The objective of this scheme is to increase the downstream capacity for user traffic when upstream traffic load is low. The idea behind it is that the available bandwidth for downstream traffic is restricted critically due to the GATE messages when only a little upstream traffic is waiting. The simulation results show that the cyclic polling scheme with the MPCP guarantees near total downstream bandwidth.

In [KRAM02A] G. Kramer et al. proposed an interleaved polling algorithm, where the next ONU was polled before the transmission from the previous ONU
had arrived. This is not difficult to implement because the upstream and
downstream channels are independent, and the OLT maintains a polling table
including the bandwidth demand and the RTT for each ONU. This polling table is
dynamically updated by each REPORT message in the previous polling cycle and
is used to calculate the transmission starting time for the next ONU. It has been
shown that the interleaved polling protocol can significantly improve upstream
channel utilization. With this protocol, however, the OLT can only allocate
bandwidth based on the ONU's bandwidth demand already received. It is unable to
make a more intelligent decision for bandwidth allocation, which can account for
the bandwidth demand of all ONU's. Such intelligence is very important in
providing better network services to end-users.

To achieve more intelligent bandwidth allocation, the author in [ZHENG05A]
introduced a variation of the interleaved polling protocol called interleaved polling
with stop. Like the interleaved polling protocol, this protocol allows the OLT to
perform bandwidth allocation based on the bandwidth demands of all ONU's at the
end of each polling cycle and thus make a more intelligent decision.

2.5 Bandwidth Allocation Algorithms

Since an efficient bandwidth allocation algorithm (BA) is very important in EPON
access networks, much research work has been carried out to address this issue. As
mentioned earlier, there are two basic categories of bandwidth allocation
algorithms: static and dynamic. Dynamic bandwidth allocation (DBA) schemes can
be further divided into two categories: Statistical Multiplexing and QoS guaranteed, as shown in Figure 2.4. Another way to classify bandwidth allocation algorithms is: centralized and decentralized. In this section, we give a comprehensive survey on different BA algorithms proposed to date for EPONs. We focus on DBA algorithms because allocating bandwidth on demands of ONUs can improve bandwidth utilization.

![Bandwidth allocation algorithms classifications](image)

**Figure 2.4 Bandwidth allocation algorithms classifications**

### 2.2.1 Static Bandwidth Allocation Algorithm

From the above discussion, one can see that TDMA is considered as an attractive solution for upstream transmission in EPONs. In TDMA, the time-sharing techniques can be either static or dynamic depending on the time-slot or transmission window allocated to each ONU, which can be either static or dynamic. In static bandwidth allocation, each ONU is allocated a fixed time-slot to transmit
data regardless of its demands. In dynamic allocation, bandwidth allocation is assigned proportionally to the reported queue length [NIPE04]. In [KRAM01], the author studied the performance of EPON using a fixed bandwidth assignment algorithm, in which all traffic belonged to a single class, i.e., no service differentiation. While this scheme is simple, it has a drawback, which is the fact that it is not possible to implement statistical multiplexing among ONUs. This is because each ONU is allocated a fixed time-slot; lightly-loaded ONUs will probably under utilize their allocated slots even under very heavy traffic load, while the time-slots of those heavily-loaded ONUs are overflowed. This will cause increased packet delay. This phenomenon will eventually deteriorate the network throughput. For this reason, static bandwidth allocation is not preferred.

### 2.2.2 Dynamic Bandwidth Allocation (DBA) Algorithms

In this section, we present a comprehensive overview of different DBA algorithms, including statistical multiplexing schemes and QoS support schemes.

#### 2.2.2.1 Statistical Multiplexing Scheme

The typical method of statistical multiplexing in the literature is the “Interleaved Polling with Adaptive Time”, called IPACT proposed in [KRAM02A]. In this approach, the OLT polls the ONUs individually and issues transmission grants to them in a round-robin fashion. The granted window size is variable depending on the amount of frames buffered at the respective ONUs, as reported by the respective ONUs using REPORT messages. IPACT keeps track of the round-trip
times of all ONU and uses an interleaved polling approach, where the next ONU is polled before the transmission from the previous one has arrived. In this way, network utilization is highly improved.

In IPACT, the cycle time is not fixed but adapts to the instantaneous bandwidth requirements of the ONU. Also, it uses a maximum transmission window (MTW) to prevent the ONU with high data volume from monopolizing the transmission bandwidth. The OLT allocates the upstream bandwidth to the ONU in one of the following ways [ZHEN05A]:

- Fixed allocation: The OLT ignores the requested window size and always grants the maximum transmission window (MTW) size to each ONU. Thus, the cycle time is constant.

- Limited allocation: The OLT grants the requested number of byte, but not exceeding the MTW. This scheme assumes that there is no more packets arrived after the ONU sent its request. This is somehow not very practical. As a matter a fact, because of the round trip time, there might be more packets arriving during the instant an ONU sent a REPORT message to the instant the ONU receives a GATE message. In this case, those newly arrived packets may not be able to be transmitted in the current cycle, resulting in increased packet delay.

- Constant credit service: The OLT grants the request number of bytes plus a constant credit. The size of the credit is constant no matter how
large is the requested window size. Note that the credit size may have an impact on the network performance.

- Linear credit: The OLT grants the request number of bytes plus a credit that is proportional to the requested window size. The idea behind is that network traffic usually has some degree of predictability.

- Elastic allocation: This algorithm attempts to overcome the limitation of assigning at most one fixed MTW to an ONU within one cycle. The maximum window $W_{max}$ is granted in such a way that the accumulated size of the last $N$ grants does not exceed $N \times W_{max}$, where $N$ denotes the number of ONUs. In this way, if only one ONU has data to send, it may get a granted window size up to $N \times W_{max}$.

Among these schemes, the limited allocation scheme exhibits the best performance [KRAM02B].

In summary, IPACT improves the channel utilization efficiency by using carefully interleaved polling message. It provides statistical multiplexing and dynamically allocates upstream bandwidth according to the traffic demands of the ONUs within adaptive polling cycles. IPACT deploys an efficient in-band signalling approach that avoids using extra Ethernet frames for control. Moreover, IPACT uses a maximum transmission window (MTW) to achieve throughput fairness among ONUs. Although IPACT is a well-designed dynamic bandwidth
allocation for EPON networks, it does not support QoS and is not suitable for delay and jitter sensitive services because of a variable polling cycle time.

2.2.2.2 DBA with QoS Support

There have been numerous proposals in the literature to address the problem of dynamic bandwidth allocation with QoS support. Some of the algorithms classified ONU s into groups based on their QoS levels or Service Level Agreements (SLAs) with their service providers, such as those proposed in [MA03] and [XION04]:

a) Bandwidth Guaranteed Polling (BGP) Algorithm

The BGP method proposed in [MA03] divides ONUs into the two disjoint sets of bandwidth guaranteed ONUs and best effort ONUs based on the SLA. All these ONUs share the total upstream bandwidth, which is divided into equivalent units. The OLT maintains two Entry tables, one for bandwidth guaranteed ONUs and the other for best effort ONUs. Entries in the guaranteed bandwidth ONUs table that are not occupied can be dynamically assigned to best-effort ONUs. The OLT polls the best effort ONUs during the entries that are not used by the bandwidth guaranteed ONUs in the order they are listed in the best effort table. In this way, this approach explicitly provides differentiated service to different users with various bandwidth requirements. The main drawback of this algorithm is that it divides ONUs into two types, which is not the case in future emerging EPON access networks, where one single ONU must be capable of provisioning different services for different user requirements. Moreover, this algorithm is neither
consistent nor to be standardized with the MPCP arbitration mechanism proposed for EPON.

b) *Broadcast Polling (BP) Algorithm*

The BP method classifies ONUs into groups based on QoS level and has been proposed in [XION04]. This algorithm gives a guaranteed forwarding service to the ONUs of class 1, a best effort service level to the ONUs of class 3, and the service level between class 1 and 3 to the ONUs of class 2. In the BP scheme, the OLT has known all ONUs’ bandwidth requirements before allocating bandwidth to the ONUs, and only one GATE message is sent to them in every cycle. Since the ONUs have to be divided into three classes, it has the same drawback of BGP scheme. Moreover, in BP, the grant for cycle N is generated on the basis of the reports from N-2, this may result in the request information being not up to date and will increase packet delay.

There are many other DBA algorithms with QoS support proposed in the literature. In [XIE04], the authors proposed a class-based bandwidth allocation scheme to provide differentiated services. With this scheme, an ONU reports its instantaneous traffic load for each traffic class separately, and the OLT uses this information to proportionally allocate bandwidth according to the ratio of the request of a single class to the total request. Thus, it can be adaptive for dynamic traffic load. The OLT first allocate the bandwidth for different traffic class, then further distributes the bandwidth to one class among all requesting ONUs. This
forms a two-layer bandwidth allocation scheme (TLBA). To avoid a class from monopolizing bandwidth under heavy load, a weight is set for each class to determine a bandwidth threshold. With the same class, all ONUs fairly share the bandwidth following the max-min policy. Although this scheme can allow all ONUs to fairly share the upstream bandwidth according to their bandwidth demands, it increases the gap time needed between two adjacent time slots to avoid overlapping of signals from different ONUs because of the layered structure.

Reference [CHOI02] proposed a dynamic bandwidth allocation algorithm for multimedia services over EPON, where traffic in each ONU is placed into three queues. The size of the three priority queues in each ONU is reported to the OLT. The OLT issues grants separately for each of the priorities based on their respective demands in each of the ONUs. The main feature of this approach is that it uses strict priority queuing and control message formats that handle classified bandwidths using MPCP. This will result in starvation of ONUs that have more low priority traffic.

Another scheme that combines dynamic bandwidth allocation with priority scheduling was proposed in [KRAM02A], which may be viewed as the first contribution on DBA with QoS. The authors used a combination of limited service scheme (inter-ONU scheduling) and a priority queuing (intra-ONU scheduling). They found some unexpected results: queuing delay for some traffic classes increases when the network load decreases, a phenomenon they called *light-load*
penalty. Since the light-load penalty affects only some traffic classes, it violates the fairness property among the traffic classes. This appears to be caused by a fact that during the ONU waiting time, which is between ONU's sending a REPORT and the transmission of the reported data, more packets may arrive to the queue. Newly arrived packets may have high priority than some packets already stored in the queue. They will pre-empt lower priority traffic that arrived before the queue reporting and will be transmitted in the next transmission slot before those low-priority packets. Since these new packets were not reported to the OLT, the granted slots cannot accommodate all the stored packets. This causes some low-priority packets to be left in the queue. This situation may repeat many times, causing some low-priority packets to be delayed more multiple cycle times. When the load increases, the queue behind a lower-priority packet grows fast and the light-load penalty decreases. The authors proposed two different methods to eliminate the "light-load penalty": two-stage buffers and CBR credit. Although the two-stage method eliminates the light-load penalty, it causes increased delay for higher priority traffic. On the other hand, the CBR credit method attempts to predict the amount of high priority packets arriving between the queue report and the arrival of the granted time-slot, and adjust the granted window size accordingly. However, this method only partially eliminates the light-load penalty and requires external knowledge of the traffic arrival.

To better alleviate the light-load penalty, the authors in [ASSI03] proposed a DBA algorithm that supports differentiated services for different user
requirements for EPON access networks. With this scheme, a traffic priority queuing is combined with a specific bandwidth allocation algorithm that is not confined to limited slot allocation. A contribution of this scheme is to fairly distribute the excessive bandwidth among highly loaded ONUs. In this scheme, a priority scheduler is employed for scheduling packet transmission. In other words, only those packets that arrive before the time of the ONU sending the last REPORT message to the OLT are scheduled to transmit in the current time slot. Those packets (even with high priority) have to be deferred to the next time-slot if they arrive after the ONU has sent a REPORT messages to the OLT. Thus, low priority traffic would not be starved for the transmission. For every transmission grant cycle, each ONU is allowed to report the requests of three priority classes to the OLT, and its granted bandwidth also includes three parts accordingly. This option put the priority scheduling under the OLT control. Note that with this DBA scheme, the OLT assigns bandwidth in a per-frame basis. That is, bandwidth allocation is only carried out each time all the requests from ONUs are received. This will result in packets’ waiting time at ONUs, and thus increase average packet delay. The authors attempted to employ an early allocation scheme to reduce the waiting time of the upstream channel. However, this still cannot help to completely eliminate the unnecessary waiting time. As a result, the system efficiency is still limited in many cases.
2.6 Summary

In this chapter, EPON technologies and architectures have been introduced. EPON is an attractive and promising solution for supporting broadband applications in local access networks because of its high speed, low cost, and interoperability. MPCP is a signalling protocol defined for the arbitration of the transmission of different ONUs and it resides at the MAC control layer. It is mentioned that MPCP does not specify any particular allocation algorithm. Therefore, designing efficient and fair bandwidth allocation algorithms based on MPCP becomes a critical issue in an EPON system. The objectives of designing such algorithms include efficient network resources utilization, transmission collision avoidance, increased network throughput and reduced packet delay.

In the next chapter a novel per-slot dynamic bandwidth allocation algorithm, called per-slot DBA (PSDBA) algorithm, designed to achieve better network performance, will be presented. In this algorithm, the MPCP and DBA algorithm are combined with queue management to provide differentiated service support to multiple users.
Chapter 3 A NOVEL PER SLOT BASED DBA ALGORITHM WITH QoS SUPPORT

3.1 Motivations

In the real world, different ONUs may have different bandwidth requirements due to the differences in subscribers’ SLA. For this reason, the DBA in [ASSI03] predefines a minimum guaranteed bandwidth, $B_i^{\text{min}}$, for each ONU. Considering the burst nature of network traffic, some ONUs may have less traffic than their minimum guaranteed bandwidth to transmit while other ONUs may have more traffic than their minimum guaranteed bandwidth to send within one cycle. To improve network utilization, the excessive bandwidth resulted from those lightly-loaded ONUs can be allocated to those heavily-loaded ONUs to better meet the bandwidth demands of the heavily-loaded ONUs.

One of the important characteristics of the DBA algorithm in [ASSI03] is that the OLT assigns bandwidth on a per-frame basis. That is, bandwidth allocation is only performed at the time when all the REPORT messages from ONUs are received. However, some idle time in the upstream channel, which is also called
gap as defined earlier, exists between consecutive frames. This results in some bandwidth being wasted in the upstream channel. Figure 3.1 illustrates how such a gap is created in the implementation of the DBA scheme. This gap is equal to a round trip time between the OLT and ONU's plus the DBA computation time. In a typical EPON system, the overhead due to such gap can be ten percent for a hundred-microsecond propagation delay in a two-millisecond frame. To reduce the gap, an early allocation mechanism was proposed in [ASSI03]. In this method, the OLT can schedule ONU's whose requested bandwidth $R_i < B_i^{\text{min}}$ instantaneously without waiting. Those who are requesting $R_i \geq B_i^{\text{min}}$ will have to wait all REPORT messages being received and the DBA algorithm has to compute their bandwidth allocation, as shown in Figure 3.2.

![Diagram of DBA with idle time](image)

*Figure 3.1 DBA with idle time*
However, this method still cannot resolve the problem or remove the gap completely. For example, in the case of a light load, because the requested bandwidth from most ONU's is less than their minimum guaranteed bandwidth, those ONU's are assigned bandwidth without waiting based on the early allocation scheme. In this case, this scheme works well. However, under very heavy load, the bandwidth allocation to most ONU's has to be delayed until the OLT receives all requests. In this case, the gap time is still kept large or even unreduced at all, and thus the performance of this scheme is not very satisfactory.

For this reason, a novel per-slot DBA (PSDBA) algorithm with QoS support is proposed to eliminate the gap time for achieving high channel utilization. The PSDBA algorithm is described in detail in the following sections.
3.2 Network Model

In this section, the network model used in the PSDBA scheme is presented. In this thesis, an EPON access network consists of an OLT and \( N \) ONUs, as shown in Figure 3.3. In this network model, \( R_u \) Mbit/s is considered to be the data rate from users to an ONU and \( R_N \) Mbit/s to be the capacity of the upstream link from an ONU to the OLT. Line capacity for each link is the same in upstream and downstream direction. The link capacity is usually much higher than the average rate at which users send packets. However, one should note that if \( R_N \geq N^* R_u \), the bandwidth utilization problem does not exist, since the system throughput is higher than the peak aggregated load from all ONUs.

![Network Model Diagram]

**Figure 3.3 A network model of an EPON system**

Every ONU is located at a certain distance away from the OLT and has a certain propagation delay. A downstream propagation delay and upstream propagation delay are the same because only a single fibre is used for bi-directional transmission. \( S \) denotes the largest distance between the OLT and an ONU.
In this thesis, an EPON system can support Differentiated Services (DiffServ) and offer various levels of QoS. Network services are classified into three priorities as defined in [BLAK98]: namely the expedited forwarding (EF), the assured forwarding (AF), and the best effort (BE). The EF service (primarily voice and video delay sensitive applications) requires very strict requirements and demands a constant, low end-to-end delay and jitter. AF is intended for services that are not delay sensitive but which require bandwidth guarantees. The BE traffic has no strict specification requirements regarding traffic properties. To support these three classes, each ONU is equipped with three queues serving these three priority classes, denoted by $P_0$, $P_1$ and $P_2$, respectively. $P_0$ is the highest priority and $P_2$ is the lowest priority, as shown in Figure 3.3. When a packet is received from a user, the ONU classifies its type and places it in the corresponding queue. The queues in each ONU share a common memory of size $Q$ bytes. Note that a guard time $T_g$, is considered accounting for the receiver on and off time, receiver recovery time, round trip delay and other optical related issues. The granting cycle is denoted by $T_{cycle}$. It is the time during which all active ONUs can transmit and report to the OLT. For every transmission grant cycle, each ONU is allowed to report the total request bandwidth $R_i$, which contains the request of three priority classes to the OLT, denoted by $H_i$, $M_i$ and $L_i$ respectively. Its granted bandwidth also includes three parts accordingly.
In this model, for each ONU a minimum guaranteed bandwidth based on its SLA is defined and denoted by \( B_i^{\text{min}} \), i.e., the minimum guaranteed bandwidth (in bytes) allocated by the OLT under heavy load operation. To improve the network performance in terms of average packet delay and system throughput, the excessive bandwidth (denoted as \( B_{\text{extra}} \)) contributed from those lightly-loaded ONUs is fairly allocated to those heavily-loaded ONUs.

### 3.3 Polling Protocol Design

It is shown that in [KRAM02A] the regular interleaved polling protocol is unable to adopt sophisticated bandwidth allocation algorithms, which takes into account the bandwidth demand of all ONUs; so its ability to support differentiated services is limited. The interleaved polling with stop, introduced in [ZHEN05A], allows the OLT to allocate bandwidth on a per-frame basis, that is, the OLT allocates bandwidth based on the bandwidth demands of all ONUs at the end of each polling cycle. This polling scheme results in inter-frame idle time of upstream channel. An early allocation mechanism in [ASSI03] is employed to shorten this idle time and achieve high utilization. However, the idle time still exists in the upstream channel due to the propagation delay. To better solve this problem, a scheme that integrates interleaved polling approach with the PSDBA algorithm is proposed to support QoS for different end users.
In the PSDBA-based scheme, the OLT acts as a central controller performing dynamical medium access arbitration for all ONU's. The REPORT and the GATE messages defined in IEEE 802.3ah are used to deliver control messages between the OLT and ONUs. Each ONU generates the REPORT message, which contains the demands of its individual priority queues. Upon receiving the REPORT message, the OLT first checks the total demand of the ONU and records this information. Scheduling a grant transmission is as follows. If the total request of an ONU is less than its minimum guaranteed bandwidth, the OLT can grant the requested bandwidth. If the total request of an ONU is more than its minimum guaranteed bandwidth, the OLT has to use the PSDBA algorithm to compute the allocated bandwidth, which is described in subsequent sections. The PSDBA algorithm distinguishes itself in that the OLT sends a grant to an ONU for its next grant arrival right before the data transmission ending time of its preceding ONU. Note that the preceding ONU of ONU₀ is ONUₙ₋₁.

Other than allocating bandwidth to an ONU, the OLT needs to calculate the transmission starting time of the ONU based on the granted bandwidth of each ONU. The GATE message containing the granted bandwidth and data transmission starting time then can be transmitted to the ONU by the OLT. When the granted transmission starting time arrives, the ONU can transmit its buffered data up to the granted length. A REPORT message is then sent by the ONU in the assigned transmission window together with data frames. The REPORT message contains the desired size of the next time slot based on the ONUs queue occupancy. Figure
3.4 illustrates a flow of GATE (G) and REPORT (R) messages for upstream transmission of three ONUs. Here, the guard time is ignored for ease of explanation of our strategy.

![Diagram of GATE and REPORT message flow](image)

Figure 3.4 A flow of GATE and REPORT message.

In summary, an OLT-based interleaved polling approach is used to arbitrate the transmissions of multiple ONUs. With this approach, the next ONU is polled before the transmission from the previous ONU has arrived. The duration of each slot is dynamically changed based on the requested bandwidth in ONUs. Each ONU executes the same procedure driven by the GATE message received from the OLT. Note that here the issue of synchronization between the OLT and ONUs is not emphasized because it conforms to the MPCP protocol.
3.4 ONU Queue Management

EPON is expected to provide a variety of network services with different QoS requirements for end users. Priority queuing and packet scheduling have been widely employed as effective solutions for supporting QoS.

3.4.1 Priority Queuing

Priority queuing is considered as a useful and relatively simple method for supporting differentiated QoS [ASS103]. DiffServ is an IETF framework for classifying network traffic into classes, with different service level for each class. Figure 3.5 shows a simple example of priority queuing, in which each ONU maintains three separate priority queues for the three classes: EF, AF, and BE. The queues in each ONU share the same memory buffer of fixed size. Data packets from end users are first classified by checking the type-of-service (ToS) field of the IP packets encapsulated in the Ethernet packets and then buffered into an appropriate priority queue. The queuing discipline is as follows: if a higher priority packet arrives and finds the buffer full, it can preempt a lower priority packet. If a lower priority packet arrives and finds the buffer full, it will be dropped. As a result, lower priority traffic may experience very long delays and increased packet loss, even resulting in a resource starvation. To address this problem, traffic policing can be placed at each ONU to control the amount of higher priority traffic of each user to be sent. The arriving packets are first classified and checked for the conformance with their SLA and then unnecessary traffic will be dropped. The higher priority traffic is always given favour and the
lower priority traffic is most likely to be dropped. However, some control methods may need to be employed to control the higher priority traffic to prevent them from monopolizing the channel capacity and exceed their SLAs.

![Diagram](image)

**Figure 3.5 Priority queuing**

### 3.4.2 Packet Scheduling

To transmit the packets buffered in the queue, a priority queue scheduler must be employed for scheduling packet transmissions. *Specifically, to meet the QoS requirements of different service classes, scheduling should include the arbitration of the packet transmission from not only different ONUs but also different priority queues in each ONU. Accordingly, there are two types of scheduling: inter-ONU scheduling and intra-ONU scheduling. In inter-ONU scheduling, the OLT is responsible for arbitrating the transmission from different ONUs; while in intra-ONU scheduling, each ONU is responsible for arbitrating the transmission from different priority queues at the ONU itself.*
In general, there are two possible strategies to carry out packet scheduling. One strategy is to let the OLT control both inter-ONU scheduling and intra-ONU scheduling. In this case, the OLT is the central controller that schedules the upstream transmission. Each ONU can request the OLT to allocate bandwidth for each traffic class. For this purpose, an ONU has to report the status of its individual priority queues to the OLT, which can be implemented through the use of REPORT message. MPCP specifies that each ONU can report the status of up to eight priority queues [IEEE802B]. The OLT then can generate multiple grants, each for a specific traffic class, to be sent to the ONU using a single GATE message. Each GATE message might carry one or more grant messages. The 64-byte MPCP GATE message is illustrated in Figure 3.6.

![MPCP GATE message format](image)

**Figure 3.6 MPCP GATE message format**

The other strategy to perform the scheduling is to allow the OLT to perform inter-ONU scheduling whereas to allow each ONU to perform intra-ONU scheduling. In this case, each ONU sends a REPORT message to the OLT to
request bandwidth based on its buffer occupancy status. The OLT only needs to allocate a total bandwidth based on each ONU's total requested bandwidth. Each ONU will in turn divide the allocated bandwidth among different classes based on their QoS requirements and schedule the transmission of different priority queues with the allocated bandwidth.

In general, both scheduling strategies have advantages and disadvantages. Allowing the OLT to perform scheduling has mainly three benefits: First, it is to relieve the maintenance of ONU because the ONU becomes very simple equipment and is usually located at the customer premise. Second, it is more flexible to upgrade or add new ONUs. Various scheduling algorithms can be deployed at the OLT without any modifications at the subscriber side. Hence, SLA can be changed and modified at any time. Third, better network performance may be achieved, in particular, increased network throughput. This issue is further addressed through simulation in Chapter 5. However, removing the scheduling mechanism from ONUs to the OLT also has disadvantages: this comes at the penalty of increased grant size to carry multiple grant information for each of those possible service classes. Further, the OLT will have an increased calculation burden to perform scheduling for all those ONUs.

In packet scheduling, there are two types of scheduling algorithms: strict priority scheduling (defined in P802.1D, clause 7.7.4) and non-strict priority scheduling. In strict scheduling, a lower priority queue is scheduled only if all
higher priority queues are empty. This situation will result in infinity packet delay and high packet loss for lower priority traffic. This will also increase the degree of unfairness. The operation of such scheduler is illustrated by a simple example shown in Figure 3.7[ASSI03], where only one ONU is considered. Assume that at time $t_{n-1}$, the ONU sends a REPORT message to the OLT to request bandwidth based on its current buffer occupancy. Upon receiving the REPORT message, the OLT allocates the requested bandwidth to the ONU by sending a GATE message.

![Figure 3.7 an example of illustrating packet Scheduling](image)

This GATE message arrives at the ONU at time $t_n$ and the transmission time of ONU is scheduled at later time $t_{n+1}$. Now the time interval ($t_{n+1} - t_{n-1}$) is the waiting time, during which more packets may arrive into the buffer and contend for the upstream transmission. With strict priority scheduling, the high priority traffic arriving during this period (waiting time) will be scheduled before the reported low priority traffic. This will result in the transmission of low priority traffic being delayed for one or more cycles, increasing infinitely queuing delay and prohibiting them from being transmitted in their allocated transmission window as specified by
the bandwidth allocation algorithm. To address this problem, a non-strict priority scheduling was proposed in [ASSI03], in which only those reported packets are given high priority as well as time-slots for transmission. The transmission order of different priority queues is based on their priorities, i.e. round robin service discipline. If packets arriving before \( t_n \) are all scheduled, and the current time-slot still can accommodate more traffic, it will allow the transmission for packets arriving during the waiting period (\( t_{n+1} - t_{n-1} \)) based on their priorities. In this way, all traffic classes can have access to the upstream channel within the allocated time-slot as reported to the OLT, while their priorities are still maintained, and thus ensure fairness in scheduling packets.

In summary, the PSDBA-based scheme can use either the strategy of allowing the OLT to perform inter-ONU and intra-ONU scheduling or allowing the OLT to perform inter-ONU scheduling while letting each ONU to perform intra-ONU scheduling. In packet scheduling, the non-strict priority scheduling is used to schedule upstream packet transmission.

### 3.5 The PSDBA Algorithm

As for EPON, a highly efficient bandwidth allocation algorithm with QoS support plays a very important role. In EPON, the overall goal of bandwidth allocation is to effectively and efficiently perform fair scheduling of time-slots among ONUs. It is already known that MPCP provides an effective control mechanism to support dynamic bandwidth allocation. However, it does not specify or require any specific
bandwidth allocation algorithm and allows it to be vendors-specific. With MPCP, each ONU periodically reports its buffer occupancy status to the OLT and requests its desired bandwidth. Upon receiving the REPORT message from an ONU, the OLT passes this information to the DBA module at the MAC client layer. The DBA module then calculates bandwidth allocation and generates grant messages. Note that each GATE may carry multiple grants messages to support differentiated QoS.

The PSDBA algorithm works on a per-slot basis, which means that the OLT allocates excess bandwidth resulted from those lightly-loaded ONUs fairly to those heavily-loaded ONUs upon the receipt of each ONU’s REPORT message. Here, the network model is described as in Section 3.2, where an EPON access network has $N$ ONUs. The transmission rate between the OLT and ONUs is $R_N$ Mbit/s. $B_i^{\text{min}}$ is defined as the minimum guaranteed bandwidth for ONU $i$, $0 \leq i \leq N-1$, which is the guaranteed bandwidth under heavy load condition. $B_i^{\text{min}}$ is determined as follows:

$$B_i^{\text{min}} = \frac{(T_{\text{cycle}} - N \times T_g) \times R_N \times w_i}{8}$$  \hspace{1cm} (3-1)

In equation (3-1), $T_{\text{cycle}}$ is the granted cycle time that is the time during which all ONUs have chances to transmit data and report to the OLT, $T_g$ is the guard time that is used to separate the time-slot allocated to different ONUs, and
$w_i$ is the weight assigned to each ONU based on its SLA. $T_{cycle}$ is an important parameter for EPON. If it is set too large, it will result in increased average delay for all Ethernet packets. The reason is that a larger cycle time leads to a larger assigned transmission window size. While one ONU is occupying the transmission channel, the traffic waiting in the next ONU will experience increased delay. On the other hand, if $T_{cycle}$ is set too small, it will result in more bandwidth being wasted due to the guard interval $T_g$ that is necessary to separate transmission for any two consecutive ONUs. Setting the $T_{cycle}$ too small also leads to increased CPU processing load and potentially prevents packets from being transmitted because no packet fragmentation is allowed. Note that, in equation (3-1), if all ONUs were not to be classified based on their SLA, i.e., $w_i = 1/N, \forall i$, and $\sum_{i=1}^{N} w_i = 1$, then the minimum guaranteed bandwidth for each ONU will be the value determined as follows:

$$B_{i, min}^{min} = \frac{(T_{cycle} - N \times T_g) \times R_N}{8 \times N}$$

(3-2)

To dynamically allocate bandwidth to each ONU based on its instant bandwidth demand, several approaches have been proposed. Before proceeding further, one important concept is the excess bandwidth, which is due to the fact of the burst nature of Ethernet traffic, some ONUs may have traffic $\leq B_{i, min}^{min}$ to transmit while other ONUs may have traffic $> B_{i, min}^{min}$ to transmit. The total resulted excessive
bandwidth is denoted by $B_{total}^{excess}$. Now, let $R_i$ be the requested bandwidth for ONU$_i$ and $B_i^{grant}$ be the granted bandwidth for ONU$_i$.

The algorithm in [ASSI03] is to dynamically allocate bandwidth to ONUs by utilizing the total excessive bandwidth, which is calculated as follows:

$$B_{total}^{excess} = \sum_{i \in M} (B_i^{\min} - R_i)$$  \hspace{1cm} (3-3)

where $M$ is the set of lightly-loaded ONUs in the current frame such that for each ONU $i \in M$, we have $B_i^{\min} > R_i$. This algorithm is described as follows:

$$B_i^{grant} = \begin{cases} R_i, & \text{if } R_i < B_i^{\min} \\ B_i^{\min} + B_i^{excess}, & \text{if } R_i \geq B_i^{\min} \end{cases}$$  \hspace{1cm} (3-4)

where $B_i^{excess}$ is the excessive bandwidth allocated to ONU$_i$, which can be derived from equation (3-5): each ONU gets the excessive bandwidth in proportional to its requested bandwidth.

$$B_i^{excess} = \frac{B_{total}^{excess} \times R_i}{\sum_{i \in L} R_i}$$  \hspace{1cm} (3-5)

where $L$ is the set of heavily-loaded ONUs such that each ONU $i \in L$, we have $R_i > B_i^{\min}$. In this scheme, an early allocation mechanism is deployed in which an ONU requested bandwidth $R_i < B_i^{\min}$ could be scheduled instantaneously without
waiting. Whereas, those who are requesting bandwidth $R_i > B_i^{\text{min}}$ will have to wait until all REPORT messages have been received by the OLT and the DBA algorithm can then compute their bandwidth allocation. This has been shown as in Figure 3.2. In this way, the inter-frame idle time can be reduced, especially under light load. However, under heavy load this inter-frame idle time cannot be significantly reduced as compared with its original version. As a result, such per-frame bandwidth allocation algorithm will result in bandwidth being wasted due to the large idle time between consecutive frames. On the contrary, the PSDBA algorithm can completely eliminate the inter-frame idle time and maximize the channel utilization. The PSDBA algorithm is described as following:

$$B_i^{\text{grant}} = \begin{cases} R_i, & \text{if } R_i < B_i^{\text{min}} \\ R_i, & \text{if } R_i > B_i^{\text{min}} \text{ and } \left( R_i - B_i^{\text{min}} \right) < B_i^{\text{excess}} \\ B_{i}^{\text{min}} + B_i^{\text{excess}}, & \text{if } R_i > B_i^{\text{min}} \text{ and } \left( R_i - B_i^{\text{min}} \right) > B_i^{\text{excess}} \end{cases}$$

Here, equation (3-5) is used to calculate the excessive bandwidth, $B_i^{\text{excess}}$ allocated to ONU$i$. However, the method and the time we use to calculate the total excess bandwidth $B_{\text{total}}^{\text{excess}}$, which is distributed among heavily-loaded ONUs, is different as shown below:

$$B_{\text{total}}^{\text{excess}} = \sum_{i \in A} (B_i^{\text{min}} - R_i), \forall i, R_i < B_i^{\text{min}}$$
Where, \( A \) represents a list stored at the OLT. It contains \( N \) items and records the most recent requested bandwidth information that OLT has received from each ONU. Consider ONU\(_i\) as the current ONU being granted, information in this list used for bandwidth allocation is the items from ONU\(_{i+1}\) to the ONU whose request has been last received at the OLT. Note that this list is updated upon the OLT receiving a new request from an ONU.

Figure 3.8 illustrates how the PSDBA algorithm works. The operation of this algorithm is illustrated via a simple example. Assume that the OLT receives the REPORT message from ONU\(_3\) at time \( t_1 \) in the current frame. Here, it is also assumed that the requested bandwidth of ONU\(_3\) is larger than its minimum guaranteed bandwidth \( B_3^{\text{min}} \). To ease the analysis here, the processing time for GATE message and REPORT message are ignored to avoid confusion. To better utilize the excess bandwidth, the OLT sends the GATE message to ONU\(_3\) at time \( t_2 \). To achieve maximum upstream utilization, \( t_2 \) is calculated by the data transmission ending time of ONU\(_2\) in the next frame minus a downstream propagation delay. In other words, the time \( t_2 \) can be considered as the latest time for the OLT to send the GATE message to ONU\(_3\) without causing bandwidth waste. Note that in this example, the OLT would not send the GATE message to ONU\(_3\) at time \( t_1 \). This is because during the time period \((t_2 - t_1)\), there are more REPORT messages arriving at the OLT. Among those messages, there may be more excess bandwidth available to contribute to allocate the bandwidth to ONU\(_3\) in the next frame. On the other hand, it does not make any sense for ONU\(_3\) to receive the GATE message.
earlier than the time $t_2$ because the upstream channel is still occupied by other ONUs.

![Diagram](image)

**Figure 3.8** Illustration of per-slot bandwidth allocation scheme. There are in total $N$ ONUs.

### 3.6 Bandwidth Allocation with QoS Support

In this section, the PSDBA algorithm is further enhanced to support differentiated QoS. When providing various services to different traffic classes with different requirements, the requested bandwidth $R_i$ consists of three parts: high-priority ($H_i$), medium-priority ($M_i$), and low-priority ($L_i$). The ONU can have the option to request the OLT to assign bandwidth within the allocated time-slot for each class. In this case, the requested bandwidth $R_i$ including the three parts demand information is conveyed via a REPORT message to the OLT:

$$R_i = H_i + M_i + L_i$$  \hspace{1cm} (3-8)
It is mentioned that MPCP specifies that each ONU can report up to eight queues, and the queues and their orders are also specified in [IEEE802B]. Note that if an ONU prefers shifting the complexity of the queue management to the OLT, which performs intra-ONU scheduling, the OLT then can generate multiple grants, each for specific class. The multiple grants will be transmitted using a single GATE message:

\[ B_{i}^{\text{grant}} = H_{i}^{\text{grant}} + M_{i}^{\text{grant}} + L_{i}^{\text{grant}} \]  

(3-9)

where \( H_{i}^{\text{grant}}, M_{i}^{\text{grant}}, L_{i}^{\text{grant}} \) are the bandwidth granted to the three traffic classes, respectively. As shown in Figure 3.8, this grant information is carried by a single GATE message in the designated DATA/RESERVED field (39 octets); each grant consists of a grant "start time" and a "grant length" (total of 6 octets), therefore, total of six grants (36 octets) can be carried by a GATE message. In addition, the OLT includes an additional one byte of data "grant level" to identify the order of the queues to which grants are generated. In this way, when the GATE message arrives to an ONU, the ONU is able to classify grants to their particular queues. For example: in an EPON system with eight queues for each ONU, 10110000 indicate that three priority queues have been assigned grants and their grant information (start time and length) follows the same order.
3.7 Summary

In this chapter, the PSDBA-based scheme has been introduced in detail. It has the following characteristics:

First, the scheduling of its grant transmission works in a way such that a grant to ONU$i$ for its next transmission should be scheduled to reach ONU$i$ right before the data transmission ending time of ONU$_{i-1}$. This scheduling strategy maximizes the upstream channel utilization and leads to the "nearly-seamless" transmission of ONUs. The idle time between consecutive frames is completely eliminated, and thus the average packet delay is decreased and the system throughput is increased.

Second, the OLT maintains a list of items, which contains the information on the bandwidth requirements of all ONUs. But only the information received from next to current ONU up to $N$-1 items of most recent requests that the OLT received can be used in calculating the total excess bandwidth $B_{\text{total}}^{\text{excess}}$. In this way, the freshness of data in bandwidth calculation is maintained. Here, $N$ denotes the number of ONUs in the system.

Third, in this PSDBA algorithm, the order of data transmission from different ONUs is always maintained. This can help to smooth out the jitter in transmission.
In the next chapter, simulation is used to verify the high performance of the PSDBA algorithm regarding how it removes the channel idle time and increases the system throughput.
Chapter 4 PERFORMANCE EVALUATION AND SIMULATION RESULTS

4.1 Introduction

To evaluate the network performance of the proposed bandwidth allocation algorithm, the PSDBA algorithm is compared with the per-frame based algorithm [ASSI03]. For this purpose, an event-driven EPON simulator is developed in Java language. In the following sections, a detailed description of the simulation model is first introduced. Then the simulation results are described. Finally, the performance evaluation based on the simulation results is provided.

4.2 Simulation Model

4.2.1 Assumptions

In the simulation, an EPON access network with 16 ONUs connected in tree topology is considered, as shown in Figure 3.3. The distance between the OLT and the ONU is 25 KM. The link capacity $R_L$ between the OLT and ONUs is considered to be 1Gb/s and the data rate $R_u$ from users to an ONU is considered to be 100Mb/s.
Here, it is assumed that the channel capacity is the same in upstream and downstream direction. Each ONU can support three priority queues, sharing the same buffering space of size $Q$, which is set to 10Mb. The maximum cycle time is set to 2 ms. The guard time $T_g$ between transmission from different ONUs is set to 5 $\mu$s and the value of Inter-Frame Gap (IFG) between Ethernet packets is 96 bits.

In the simulation, the traffic is assumed to be Poisson distributed. For the traffic profile in the case of QoS support, 20 percent of the network load is set for EF, and the rest is equally divided between AF and BE, i.e. 40 percent each. The packet size of the AF and BE traffic is uniformly distributed between 64-1518 bytes. For the EF traffic, the packet size is set to 70 bytes. When the traffic is generated to an ONU, the frames should be buffered in the corresponding queue in the ONU until the ONU is allowed to transmit the frames.

4.2.2 Metrics

In order to evaluate the network performance of the PSDBA algorithm, several metrics are required. The metrics used in the simulation include average packet delay, maximum packet delay, system throughput, and average queue length, and average packet loss.

The average packet delay ($AD$) is the average time between the instant a packet arrives in an ONU and the instant the packet arrives at the OLT. It is defined as follows:
\[ AD = \sum_{x=1}^{s} D_x + T_{prop} + T_s \]  

(4-1)

where \( D_x \) is the delay of the \( x \)th packet sent, \( T_{prop} \) is the upstream propagation delay, \( T_s \) is the transmission time for the \( x \)th packet sent and \( s \) is the total number of packets sent.

The maximum packet delay (\( MD \)) is the maximum time between the instant a packet arrives in an ONU and the instant the packet arrives at the OLT. It can be defined as:

\[ MD = \max \{ D_x | x = 1, s \} \]  

(4-2)

The system throughput (\( \alpha \)) is the total number of packets sent to the OLT per second and is defined as:

\[ \alpha = \frac{\text{Total number of packets sent}}{\text{Total packets sending time}} \]  

(4-3)

The average queue length (\( AL \)) is the average number of packets waiting in the queue for all ONUs. It is defined as:

\[ AL = \frac{\sum_{k=1}^{m} \sum_{i=0}^{n-1} L_i^k}{m \times n} \]  

(4-4)
where $L_i^k$ is the queue length at the instant that the $k$th packet arrives at the $ONU_i$; $m$ is the total number of packets arrived and $n$ is the number of ONUs.

The average packet loss ($\beta$) is the average number of packets lost in the system and is defined as:

$$\beta = \frac{\text{Total number of packets lost}}{\text{number of ONUs}} \quad (4-5)$$

### 4.2.3 Simulation Flowcharts

In the discrete-event simulator, we define five different events, i.e., the packet arrival event (packetArrival), the data transmission event (dataTrans), the request arrival event (requestArrival), the grant transmit event (grantTrans) and the grant arrival event (grantArrival). The flowcharts of the request arrival event, the grant transmit event and the data transmission event are presented. Here, to ease the explanation, the flowcharts of the basic operations without considering differentiated services are given.
The flowchart of grantTrans event is shown in Figure 4.1.

![Flowchart of grantTrans]

Figure 4.1 Flowchart of grantTrans
The flowchart of dataTrans event is shown in Figure 4.2.

Figure 4.2 Flowchart of dataTrans event
The flowchart of requestArrival event is shown in Figure 4.3.

Figure 4.3 Flowchart of requestArrival
The flowchart of main function is shown in Figure 4.4.

![Flowchart of main function](image-url)
4.3 Simulation Results

In this section, the simulation results for traffic with and without QoS requirements are presented and analyzed.

4.3.1 DBA without QoS Support

The PSDBA algorithm is first compared with the DBA algorithm proposed in [ASSI03] (called hereafter DBA-frame algorithm) without considering differentiated services for the incoming traffic. As discussed earlier, the PSDBA algorithm works on a per-slot basis and the DBA-frame algorithm works on a per-frame basis. Because in [ASSI03], the authors have compared the performance of DBA-frame with the fixed bandwidth allocation algorithm (FBA), and the results there show that the performance of DBA-frame significantly outperforms FBA. So the FBA here is not simulated and only the PSDBA algorithm is compared with the DBA-frame algorithm in which early allocation mechanism is deployed. Figure 4.5 and Figure 4.6 show the results of the average packet delay and the maximum packet delay respectively. From the curves, one can observe that for both algorithms both the average delay and maximum delay increase with the traffic load. However, the PSDBA algorithm has smaller delay than that of the DBA-frame especially under the traffic load > 0.8. This is due to the fact that in the DBA-frame algorithm, in case of heavy load, if the requested bandwidth from ONUi is above the minimum guaranteed bandwidth $B_i^{min}$, the OLT has to wait until all ONUs have transmitted their REPORT messages before it can perform the
bandwidth allocation for ONUi. In contrast, with the PSDBA algorithm, the OLT does not have to wait until receiving all ONU's REPORT messages to allocate bandwidth to each ONU regardless its requested bandwidth. As a result, the PSDBA algorithm has better network performance in terms of the average packet delay and maximum packet delay. Note that we only give simulation results under the traffic load of 0.5 to 1.3. This is because when the traffic load is below 0.5, both algorithms perform well due to the less stressful load situation in this case. For DBA-frame, its good performance under low traffic load is explained as follows. Upon receiving a REPORT message from an ONU, the OLT can immediately send out its related GATE message without waiting. In this case, the upstream channel almost has no inter-frame idle time. As a result, all traffic experiences very small average packet delay and maximum delay.

![Figure 4.5 Comparison of Average packet delay (AD)](image)

Figure 4.5 Comparison of Average packet delay (AD)
Figure 4.6 Comparison of Maximum Packet Delay (MD)

Figure 4.7 illustrates the throughput performance for both algorithms. As expected, the DBA-frame has an upper throughput of 87 percent whereas the PSDBA can achieve an upper throughput of 96 percent. The reason is that in PSDBA, the inter-frame idle time of the upstream channel, as observed in DBA-frame is avoided. In this way, the upstream channel is maximally utilized. Hence, it achieves better throughput than the DBA-frame.
In Figure 4.8, the average queue length under both schemes is compared. Due to the fact that the idle time is removed in our proposed algorithm, hence, the waiting time of frames in the queue at ONUs is reduced. As a result, the PSDBA algorithm outperforms the DBA-frame algorithm.
4.3.2 DBA with QoS Support

In this section, simulation results are presented to compare the PSDBA with the DBA-frame in providing QoS support. Firstly, we consider the case in which intra-ONU scheduling is performed by each ONU using non-strict priority scheduling.

Figures 4.9(a), 4.9(b), and 4.9(c) show the average packet delay performance for three traffic classes: EF, AF, and BE. From the curves, it is easy to see that for all traffic classes, the average packet delay increases when their load increases. The PSDBA has smaller average packet delay than the DBA-frame especially when the traffic load is above 0.8. This is due to the fact that the PSDBA algorithm completely removes the inter-frame idle time of the upstream channel. While the DBA-frame cannot remove this idle time, which equals to the round trip time plus computation time in the worst case. This phenomenon can occur under heavy load. This is because nearly most ONUs have high bandwidth requirements compared with their minimum guarantee bandwidth. In this case, grants to most ONUs have to be deferred until requests from all ONUs are received. The waiting time of frames in the queue is increased.
Figure 4.9(a) Comparison of average packet delay for EF traffic

Figure 4.9(b) Comparison of average packet delay for AF traffic
Figures 4.10(a), 4.10(b), and 4.10(c) show the maximum packet delay for EF, AF, and EF traffic respectively. The simulation results reveal that the PSDBA outperforms the DBA-frame. Again, this is due to the elimination of the inter-frame idle time in the PSDBA. In contrast, such idle time still exists in the DBA-frame.
Figure 4.10(b) Comparison of maximum packet delay for AF traffic

Figure 4.10(c) Comparison of maximum packet delay for BE traffic
Figure 4.11 shows the throughput for the PSDBA compared to that of the DBA-frame. It is easy to see that the PSDBA achieves larger throughput than the DBA-frame due to the removal of the idle time in the PSDBA algorithm. This idle time wastes bandwidth and reduces the channel utilization in the upstream direction. It is also notable that for both DBA-slot and DBA-frame, the throughput increases when the offered load increases; however, it reaches its upper limit where the offered load is at 0.95. The system throughput can never reach 100 percent because some necessary control overheads consume bandwidth, thus reduce the channel utilization.

![Graph showing throughput comparison between DBA-frame and PSDBA](image)

**Figure 4.11 Comparison of throughput - intra-ONU by ONUs**

Figures 4.12(a), 4.12(b) and 4.12(c) show the average queue length for EF, AF, and BE respectively. From the curves, one can clearly see that the PSDBA has
shorter average queue length than the DBA-frame for each traffic class. This confirms our expectation. The reason is the same as explained before, i.e. the idle time is removed and the waiting time of packets in ONUs is reduced. Therefore, the average queue lengths in PSDBA are shorter than the ones in DBA-frame. In addition, it is notable that in all three classes, the average queue lengths increase as the load increases.

![EF traffic graph](image)

*Figure 4.12(a) Comparison of average queue length for EF*
Figure 4.12(b) Comparison of average queue length for AF

Figure 4.12(c) Comparison of average queue length for BE
The above results are obtained in the case where an ONU performed inter-ONU scheduling. However, one can see that the throughput has a slight decrease under a load over 0.9. This is because the packet size is different for each class. It has been mentioned that in the simulation, the packet size for the EF traffic is assumed to be smaller than the one for the AF and the BE traffic. Under heavy load, if the total requested bandwidth of ONU\(i\) is larger than the minimum guaranteed bandwidth \(B_{i}^{\text{min}}\), when the OLT receives the GATE message containing this requested bandwidth information, it may only grant the bandwidth as many as the \(B_{i}^{\text{min}}\). This may result in some bandwidth being wasted because the packet cannot be fragmented. In particular, when an ONU receives the GATE message from the OLT and performs the packet scheduling, it first assigns the bandwidth to the EF class, and then allocates the bandwidth to the AF class. At last it distributes the remaining bandwidth to the BE class. If the remaining bandwidth does not fit to an integral number of packets, then some bandwidth has to be wasted. This wasted bandwidth becomes large since each ONU can repeat this behaviour. To solve this problem and improve the system throughput, one can choose to let the OLT perform the intra-ONU scheduling. Here, simulations are also performed in which the OLT allocates bandwidth to each class when it has received their individual requested bandwidth from each ONU. Figure 4.13 shows the results.
Figure 4.13 Comparison of throughput- intra-ONU by the OLT

4.4 Summary

In this chapter, detailed simulation results are provided to evaluate the performance of the PSDBA algorithm. The PSDBA algorithm is compared with the DBA-frame algorithm with and without considering differentiated services for the incoming traffic. All simulation results indicate that the PSDBA algorithm achieves high performance as expected. Specifically, the simulation results show that the PSDBA algorithm improves the network performance in terms of average packet delay, maximum packet delay, throughput and average queue length.
Chapter 5 CONCLUSIONS

5.1 Summary and Concluding Remarks

EPON has been considered as an attractive solution to the “first mile” bottleneck problem in next-generation broadband access networks. EPON is expected to deliver multi-services and applications with diverse QoS requirements at the access networks [REGE02]. A key issue in designing such networks is to develop efficient bandwidth allocation algorithms. In this thesis, the architectures and characteristics of EOPN have been studied. Some typical bandwidth allocation algorithms in the literature have also been reviewed. To achieve high network performance, a novel DBA algorithm, called PSDBA, working on a per-slot basis to efficiently and fairly allocate bandwidths among end users has been proposed in this thesis. This algorithm has been also extended to support QoS in a differentiated services framework. Specifically, the PSDBA algorithm is integrated with non-strict priority scheduling and priority queuing to implement a cost effective EPON network with QoS support. To evaluate the performance of the PSDBA algorithm, a simulator has been developed and extensive experiments have been carried out to compare the PSDBA algorithm with an existing per-frame-based DBA algorithm.
The simulation results showed the effectiveness of the PSDBA algorithm. In particular, better network performance in terms of average packet delay, maximum packet delay, throughput and average queue length, has been achieved compared with existing work. This is due to the fact that the idle time between any consecutive frames is completely removed. As a result, the network resource is maximally utilized, the throughput is greatly increased, and the packet delay is highly reduced. Moreover, the light-load penalty behaviour is relieved by combining the DBA algorithm with non-strict priority scheduling.

5.2 Open Issues

As an extension to this work, the following open issues are suggested for future research.

Bandwidth utilization in EPON is determined by a number of parameters such as cycle time, guard time, propagation delay and packet size. The parameters are set the same as those used in many research studied referenced in the articles [ASSI03][KRAM01][KRAM02A][KRAM02C] [SHER04] [NASE05] [ZHEN05B]. The setting of these parameters has great impacts on the system performance. Optimal tuning of these parameters under different system environments deserves attention for improved bandwidth utilization.
Bandwidth allocation with prediction is another issue of interest. During the waiting period between the time an ONU sends its desired bandwidth and the time it starts to send data, some new packets may arrive at its queue. One method is to defer these packets to the next transmission as it has done in this thesis. Another method currently under great investigation is to allocate bandwidth with prediction. Prediction can be carried out based on historical behavior of traffic from each individual ONU. Allocating bandwidth with prediction can reduce packet delay of each ONU. However, inaccurate prediction can lead to potential bandwidth waste. How to accurately estimate the amount of packets arriving during this waiting period based on traffic characteristics and classes is an interesting point of investigation for future research.

Much work has been carried out in developing efficient scheduling algorithms. Designing scheduling mechanisms to meet different fairness criteria is of a great importance in providing QoS and improved performance in the design of EPON systems. Investigation on this issue is far from being a trivial task and deserves further research.
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