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Abstract

This thesis presents an Artificial Neural Network Research Framework (ANN RFW) for predicting medical outcomes. The ANN RFW along with other new and pre-existing applications, and the steps linking them are presented as part of an Outcome Prediction Model Definition Process (OPMDP). Proof-of-concept experiments are performed on three outcomes from two Canadian Neonatal Network (CNN) databases.

Successful results were obtained from the ANN RFW and a number of the subsequent applications. Results obtained using an ANN plus case based reasoner (CBR) were not yet favourable. In one of the intermediary steps, a modified method for extracting relative importance of ANN inputs was developed. The resulting relative weight results indicated that the importance of input variables of continuous outcomes may vary over the course of outcome’s duration. Observing relative weights for three outcomes indicated that each outcome must have its own prediction model.
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1 Introduction

1.1 Motivation

1.1.1 Health Care Perspective

Data mining in health care has three main focuses: the first to define trends in illnesses to assist both administrative and clinical members of staff, the second to define indicators for development of prevention initiatives and education, the third to provide active real-time decision support in the clinical environment.

Clinical decision support systems (CDSSs) encompass a range of software tools that provide physicians with clinical statistics and other patient information to facilitate the making of a diagnosis and the creation of treatment plans. CDSSs can display vital statistics and trends, or can provide outcome predictions. These outcomes can be truly clinical (e.g. predicting mortality or respiratory disease) or administrative (e.g. estimating the number of hours artificial ventilation that will be required, or the length of stay in an intensive care unit; information that can be used for equipment and staff scheduling).

When clinical databases are mined for information, it is often years after the patients have left the health care facility, however, it is possible to use these past cases in an intelligent manner to assist the patients currently under clinician care. The information gleaned from these datasets increases clinical knowledge of illness trends and treatment successes. Automated data mining systems that use real-time clinical data and provide a predicted outcome can be of great value to clinicians, particularly when there is a possibility to change the course of treatment and the associated clinical outcome.
Many data mining tools function on a specific set of given information that they then apply to each subsequent case, without adding the information from the new cases into the base information. Therefore, it is necessary to retrain the prediction system either on a periodic basis or when changes are made to the accepted course of clinical treatment. For example, if a prediction model existed, that gave the prognosis of a cancer patient; it would be vital to retrain the system if a new cancer treatment that extended patient longevity was put into use. Additionally, it is good practice to regularly update the existing case base with new patient information and remove old cases.

1.1.2 Technical Perspective

The Medical Information technology Research Group (MIRG) uses an artificial neural network (ANN) application written in MatLab for mining medical data. MIRG researchers use the application to develop prediction models for clinical and administrative outcomes.

A new Artificial Neural Network Research Framework (ANN RFW) must aid in addressing the problem of predicting continuous outcomes with the ANN tool, which is not feasible with the ANN in its current state. Two complimentary methods were proposed to overcome this limitation: (1) A method of overlapping categorical ANN results, (2) the introduction of a k-nearest neighbours (k-NN) application which imputes missing values. While case based reasoning had previously been used to match full patient cases in an adult intensive care unit (ICU) for inspection by clinicians [30] and to
impute missing values in a Neonatal Intensive Care Unit (NICU) database [18], it had not previously been considered for specific outcome prediction.

1.2 **Thesis Objective**

This work has three key objectives, listed below:

1. To design and develop an Artificial Neural Network Research Framework (ANN RFW) to increase automation allowing for more complete exploration of the data when creating prediction models. A framework that operates quickly enough to enable the researcher to feasibly explore various ANN network results is essential. Researchers must be able to: (1) attempt multiple structures altering the number of hidden layers and number of nodes in the hidden layer (2) research of a number of individual sub-outcomes within an outcome that is not binary (i.e. a continuous outcome).

2. Using the large set of previously unavailable results:
   
   a. To attempt a simple collaborative method for single ANN outcome results: a committee of classifiers approach using ANNs trained on different structures as the committee members.

   b. To investigate the usefulness of two other collaborative methods for predicting continuous outcomes: (1) a hybrid of an ANN and a k-nearest neighbour (k-NN) matching case based reasoner (CBR) and (2) a range prediction solution which takes results from ANNs trained on different sub-outcomes created from a single continuous outcome and compares the overlapping end result.
3. To define an Outcome Prediction Model Definition Process (OPMDP) for MIRG using the new applications and processes developed for this thesis, and incorporating existing applications and processes where applicable. A functional integration of the applications and the linking steps between them is presented as a step towards defining the OPMDP.

1.3 Thesis Contributions

1. Limitations of weight extraction and relative weight calculation models for multilayer perceptron artificial neural networks (MLP ANNs) found in the literature were discovered. A modified relative weight calculation method was created to expand the functionality of an existing method to include the types of networks used frequently with medical data: non-linear MLP ANNs with one hidden layer where the hidden to output layer connection weights are non-similar.

2. Through investigations of the relative weights extracted using the modified model, three important points were demonstrated:
   a. Short-term, long-term and possibly mid-range-term divisions in a continuous outcome may be defined using the differences in relative weights of input variables of an ANN,
   b. Continuous outcomes may need to be treated as separate duration-based outcomes (short-term, long-term and any existing mid-range-terms) for prediction purposes due to different relative weights and different prediction models, and
c. Different outcomes, beyond those sub-outcome within a single continuous outcome, may have different input variable weights requiring that every outcome to be predicted be given its own prediction model.

3. A method of predicting continuous outcomes using an ANN plus CBR (artificial neural network plus a case based reasoner) collaboration in a similar fashion to imputing missing values in a database was attempted. The results were interesting to discover even though they were not yet deemed favourable.

4. Design and implementation of an Artificial Neural Network Research Framework (ANN RFW) that has improved automation and increased functionality led to the successful introduction of a committee of classifiers to increase the generalization prediction ability of ANNs and a majority rules range overlap solution to broaden the outcome presentation ability of ANNs.

1.4 Thesis Outline

Chapter 1: Introduction provides thesis motivation, objective and summary of contributions.

Chapter 2: Overview of Relevant Concepts provides a brief introduction to Clinical Decision Support Systems (CDSSs), artificial neural networks (ANNs), k-nearest neighbours (k-NN) matching, as well as collaborative data mining methods.
Chapter 3: **Methodology** provides a description of the various software applications developed to meet the objectives: an Artificial Neural Network Research Framework (ANN RFW), an application to verify single ANN prediction models and set up committee of classifiers (CCVT), and k-nearest neighbours-based (k-NN-based) case based reasoner (CBR) software to impute missing values and predict outcomes. A formalized Outcome Prediction Model Definition Process (OPMDP) for MIRG including the new applications is also presented.

Chapter 4: **Verification of Applications and Process** provides a description of the databases used to validate the Outcome Prediction Model Definition Process and the tools therein.

Chapter 5: **Results** follows the results for the steps of the new Outcome Prediction Model Definition Process for a database and three outcomes, comparing them with results obtained previously by MIRG.

Chapter 6: **Discussion of Results** provides conclusions, contributions to knowledge and future work.
2 Overview of Relevant Concepts

This chapter provides an introduction to clinical decision support systems (CDSSs) as well as data mining and outcome prediction methods. The two data mining methods discussed are artificial neural networks (ANNs) and k-nearest neighbours (k-NN) matching. Various methods of predicting outcomes are discussed using ANNs, k-NNs and a few collaborative data mining techniques.

2.1 Clinical Decision Support Systems (CDSSs)

Clinical Decision Support System (CDSS) are defined as any application used to help physicians make decisions about patient care. CDSSs can provide many different types of information to the user, including from simplest to most complex:

- Display vital statistics and lab results for a patient, presented together in an electronic patient record; [33]
- Find and Display patient cases that closely match vital statistics of a current case, presented such that the clinician can see how past cases progressed and better assess the current case; [37]
- Perform outcome prediction, presented as probability of occurrence, a continuous value or range of possible values; [33]
- Issue warnings or alerts to clinicians if adverse conditions are suspected through predictions. [37, 10]
• Provide on-line interfacing between clinicians, other healthcare staff members and families of patients in order to make educated and informed decisions on courses of treatment. [33, 84]

Clinical decision support systems (CDSSs) are becoming more and more popular, with increased evidence that their use reduces medical errors. They are being implemented in a diverse range of healthcare environments from acute care to ambulatory practice. The increased availability of large data repositories and data mining applications performing tasks from patient case matching and displaying to outcome and diagnosis predictions make the CDSS feasible. [7]

The focus of this thesis will be on outcome prediction and the appropriate and effective presentation of that outcome. A number of outcomes can be presented from administrative (e.g. hours on a ventilator or number of nursing care hours required) to clinical (e.g. the possibility of contracting a specific respiratory disease or mortality within the first month of life).

2.2 Performance Measures of Data Mining Methods

There exist many statistics used to measure the performance of any data mining method. Classification rate, sensitivity, specificity, average squared error (ASE), area under the ROC curve (C-index) and logarithmic sensitivity index are presented in this section.

Table 2-1 shows the statistical split of results for any two-value outcome dataset. The
true and false positives and negatives are used throughout this section to describe and compare the statistical methods of performance measure.

<table>
<thead>
<tr>
<th>Actual Outcome</th>
<th>Predicted Outcome</th>
<th>Predicted Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative Outcome (-1 or 0)</td>
<td>Negative Outcome (-1 or 0)</td>
<td>True Negative (TN)</td>
</tr>
<tr>
<td>Positive Outcome (+1)</td>
<td>Positive Outcome (+1)</td>
<td>False Negative (FN)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>True Positive (TP)</td>
</tr>
</tbody>
</table>

A Priori statistics are used as benchmarks in performance measurements because they are consistent across data mining methods. The a priori statistics denote the outcome split of the actual data, i.e. if an outcome has 75% negative and 25% positive values, these do not change regardless of the data mining method or performance measure chosen. [21]

2.2.1 Correct Classification Rate (CCR/CR) and Constant Predictor (CP)

Correct Classification Rate (CCR or CR) is the total number of cases that were predicted correctly. i.e. if 35 of 75 cases with the outcome equal to -1 were predicted correctly and 20 of 25 cases with the outcome equal to +1 were predicted correctly (35+20=55 correct of a total 75+25=100 cases); the CR would be 55%: the number of each correctly classified divided by total number of cases.

\[ CR = \frac{TN + TP}{TN + FN + TP + FP} \]  
Equation 2-1
The Constant Predictor (CP) is the highest number of cases predicted correctly if a constant value is used as a predictor. For example, if 75% of the data outcome is a -1 and 25% is a 1, -1 would be chosen as the predictor and the CP would then be 75%. A priori stats are used to calculate the constant predictor (CP).

2.2.2 Average Squared Error (ASE)

The Average Squared Error (ASE) is the difference between each predicted value and its corresponding actual value squared and averaged over all cases. In classification based prediction methods a numeric error is very difficult to calculate as the outcome is classified into one of a series of categories. Because of the difficulty in assigning a numeric distance to the error, ASE is not often used for categorical results.

\[
ASE = \frac{\sum (\text{desired}_i - \text{actual}_i)^2}{\sum \text{desired}_i^2}
\]

Equation 2-2

2.2.3 Sensitivity and Specificity

Sensitivity (the true positive rate) and specificity (the true negative rate) are often used to measure the performance of a data mining method when classification rate (CR) and average squared error (ASE) are not appropriate. To allow researchers to measure how many positives and how many negatives have been predicted correctly, sensitivity (true positive rate) and specificity (true negative rate) were introduced. Sensitivity is the measure of how many actual positives were predicted correctly while specificity is the
measure of how many actual negatives were predicted correctly. [21] (See Table 2-1 for a description of TP, FP, TN, FN)

\[
\text{sensitivity} = \frac{TP}{TP + FN} \quad \text{Equation 2-3 [21]}
\]

\[
\text{specificity} = \frac{TN}{TN + FP} \quad \text{Equation 2-4 [21]}
\]

Often a two value classification outcome has an imbalance in the result (e.g. the dataset is split with 90% negatives and 10% positives). By convention, the less frequent classification is defined as the positive. Traditional performance measures fail to give a good indication of the effectiveness of a prediction model when the classification is highly imbalanced. For example, say we have the outcome mortality/survival with a 10%/90% split. The outcome is set “Mortality” with the cases that died been set as the positives. For this outcome a constant predictor (CP) of all negatives gives a classification rate (CR) of 90%. At first glance this appears to be a good predictor with 90% of the cases correctly classified. Upon closer inspection, it is seen that the less frequent value is never predicted correctly i.e. by predicting all negative values, all the positives have been classified incorrectly. The reality for most outcomes is that it is more important to predict the less frequent occurrence correctly. [81]

In medical data, the outcomes are often highly skewed, meaning there is very often a much less frequent classifier. Predicting an infrequent case can be very difficult and often that less frequent outcome is the more serious therefore, prediction models that predict less frequent outcomes with greater success are often chosen. [8] When these
predictions are used to assist clinicians in directing courses of treatment, the less frequent case generally causes a change in the normal actions.

Similar issues are seen in other fields, such as an oil spill prediction for open ocean surfaces. Images taken of the ocean’s surface show many instances with only a few being oil spill with the remaining being natural and generally weather induced. The oil spill being missed is of far greater concern than a weather patch being mistaken as a spill and warranting a physical inspection. [81]

### 2.2.4 Receiver Operator Characteristics (ROC) Curves

The receiver operator characteristic (ROC) curve is a “…simple yet complete empirical description of [a] decision threshold effect.” [57] Generally, the area under the ROC curve is used for comparison rather than the curve itself – the C-index. The larger the C-index, the better the prediction. [43] ROC analysis is most often used on outcomes that comprise nearly equal amounts of positive and negative cases. [57]

ROC curves are drawn using one of two methods. The first method is to use the probability of correctness for each predicted case used in data mining methods which give a probability of a certain outcome being correct such as with Bayes rule. [81] The second method uses specificity and sensitivity and is used primarily in data mining methods that do not provide probabilities for the outcomes predicted.
In a multilayer perceptron artificial neural network (MLP ANN), such as the one used by the Medical Information-technology Research Group (MIRG), results are given as a real number between -1 and +1 with no attached probability of correctness. The real value result is then categorized into a positive or a negative based on a specific cut-off point in the continuous range -1 to +1. The standard choice for the cut-off point is to be half way between the minimum numeric minimum and maximum returned from the ANNs output transfer function. i.e. If the ANN returns a real continuous value between -1 and +1, 0 as the midpoint would be chosen as the cut off point. To plot the ROC, the cut-off point is moved and the sensitivity and specificity at each cutoff point is calculated. The results are best when the ROC curve is a step function and the results are of a redundant classifier when the ROC curve is at a 45 degree angle [21].

![Comparing ROC Curves](image)

Figure 2-1: ROC curves. [69]
The true positive rate (sensitivity) is the number of positives correctly classified divided by the total number of actual positives. The false positive rate (1 – specificity) is one minus the number of negative correctly classified divided by the total number of actual negatives.

The **Worthless** curve in Figure 2-1 indicates that the sensitivity and specificity are both low and change greatly as the cut point moves. In an ANN with a hyperbolic tangent (tanh) transfer function (shown in Figure 2-2), an ROC curve along the 45 degree line indicates that the ANN results are all in the sloped region in the middle on the tanh curve where very small changes in the input create large changes in the output. This is not a very well generalized or stable prediction environment.

The **Excellent** curve in Figure 2-1 indicates that the sensitivity and specificity values are both high and do not change greatly as the cut point moves. In an ANN with a hyperbolic tangent (tanh) transfer function (shown in Figure 2-2), an ROC curve that is nearly a right angle (a step function) indicates that most of the results are in the tail regions of the tanh curve where larger changes are needed in the input to create changes in the output. This is a more stable and generalized prediction model.

An ROC curve that is a smooth arc indicates that the changing cut off point changes the positive and negative result division. An ROC curve that is at a sharp angle indicates that the changing cut off point does not change the positive and negative result division as the points are all collected together in one spot.
2.2.5 Logarithmic Sensitivity Index

For most outcomes, the impact of choosing the positive or negative of an outcome incorrectly is different. For example, predicting a patient outcome as mortality incorrectly can have a higher impact on the patient’s course of treatment than incorrectly predicing survival. [18]

The performance measure portion of the stopping criterion is used to measure how well the network performs at any given epoch. The dataset’s specific distribution over the chosen outcome is an important factor when choosing a stopping criterion. Those datasets that have an outcome that is highly skewed in favour of one output (e.g. 10% positives and 90% negatives) are difficult to train. The logarithmic sensitivity index was
created to give more weight to the sensitivity and therefore better predict the less frequent outcome. [24]

\[ \log_{sens} = -sensitivity^n \log(1 - sensitivity \times specificity) \]  
Equation 2-5 [24]

\( n \): a factor to increase the results toward predicting a higher sensitivity

2.3 Artificial Neural Networks (ANNs)

An artificial neural network (ANN) is modeled after the function of biological neurons. Figure 2-3 shows an ANN with no hidden layer and an ANN with one hidden layer containing three hidden nodes.

![Diagram of ANNs](image)

*Figure 2-3: (left) A Single layer network (2-layer network), (right) a Double layer network (3-layer network) [60]*

Every node in the hidden and output layers operates modeled after a neuron in physiology. In mammalian neurology, each neuron has a series of receptors (inputs) that sense electrical stimuli and an output that sends an electrical signal if triggered. An electrical stimulus can be either excitatory (adds to triggering a response) or inhibitory (subduing possible response). If the overall combination of all excitatory and inhibitory
stimuli reaches the trigger point, the neuron sends a signal out through the axon to the inputs of other neurons. This biological process is mathematically adapted by ANNs.

Inputs to a node, in combination with the connection weight between the node and the input values, are summed. The sum is then presented to a transfer function. In a linear network (no hidden layer), that transfer function is a step function. In a non-linear network (at least one hidden layer) the transfer function is not a step function but a non-linear mapping function. Hyperbolic tangent and sigmoid functions are most commonly used. The function used in this work is the hyperbolic tangent function. Each connection between nodes in the network has a weight. This weight defines how strongly that particular input will affect the node it is connected to. An example ANN node is shown in Figure 2-4. The bias term is summed along with the input/weight multiplied results. The bias provides for an offset between nodes in a network. A greater the magnitude of the bias the greater the offset effect to the node and the network.

![Figure 2-4: An ANN node (neuron). [60]](image)

A limitation of ANNs is that ANN outputs are made binary through the use of a transfer function and subsequent categorization result. The transfer function used may provide a
real value as an output, but that value is categorized based on a cut point. Any value greater than the cut point is categorized as a positive and any value less than the cut point is categorized as a negative. Training an ANN on results for an outcome that is not two-valued (binary) can be difficult and generally requires a domain expert to assist with the significance of different regions of a continuous outcome.

An ANN is architecturally defined by two factors: its structure and its connectivity. An ANN structure is the number of hidden layers and number of nodes in each layer. An ANN's connectivity can be either fully-connected or partially-connected. Fully connected ANNs have each node of a layer connected to every node in both the next and previous layers (as shown in Figure 2-3 (right)). Partially connected ANNs can have any combination of nodes connected across any layers.

A feed forward network has all result calculations directed from input to output. An ANN with connections that route the result of a node back to previous layer are feed backward or recurrent networks.

A back propagation learning algorithm updates connection weights and biases after the error has been calculated backward from output layer to input layer. The back propagation algorithm is responsible for the learning of the network. It changes the weights and biases of the network as a function of the error calculated from the results. The changes are made to follow a descending gradient search along the error function in an attempt to minimize the error. The error function is often created of many hills (local
maxima) and valleys (local minima). The gradient search along the error function does not guarantee that the direction traveled will lead to the global minima on the error curve.

2.3.1 Driving Parameters

Nine driving parameters control the fashion in which the ANN learns from one epoch to the next. These parameters change the weights and biases of the network as a function of the error between the desired and calculated outputs.

"Learning rate (lr): The value of the learning rate determines the speed at which the network attains a minimum in the criterion function so long as it is small enough to insure convergence. If the learning rate is too high, it may oscillate around the global minimum, and is unable to converge.

Learning rate increment (lr_inc): The learning rate’s incremental value.

Learning rate decrement (lr_dec): The learning rate’s decrement value.

Weight-decay constant (λ): The weight-elimination constant determines how strongly the weights are penalised.

Weight-decay constant increment (λ_inc): The weight-decay constant’s incremental value.

Weight-decay constant decrement (λ_dec): The weight-decay constant’s decrement value.

Weight-elimination scale factor (w_o): Weight-elimination scale factor defines the sizes of “large” and “small” weights. When w_o is small, the small weights will be forced to zero resulting in fewer large weights (i.e., weight-
elimination). A large $w_o$ causes many small weights to remain and limits the size of large weights (i.e., weight-decay).

**Momentum (momentum):** The momentum parameter adds a proportion of the previous weight-change value to the new value, thereby giving the algorithm some "momentum" to prevent it from getting caught in local minima.

**Error ratio (err_ratio):** The error ratio controls how the backpropagation makes adaptive changes in the learning rate, the weight-decay constant, and the momentum term." [23]

The parameters learn rate, the learn rate incremental multiplication factor, the learn rate decremental multiplication factor, momentum and error ratio are always used in the ANN learning algorithm. Lambda, the lambda incremental multiplication factor, the lambda decremental multiplication factor and the weight scale are used when the weight elimination cost function is turned on.

### 2.3.2 Weight Decay and Weight Elimination

The role of the weight decay constant (lambda, $\lambda$) is to determine how strongly weights are penalized. Weight elimination adds the following penalty term in addition to the main mean squared error function [77], this is the weight elimination cost function.

$$
\lambda \times \sum_i \frac{w_i^2}{1 + \frac{w_i^2}{w_0^2}}
$$

*Equation 6 [77]*

Weight decay limits the size of the connection weights penalizing large weights by forcing them to not increase. Weight decay creates outputs with less variance in turn
creating a more stable network. Weight elimination tries to reduce the small weights to zero. Following from this, an approximation of connection weight importance can be made that the smaller the connection weight, the smaller the effect the connection has on the network result. Weight elimination can reduce connection weights to a level that the node effectively has been removed from the network. Weight decay and weight elimination work best when using a large initial network structure, small initial weights and a small learning rate. [21]

\[
E(W) = E_0(W) + \lambda \times \sum_y \frac{w_{ij}^2}{1 + \frac{w_{ij}^2}{w_0^2}}
\]

Equation 7 [21]

Where:

\( E_0 = \text{SSE (sum squared error).} \)

\( \lambda = \text{weight decay factor, used to determine the relative importance of the weight elimination term. A larger } \lambda \text{ value means that a weight must be closer to zero to be considered part of the noise, increasing the pressure on small weights to further reduce their size.} \)

\( w_{ij} = \text{weight of connecting node } i \text{ and } j. \)

\( w_0 = \text{weight scale factor, defines the sizes of large and small weights. When } w_0 \text{ is small the small weights will be forced to zero resulting in fewer large weights (weight elimination), if } w_0 \text{ is large many small weight remain and the large weights are limited (weight decay).} \)
2.3.3 Artificial Neural Networks (ANNs) for Mining Medical Data

Artificial neural networks (ANNs) have been used extensively to perform data mining in medical environments. A strength of ANNs as a data mining method is their ability to find a result with no prior knowledge of the interaction of the variables. [59] The learning process of the ANN has often been referred to as a black box. In the last decade, methods for retrieving information about the input variables from their connection weights has somewhat illuminated the black box of ANNs. [59, 25]

The multilayer perceptron (MLP) ANN with one hidden layer is very popular for use in medical data mining. The hidden layer provides for a non-linear interaction between the variables, with hidden nodes acting as calculators of higher order statistics. There has been no evidence that using more than one hidden layer provides a better result than using one hidden layer when mining medical databases. [62] Medical data is believed to be non-linear in nature with many unknown interactions, therefore the use of an ANN with a hidden layer is a sound choice. [31]

2.3.4 Predicting Outcomes with an Artificial Neural Network (ANN)

An ANN can be used to predict an outcome by taking a structure with weights and biases and the appropriate mapping function normalization values that had previously been defined. Using these pieces, a new case can be normalized and then applied to the network with the outcome being calculated. Once this outcome has been calculated and categorized into a positive or negative the prediction has been complete. [17]
The first step to defining an ANN prediction model is to reduce the number of available input variables to the smallest possible subset. This data subset is the minimum dataset and represents the most important input variables to predicting a specific output. These variables are also known as indicators or factors leading to an outcome.

2.3.4.1 Input Variable Reduction: Finding a Minimum Dataset

Medical databases are generally large, containing many useable cases and more variables than are needed to predict the desired outcome. After the database has been cleaned (removal of outliers and ambiguous data), the first step is to pare down the database to a workable size by removing unimportant input variables. The difficulty lies in knowing which variables to remove. A method of finding the importance of each input variable to the prediction of the desired outcome is needed. When only the most important variables remain, the minimum dataset has been reached.

The minimum dataset not only defines the most important input variables for a prediction model, but also defines a list of indicators and their relative importance. When a database is mined, sometimes the ability to predict case-by-case results is not the goal. In these cases, often a set of indicators is desired in order to make over-all declarations about the factors that lead to certain results. The members of the minimum dataset with the largest relative weights are these factors or indicators. For example, a database containing information on injuries in children seen in the emergency room may be mined to find the indicators towards severe injuries received in ATV related incidents. [27]
There exist a number of methods for input variable elimination with ANNs. Methods of input variable reduction for use with back-propagation neural networks exist from complex to simple. Complex, math intensive examples will not be explored, including examples such as independent component analysis and higher order cross statistics [3], p-value test reduction [55], and complex dimensionality reduction [82]. Two popular simple methods of input variable reduction are sensitivity analysis [59, 55] and relative weight reduction [36, 54, 59].

Sensitivity analysis [59, 55] requires varying one input over its entire range and holding the remainder steady. Statistics are calculated to indicate which of the parameters or inputs most effect the results. One suggestion for simple sensitivity analysis involves removing a single input variable, calculating results, replacing that variable and removing the next variable until all input variables have been switched out. The result from each iteration is compared, and the variable whose removal had the least impact on the results is permanently removed from the minimum dataset. The single variable removal process begins again until the results begin to degrade. Sensitivity analysis, whether studied via complicated statistics for each input or across a series of single input removals is thorough but time consuming.

2.3.4.1.1 Relative Weight Reduction Method

Relative weight reduction has been used in many different fields from house price predictions [54] to ecological modeling of fish populations [1, 59]. A specific example proposed for medical databases [36] involves training a single layer ANN (no hidden
layers) on a full set of input variables. The magnitude of the connection weights between the input and output nodes are scaled to between 0 and 100%. The input nodes with the smallest weights are removed and a new single layer ANN training cycle is begun. The train-scale-remove cycle is repeated until degradation in the results is seen. The relative weights method is faster than sensitivity analysis with comparable simplicity. Due to the quicker operating times and its previous successful application in medical data mining, the relative weight reduction method was chosen for this work.

A weakness of the relative weight reduction method as proposed in [36] is its ability to deal with single layer networks only. A single layer network requires the relationships between across the ANN to be linear. Restricting ANN structures to single layer only prevents problems with non-linear solutions from using the relative weight reduction method. A method of calculating relative weights of multilayer perceptron artificial neural networks (MLP ANNs) is needed to include the non-linear ANNs. Such a method was proposed by Garson in 1991 and was presented by Goh in 1995 [41]. A comparison of the sensitivity analysis method and relative weight reduction using the Garson-Goh method concluded that the relative weight reduction to be the better of the two because of its simplicity and faster speed [59], adding support for choosing relative weight reduction for this work.

Garson’s relative weight method finds the relative weight or importance of each input variable through a series of simple equations multiplying, adding and dividing the connection weights between the input nodes and the hidden nodes as well as the
connection weights between the hidden nodes and the output nodes. The equations for Garson-Goh method have been set forth in Figure 2-5.

A weakness of Garson’s relative weight algorithm is its use of the absolute value of the weights. The use of the absolute value loses some of the interaction between weights stemming forward from the same input node and makes it possible for a result to be misread. In the presence of a high magnitude positive and a high magnitude negative weight stemming from the same input node, the two high magnitude values may effectively cancel each other out in the ANN calculation but are counted twice towards the relative importance of the input node. [59]

A second weakness of Garson’s algorithm was discovered in this work. The method performs well for linear networks (no hidden layer) and for situations where the hidden-output connection weights are all of similar magnitudes. In situations with a non-linear network (with a hidden layer) with non-similar hidden-output connection weights, the equation in step (2) of Figure 2-5 effectively divides the hidden-output weights into a multiplication factor of 1. The effect of these non-similar hidden-output connections are not truly included in the weight extraction. Figure 2-5 shows the Garson-Goh equations used in an example as published by Goh [41]. After the figure, an elaboration of step (2) is shown.
The computation process is as follows:

1. For each hidden neuron \( i \), multiply the absolute value of the hidden-output layer connection weight by the absolute value of the hidden-input layer connection weight. Do this for each input variable \( j \). The following products \( P_{ij} \) are obtained:

| Hidden 1 | \( P_{11} = 1.67624 \times 4.57857 \) | \( P_{12} = 3.29022 \times 4.57857 \) | \( P_{13} = 1.32466 \times 4.57857 \) |
| Hidden 2 | \( P_{21} = 0.51874 \times 0.48815 \) | \( P_{22} = 0.22921 \times 0.48815 \) | \( P_{23} = 0.25526 \times 0.48815 \) |
| Hidden 3 | \( P_{31} = 4.01764 \times 5.73901 \) | \( P_{32} = 2.12486 \times 5.73901 \) | \( P_{33} = 0.08168 \times 5.73901 \) |
| Hidden 4 | \( P_{41} = 1.75691 \times 2.65221 \) | \( P_{42} = 1.44702 \times 2.65221 \) | \( P_{43} = 0.58286 \times 2.65221 \) |

2. For each hidden neuron, divide \( P_{ij} \) by the sum for all the input variables to obtain \( Q_{ij} \). For example for Hidden 1, \( Q_{11} = P_{11}/(P_{11} + P_{12} + P_{13}) = 0.266445 \).

3. For each input neuron, sum the product \( S_j \) formed from the previous computations of \( Q_{ij} \). For example,

| Hidden 1 | \( Q_{11} = 0.266445 \) | \( Q_{12} = 0.522994 \) | \( Q_{13} = 0.210560 \) |
| Hidden 2 | \( Q_{21} = 0.517081 \) | \( Q_{22} = 0.228478 \) | \( Q_{23} = 0.254441 \) |
| Hidden 3 | \( Q_{31} = 0.645489 \) | \( Q_{32} = 0.341388 \) | \( Q_{33} = 0.013123 \) |
| Hidden 4 | \( Q_{41} = 0.463958 \) | \( Q_{42} = 0.382123 \) | \( Q_{43} = 0.153919 \) |
| Sum | \( S_1 = 1.892973 \) | \( S_2 = 1.474983 \) | \( S_3 = 0.632044 \) |

4. Divide \( S_j \) by the sum for all the input variables. Expressed as a percentage, this gives the relative importance or distribution of all output weights attributable to the given input variable. For example, for the input neuron 1, the relative importance is equal to \((S_1 \times 100)/(S_1 + S_2 + S_3) = 47.3\%\).

<table>
<thead>
<tr>
<th>Input 1</th>
<th>Input 2</th>
<th>Input 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>47.3</td>
<td>36.9</td>
<td>15.8</td>
</tr>
</tbody>
</table>

**Figure 2-5: Garson-Goh Equations. [41, Appendix]**

In step (2) of Figure 2-5, the weights from the hidden nodes have cancelled themselves out. An expansion of the equation in step (2) is shown below.

\[
Q_{11} = \frac{1.67624 \times 4.57857}{(1.67624 \times 4.57857) + (3.29022 \times 4.57857) + (1.32466 \times 4.57857)}
\]

\[
Q_{11} = \frac{1.67624}{(1.67624) + (3.29022) + (1.32466)} \times \frac{4.57857}{4.57857}
\]

\[
Q_{11} = \frac{1.67624}{(1.67624) + (3.29022) + (1.32466)} \times 1
\]
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As the Hidden1 to output connection weight (4.57857) factors out to be 1, any non-zero and non-infinite value of Hidden1 to Output connection weight would yield the same result for Q_{11}. The same is true for all the Q values.

2.3.4.1.2 Relative Weight Calculation Equations

In an attempt to integrate the hidden-output weights into the algorithm while maintaining the basic approach of Garson-Goh's relative weight calculation, new equations have been developed in this work using the following parameters:

- $i$: the number of input nodes.
- $j$: the number of hidden nodes.
- $k$: the number of output nodes (always one in our case).
- $w_{ij}$: the connection weight between input node $i$ and hidden node $j$.
- $w_{jk}$: the connection weight between hidden node $j$ and output node $k$.
- $rw_{ij}$: the relative connection weight between input node $i$ and hidden node $j$.
- $rw_{jk}$: the relative connection weight between hidden node $j$ and output node $k$.
- $RI_i$: the Relative Importance of input node $i$.

Relative Weight Equations:

**Step 1**: Calculate the relative weighting of the hidden-output connections into the output node. For a single output node set $k=1$.

$$rw_{jk} = \frac{abs(w_{jk})}{\sum_j abs(w_{jk})} \quad \text{Equation} \ 2-8$$
Step 2: Calculate the relative weighting of the input-hidden connections into each hidden node. For each hidden node $j$:

$$rw_{ij} = \frac{\text{abs}(w_{ij})}{\sum_i \text{abs}(w_{ij})}$$  \hspace{1cm} \text{Equation 2-9}

Step 3: Multiply each relative weighting input-hidden connection value by the relative weighting value of its connected hidden-output weight. For each input $i$:

$$P_{ij} = rw_{ij} \times rw_{jk}$$  \hspace{1cm} \text{Equation 2-10}

Step 4: Sum the final relative weighting products ($P_{ij}$). For each input $i$:

$$S_i = \sum_j P_{ij}$$  \hspace{1cm} \text{Equation 2-11}

Step 5: Divide the sum of the final relative weightings for each input node by the total of all relative weightings. For each input $i$:

$$RI_i = \frac{S_i}{\sum_i S_i}$$  \hspace{1cm} \text{Equation 2-12}

An example of the relative weights calculated from a two layer ANN with nine inputs and the same training dataset is shown in Figure 2-6 and Figure 2-7 for an outcome titled 'Vgt0 outcome'. The results are shown for five different numbers of hidden nodes: 7, 11, 13, 17 and 18. Examples of the weights obtained by using the Garson-Goh equations is shown in Figure 2-6 and the newly developed relative weight equations Figure 2-7.
Figure 2-6: Example of Relative Importance from Garson-Goh Method.

Figure 2-7: Example of Relative Importance from relative weights method.
The relative weight equations provide a more closely aligned set of relative importance values for the inputs than is seen with the Garson-Goh equations. The alignment is expected when training for the same outcome. The closer alignment makes it easier to define a final relative importance which includes all five structures. From these final relative importance values, inputs with the smallest relative importance can be removed until a minimum dataset is created.

Once a minimum data set has been defined the simplest outcome prediction method is to perform a single ANN prediction. These single ANN predictions can be used in collaboration to create a committee or ensemble.

2.3.4.2 Single Artificial Neural Network (ANN) Prediction

At every epoch of an ANN training run, weights and biases are set by the back propagation algorithm. Once data statistics (mean, standard deviation of each input variable) have been gathered, the prediction model definition is completed by extracting the structure (number of hidden layers and hidden nodes), and weights and biases at the epoch which gives the best results. The extracted weights and biases are assembled and a single epoch is executed on an input pattern to predict the outcome. The single epoch calculation method can be used to predict the outcome of an input pattern on a case-by-case basis in a clinical setting [63] or on mass data in the research environment.
The Medical Information-technology Research Group (MIRG) currently has a prototype ANN tool\textsuperscript{*} used for clinical trial by Qi. [63] The weights and biases are retrieved from the final ‘best’ resulting epoch of the training ANNs and embedded into a tool that accepts clinical values from a user by way of a graphical user interface (GUI) in MatLab. The tool then normalizes the input case information appropriately, executes a single epoch and delivers a prediction for the requested outcome.

The ANN prototype provides a single ANN prediction environment. The GUI and supporting software have been designed for specific use to predict three outcomes from nine inputs in the Neonatal Intensive Care Unit (NICU) and therefore the change to a different dataset would be intensive. Future trials of NICU prediction models by way of single ANN, committee of classifiers, case based reasoning (CBR) with k-nearest neighbours (k-NN) or range overlap will be performed using the clinical user interface provided by PA rents Decision Support (PADS). PADS is an ethical decision making tool providing user interfaces and interactive environments for clinicians and guardians of patients in the NICU [83]. For further description of PADS see section 3.1.

\textsuperscript{*} ANN Prototype tool: Written in MatLab with a GUI designed to predict 5 outcomes (mortality, ventilation 0 hours, ventilation 24 hours, length of stay 7 days, length of stay 28 days) for 9 inputs (SNAPPE-II variables as described in section 4.1). Each outcome had a predefined ANN prediction model. Real-value input values are entered by hand and a prediction of each outcome is displayed to the screen with an option to save to a file: Created by Rybchynski in 2003. (The prediction model for 3 of the 5 outcomes were retrained on a larger dataset and updated for use by Qi in 2005 [63].)
2.3.4.3 Range overlap: Continuous Value Outcome Prediction with the Artificial Neural Network (ANN)

One of the limitations of a multilayer perceptron artificial neural network’s (MLP ANN’s) prediction ability is that the single binary output is not ideal for predicting a continuous valued (or any non-binary) output. Continuous outputs must be defined by inequalities based on ranges. For example: the outcome Length of Stay (LOS) in a Neonatal Intensive Care Unit (NICU) is a continuous value equal to the number of days a patient was in the NICU. The ANN requires that the outcome is a binary value (usually paired as 0 and 1 or -1 and +1). That binary requirement creates the possibility of a number of sub-outcomes each representing a single inequality. One such sub-outcome may be LOSgt7 days which would have all length of stay amounts greater than seven set to the positive and all values less than or equal to seven set to the negative result. e.g. LOS = 9days =⇒ LOSgt7 = 1 and LOS = 5days =⇒ LOSgt7 = -1.

Given the outcome length of stay (LOS) and four separate inequality based sub-outcomes LOSgt7, LOSgt14, LOSgt21 and LOSgt28 there are five possible range results: less than 8, 8-14, 15-21, 22-28 and greater than 28. Say that for a particular patient case, we have the results from the four separate sub-outcomes as follows:

- LOSgt7 = 1 (true),
- LOSgt14 = -1 (false),
- LOSgt21 = -1 (false) and
- LOSgt28 = -1 (false).
Using a simple majority rules voting technique the most popular range is found. The range overlap of this example is illustrated in Figure 2-8.

![Diagram showing range overlap between 7, 14, 21, and 28 days with majority rules: 8 to 14 days]

**Figure 2-8: Range Overlap.**

The range and votes from left to right are 3, 4, 3, 2 and 1. The range with the most votes is 8-14 days. This overlapped range result provides a more specific result than is obtained with a single inequality result.

### 2.4 K-Nearest Neighbour (k-NN) Matching

K-nearest neighbour distance algorithms effectively plot all points in k-dimensional space. The distance from the target case to all other cases in the case-base is calculated. The cases with the smallest distance to the target case are chosen as the most similar. In a weighted k-NN algorithm the axes of k-space are not uniformly set, input variables with higher weights are plotted on a new elongated axis, forcing the difference in values along
the axis to be more important. Input variables with lower weights are plotted along a shrunken axis forcing the differences between values on that axis to be less important.

One of the strengths of the k-NN classifier is that it deals with missing values. The variable with a missing value is not drawn on the axis for that particular case and a distance is still calculated. One of the weaknesses of using a weighted algorithm is the need to have predefined knowledge of the weights of the inputs.

The k-NN algorithm used by MIRG is a weighted matching algorithm based on the work of Mitchell [58] and adapted for use with user-defined weights by Cotea and Jiwani [16]. The adapted algorithm follows [16]:

\[ i: \text{the number of input variables.} \]
\[ n: \text{number of cases in the Discharged Patient database used in the matching.} \]
\[ w_i: \text{the weight of the input variable } i. \]
\[ \text{max}_i: \text{the maximum value of the input variable } i. \]
\[ \text{min}_i: \text{the minimum value of the input variable } i. \]
\[ t_i: \text{value of the } i\text{th input variable of the Open Patient Case.} \]
\[ x_i: \text{value of the } i\text{th input variable of the Discharged Patient Case.} \]

**Step 1**: Find min and max of all input variables.

**Step 2**: Calculate the maximum distance.

\[
\text{max-dist}_i = \sqrt{\sum_{i=1}^{n}((\text{max}_i * w_i) - (\text{min}_i * w_i))^2} \tag{2-13}
\]
**Step 3:** For each record in the Discharged Patient database, calculate the distance between the Discharged Patient record and the Open Patient Case record.

\[
dist(t_i, x_i) = \sqrt{\sum_{i=1}^{n} [(t_i * w_i) - (x_i * w_i)]^2}
\]  

**Equation 2-14**

**Step 4:** For each record in the Discharged Patient database, calculate the similarity.

\[
similarity(t_i, x_i) = 1 - \frac{dist(t_i, x_i)}{\max_{dist}}
\]  

**Equation 2-15**

The cases in the Discharged Patient database with the highest similarities are the closest matching cases.

Using a weighted algorithm that allows sources external to the algorithm to provide reliable weights for the input variables creates a collaborative or composite approach.

“The key to the composite approach lies in the determination of the most effective set of weights to use ...” [15] A second data mining method that defines the relative importance and therefore an effective set of weights is often used.

The k-nearest neighbours (k-NN) algorithm is used for a number of functions within the Medical Information-technology research Group (MIRG):

- Match closest cases for inspection by a clinician. [30, 37]
- Impute missing variable values into patient cases. [18, 20, 25]
- Extend datasets to include missing minimum data set variables when merging databases to create a multi-source test set. [6]
- Predict outcomes.
2.4.1 Match Closest Cases for Inspection

Matching closest cases matches an entire patient case, displaying the ten closest-matching cases for clinicians to inspect fully. No specific conclusions are drawn from the resulting cases by the application. All conclusions are left to the user. In certain situations, a warning is triggered if any of the matched cases have an adverse condition, i.e., if any of the matched patients have died a warning would trigger as a possible result in the current case. [37]

The relevant inputs and their corresponding weights to be used in the k-NN have been defined with the assistance of a domain expert. As there is no specific outcome to train an ANN toward and thereby create a minimum dataset with relative weights, the domain expert’s knowledge is essential.

2.4.2 Impute Missing Values

To impute missing values into a database the closest Discharged Patient (complete) cases are matched to the current Open Patient case (case with missing values). The mean of the fields with missing values is calculated for the 10 closest-matching cases. The mean is placed into the target case, creating a complete case. This process of match-average-impute can be performed for two tasks: vertical expansion and horizontal expansion. Vertical expansion matches on a series of inputs and imputes values into those inputs creating an increased number of complete cases. Horizontal expansion matches on a series of inputs and imputes into those and other inputs creating complete cases with a greater number of variables. [20, 18]
As with matching closest case for inspection, the relevant inputs and their corresponding weights to be used in the k-NN for imputation of missing values have been defined with the assistance of a domain expert.

2.4.3 Extend Data Sets

It has been hypothesized by a member of MIRG that the k-NN could also be used to extend a data set. [6] Often databases originating from multiple sources or facilities do not always have the same variables available. A missing variable could be added to a database from a second database using the impute missing value horizontal expansion described in the previous section.

The weights and input variables would need to be set by defining a minimum dataset with the database containing all the relevant variables and then using those weight and variables to extend the second dataset which is missing a minimum dataset variable.

2.4.4 Predict Outcomes

As a possible solution to the artificial neural networks (ANNs) inability to deal well with continuous outcomes, the k-nearest neighbours (k-NN) algorithm can also be used to predict outcomes. When presented with a complete set of required inputs a case, an outcome can be predicted by calculating the mean of the desired outcome from the ten closest matching complete cases. To predict a binary outcome, an odd number of cases
should be taken and a majority rules or voting system employed. The inputs used and
their relative weights must be predefined for each outcome. MIRG uses the weights from
the ANN prediction model to define the k-NN weights [18]. See section 3.7 for weight
transformation from ANN to k-NN format.

2.5 Collaborative Data Mining Methods

There exist different data mining methods, each with strengths and weaknesses. Many
times combining methods overcomes the weaknesses, resulting in a stronger
classification ability. Collaborations are arranged either in parallel or in series.
Classification methods that are used in parallel operate side by side and have their results
combined to form an overall result calculated by voting or averaging. Classification
methods used in series operate one after another with results or parameters from one
being fed into the next and final results emerging from the final member of the group.

2.5.1 Parallel Collaborations: Committee of Classifiers and
Ensembles

A committee of classifiers uses a majority rules, also called voting, system to help predict
outcomes more accurately than a single prediction system. [85] A committee can be
homogeneous (also called an ensemble) or heterogeneous. An ensemble contains
predictors all of the same data mining type (e.g. a set of ANNs). A heterogeneous
committee contains predictors of different varieties (e.g. ANNs, decision trees, and case-
based reasoners). Members of a heterogeneous committee are trained with different
methods and can also be trained with different data subsets. Ensembles are usually trained with different data subsets.

There are three main methods of dividing data for training with different data subsets: bagging, boosting and clustering. Bagging divides a training dataset into random subsets with or without resampling. [5] Four examples of Bagging are shown in Figure 2-9. Boosting trains each subsequent member of the committee with a random subset of the training set skewing the subsets to contain a larger percent of cases that the previous member classified incorrectly. [85] Boosting could be considered a combination of a parallel and a series system as the dataset used for each member of the group is defined with results from previous members (series) but the overall result is comprised of a combination of all members’ results (parallel). Clustering divides data on specific feature information focusing on intra-cluster similarity and inter-cluster diversity. [45]

original data set:
A B C D E F G H I J K L M N O P

Disjoint partitions (random order of data)
A B C D E F G H I J K L M N O P

Small Bags (replication within and across):
A C H L B P L P D I O H K C F K

No Replication Small Bags:
A C H L O P L N D I O H K C F P

Disjoint Bags (no replication across, larger):
A B C D C E F G H E I J K L J M N O P O

Figure 2-9: Four Approaches to a Bagging Committee of Classifiers. [13, Figure 1]
In heterogeneous committees, a small number of committee members is often used, such as five or three [42, 48]. The result found by each committee member is used in the majority rules system and the most popular result is returned. In the case of an ensemble, trained with different subsets of the original data and then brought together, the number of members in the committee is often quite high, 40 [13] and up to 100 [66] in others.

With a collaboration, it is important to ensure that each member has a high ability to classify correctly and that each member provides the ability to predict a different feature or operates a different local minima. Taking the average results of a set of diverse members will account for many local minima. [66]

### 2.5.2 Series Collaboration: Hybrid Data Mining Systems

Series collaborations require the output, parameters or other results from one member or data mining method to be used as parameters or inputs to another. The strengths of the members are intended to compensate for weaknesses in the remaining members. There have been a number of hybrid systems used in medical data mining. Some examples are:

- Used for medical diagnosis of breast cancer, diabetes and hepatitis, an ANN leading into a decision tree can create a system with strong generalizability from the ANN and strong comprehensibility from the rule induction of the decision tree. [85]

- Used for identification of electromyography (EMG - the study of electrical activity of muscle) signals, parametric pattern recognition algorithm statistical
method for feature definition and ANNs derived with a self-organizing map (SOM) for their ability to “1) exhibit adaptation or learning 2) pursue multiple hypothesis in parallel” [61].

- Used for predicting risk of osteoporosis prevalence, a decision tree and ANN collaboration was used. [76]
- A hybrid of an ANN for its ability to discover the relative importance of inputs into a data mining system and a case based reasoner (CBR) for its ability to work with missing values were used together in a process testing on neonatal intensive care data is presented in the next section.

2.5.2.1 Artificial Neural Network plus Case Based Reasoner

(ANN+CBR) Hybrid: Imputation of Missing Values in Medical Databases

A series collaboration, or hybrid, of an artificial neural network (ANN) and an out-of-box case based reasoner (CBR)\(^b\) and was proposed by Ennett and Frize to impute missing values into medical databases. [18, 20] The process requires a single layer ANN to be trained and tested on a complete cases dataset determining a minimum dataset. The weights from the single layer ANN inputs are then extracted and scaled to a format accepted by the CBR (whole numbers from 1 to 100). A database of cases with complete values in all required input variable fields is used as the ‘match’ database

\(^b\) The Haley Corporation Easy Reasoner.
(Discharged Patients). A current case (Open Patient) with missing values in some input variables is matched against the ‘match’ database with the CBR.

The CBR uses a weighted matching algorithm to match closest cases based on the relative weights taken from the ANN. The 10 closest matching cases are taken and for any missing value in the current case, the mean of the 10 closest cases’ value is calculated and imputed into the current case. [18, 20] The inputs were defined by a domain expert, Dr. C. R. Walker, as the SNAPPE-II variables; training was done on the mortality output. The original dataset had approximately 5000 cases with complete values in all of the SNAPPE-II variables and the dataset was imputed to fill to approximately 20000 cases. [18]
3 Methodology

This chapter briefly describes clinical decision support systems (CDSSs) with an example of a CDSS currently being developed by the Medical Information-technology Research Group (MIRG). The conceptual design of this CDSS is used as the top node of a hierarchical structure that leads to the description of the outcome prediction model definition process (OPMDP). The limitations of the current artificial neural network (ANN) application used by MIRG to define prediction models and solutions to those limitations are presented. As part of these solutions, the design of an Artificial Neural Network Research Framework (ANN RFW) that replaces the existing ANN application is presented. A committee of classifiers and a case based reasoner (CBR) with a k-nearest neighbour (k-NN) matching algorithm are also presented. Finally, a method of extracting relative weights, or importance values, from ANNs is discussed.

The focus of much of MIRG's research is to define prediction models for clinical and administrative outcomes for medical databases. In some cases a list of indicators, or the most important input variables (minimum dataset) is desired. In other cases, the prediction model is intended for use in a clinical environment for case-by-case outcome prediction. The specific result depends upon the database and outcome for which the model is being defined. For example, a database for childhood injuries may be mined to define a minimum dataset and therefore a list of indicators for severe injuries involving all-terrain vehicles (ATVs) [27] or a specific prediction model or series of prediction
models may be used as part of a clinical decision support system [33] or other real-time prediction system.

An example of the clinical decision support system (CDSS) is MIRG’s PArent Decision Support (PADS) framework intended for use in the Neonatal Intensive Care Unit (NICU) of the Children’s Hospital of Eastern Ontario (CHEO).

3.1 Clinical Decision Support System: PArent Decision Support (PADS)

One of MIRG’s projects is to create a Clinical decision support system (CDSS) for use in the Children’s Hospital of Eastern Ontario (CHEO) in the Neonatal Intensive Care Unit (NICU). The PArent Decision Support (PADS) framework has been designed to provide parents and clinicians an on-line environment to interact with one another with the goal of making joint and educated decisions on treatment of a hospitalized infant. [83] The use cases defining the PADS operation are shown in Figure 3-1. The decision support being provided by the outcome prediction in the PADS environment is to decide when to “…initiate, withhold, withdraw or terminate treatment.” [84]. The PADS framework eventually will be connected through web services to clinical and administrative databases incorporated in the facility’s Electronic Health Information System (HIS) [9], outcome prediction applications [33] and automatic alerts [10] to allow clinicians and guardians to access up-to-date information on both active and past patient cases.
The participants that will use the PADS framework are given in the List of Actors below.

List of Actors in Figure 3-1:

The actors in the Use Cases in Figure 3-1 are presented by Yang [83] as follows: "

1. Patient Decision-Maker (PDM): patient-parent (or the person acting in the role of parent on behalf of the family) who will be working with the physician to make a shared decision. There is a maximum of two PDM per patient-child.
2. Clinical Decision-Maker (CDM): the neonatologist, attending physician, or any other doctor who has the authority to make a diagnosis, prognosis, or a doctor’s order. There is no limit on the number of CDM per patient-child.

3. Informant (INFO): any user who, or device that, participates in the care of the patient-child, or participates in servicing the patient-parent, or family members who/that may contribute to the knowledge pool. Examples of INFO are nurses, social workers, pharmacist, specialists, perinatologists, ethicist, and spiritual guidance.

4. Inquirer (INQU): any user who, or device that, may need to access information on the patient, or other information that will aid in the care of patient. ”[83]

A number of use cases are presented in Figure 3-1, the one dealing with outcome prediction and therefore relevant for this work is Prognostic Modeling. An example of the display of patient diagnostic and estimated outcomes for neonatologist from the PADS tool is shown in Figure 3-2.
Figure 3-2: PADS: Example Clinician User Interface Screen Shot. [33, Figure 7]

Outcomes can be in various forms:

- binary categorical (e.g. respiratory complications? yes or no),
- multiple categorical (e.g. 10 possible discrete values of an APGAR score),
- discrete continuous (e.g. blood pressure values that are all whole numbers over a continuous range) and
• real continuous (e.g. temperature in Fahrenheit is a decimal value bracketed only by physiological bounds).

For the purpose of this work: all outcomes that can be broken down into a single two-valued outcome are considered categorical (binary categorical), all outcomes that can *not* be broken down into a single two-valued outcome are considered continuous (multiple categorical, discrete continuous and real continuous).

The “Estimated Outcome from MIRGANN Prediction” box presents the prediction information. A method of predicting a binary categorical outcome (e.g. as shown by the ‘Need for Ventilation’ line in Figure 3-2) has already been developed by way of ANNs through MIRG. This work will concentrate on methods to more quickly and better define and deliver binary categorical outcomes as well as present methods for determining discrete continuous results (e.g. as shown by the Estimated length of Ventilation line in Figure 3-2) and range divided continuous results (e.g. as shown by the Length of Stay line in Figure 3-2).

The prediction ability will be available to the Clinical Decision Maker (CDM) with filtered results made available to the Patient Decision Maker (PDM). [83] Administrative outcomes such as hours or days on a ventilator, length of stay in the NICU or hours of nursing care, could be viewed by administrative members of staff, which are not included in the actors or use cases of the PADS design. The focus of this work will be on fulfilling some of the requirements for providing the Prognostic
Modeling portion to the PADS framework. The methods developed in this work for the categorical and continuous result prediction are transferable to other outcomes and other applications.

3.2 Clinical Decision Support System Conceptual Design

A lower level look at the general components required to support the Prognostic Modeling requirement of the CDSS of Figure 3-1and Figure 3-2 is shown in a UML 2.0 package diagram seen in Figure 3-3.

![Figure 3-3: Package Diagram: MIRG CHEO NICU CDSS](image)

Package Descriptions:

1. Access and Control
a. **Web Services**: Security and remote access control and delivery of all clinical decision support system (CDSS) applications and services: authentication, confidentiality, and non-repudiation.

2. External Real Time Interactions

   a. **Patient Decision Maker UI/APP**: User interface and associated applications to support patient decision maker (PDM) interaction through PADS.

   b. **Staff UI/APP**: User interface and applications to support hospital staff interactions through PADS.

   c. **Vital Signs**: Automatic retrieval and frequency of storage analysis of physiological parameters from clinical devices and other hospital information system participants.

3. Processing

   a. **Information Filtering**: Filtering of information provided to patient decision maker (PDM). Filtering driven by what information should ethically and legally be provided to PDM.

   b. **Outcome Prediction**: Prediction of clinical or administrative outcomes when requested by staff or delivered by automatic medical alerts. Artificial neural network (ANN) and k-nearest neighbour (k-NN) prediction operations.

   c. **Match Cases**: Match the target active case with closest matching patients in hospital database for evaluation by the clinical decision maker (CDM).

4. Base Level Information
a. **Data Storage**: Automatic data warehousing of all relevant information collected by hospital staff and on-line medical devices.

b. **Model Definition**: Definition of prediction models and all corresponding specifications.

To better show some of the interactions between the various components in the CDSS, a UML 2.0 Conceptual Class diagram is shown in Figure 3-4. Fundamental first pass requirement attributes and functions are shown for each class.

![Conceptual Class Diagram](image)

**Figure 3-4: Conceptual Class Diagram: MIRG CHEO NICU CDSS.**
The core of the work in this thesis is to assist in the creation of prediction models; therefore focus is placed on defining classes and activities for the **Model Definition** package of Figure 3-3 corresponding to the **Outcome Prediction** class box in Figure 3-4.

### 3.2.1 Model Definition Package Design

The **Model Definition** package of Figure 3-3 contains all of the researcher tools and processes that allow MIRG to create prediction models for clinical outcomes. The overall goal is simple – create an effective and robust prediction model. In the course of that greater goal, a number of smaller steps are taken. Figure 3.3 illustrates the use cases needed to complete these steps.

![Diagram](image)

**Figure 3-5: Researcher Use Cases: Prediction Model Definition package.**

The Use Case diagram in Figure 3-5 has one actor (Researcher) and three main use cases.

**Description of Actors:**

1. **Researcher:** A member of MIRG working towards defining a prediction model.

**Description of Use Cases:**

53
1. **Impute Missing Data**
   
   a. Use a subset of data containing already complete cases.
   
   b. **Define ANN Prediction Model**

   c. Transform artificial neural network (ANN) connection weights to define the relative importance of each input node (variable). Transform the relative importance to a k-nearest neighbours (k-NN) format weight.

   d. Run Case Based Reasoner System (CBRS): Use the average calculated from the complete cases to impute values into the remainder of the original dataset that has missing values.

   Prerequisite: Have a data set that contains some records with no missing values in the desired input variables and some records with missing values in the desired input variables.

2. **Define ANN Prediction Model**

   a. Set up and run Artificial Neural Network Research Framework (ANN RFW).

   b. Transform artificial neural network (ANN) connection weights to define the relative importance of each input node (variable).

   c. Remove lowest weighted input variable.

   d. Repeat a-c until degradation of results. The remaining input nodes define the minimum dataset.

   Prerequisite: Dataset has only complete values in desired input variables (i.e. no missing values).
Alternative: Minimum dataset previously obtained and defined: Do not remove any input variables. Use the original set of input variables and run ANN RFW once.

3. **Predict Outcome**

   a. Attempt single artificial neural network (ANN) prediction.
   
   b. Attempt ANN committee of classifiers prediction.
   
   c. Attempt Case Based Reasoner System (CBRS) prediction.
   
   d. Attempt range overlap prediction from best of single or committee ANNs.
   
   e. Choose best appropriate (categorical or continuous) prediction method.

### 3.3 Outcome Prediction Model Definition Process (OPMDP)

Over the last few years, a number of applications have been upgraded or introduced to the Medical Information-technology Research Group (MIRG). Although group members had specialized knowledge of individual tools, there was a general lack of knowledge pertaining to combining these tools into a complete and understandable research cycle. Further complicating the situation, a number of these newly developed tools operate in a rotating sequence. To address these problems this work proposed the formalized Outcome Prediction Model Definition Process (OPMDP), the design of which is presented in UML 2.0 Activity diagrams, described in detail in the following section. The main process path for the Outcome Prediction Model Definition Process is shown in Figure 3-6. Any bubble in Figure 3-6 with a '*' preceding the label indicates a sub-activity whose activity diagram can be found in section Appendix C.
Figure 3-6: Activity Diagram: Outcome Prediction Model Definition Process.
The goal within MIRG is eventually to have all the elements of the process aligned together within a single software package. The functional integration presented in this thesis is a first step towards that goal. A conceptual class diagram for the complete research system is presented in UML 2.0 format shown in Figure 3-7. For design purposes, this will be shown as class diagrams although the system is currently not implemented as an object oriented software package.

Figure 3-7: Conceptual Class Diagram: Outcome Prediction Model Definition.
The starting point for all prediction model defining in this system is training and testing an artificial neural network (ANN). The `ANNResearchControl` class found in the upper left-hand corner of the conceptual class diagram represents the functions presented in the next section. It is the research framework wrapped around the existing ANN application.

### 3.4 Artificial Neural Network Research Framework (ANN RFW)

**Design**

In working towards the MIRG goal of creating prediction models for medical outcomes, a number of issues have been encountered. The first series of issues were encountered with limitations of the existing ANN application. The second series of issues grew from the introduction of new tools and associated new prediction theories and an associated need for the definition of research cycle process, or an Outcome Prediction Model Definition Process (OPMDP).

The existing ANN application used by MIRG is written in MatLab. The ANN core is a multilayer perceptron (MLP) using a feed forward back propagation learning algorithm with a weight elimination option. Nine parameters are used to drive the learning: learn rate, learn rate increment and decrement multiplication factors, momentum and error ratio for standard operation and the additional lambda weight decay factor, lambda increment and decrement multiplication factors and weight scale for weight elimination operation. The parameter values are selected using a method of sensitivity analysis where one parameter's values are changed using a divide and conquer algorithm while the other
eight are held constant. The nine-parameter arrangement with the best results for the
given stopping criteria's performance measure is retained as the 'best'. [23]
The research framework does not change the core ANN learning. The ANN RFW is
intended to provide greater flexibility and functionality to the research capabilities of the
existing application.

3.4.1 Limitations of the Existing ANN Application

There were two main limitations with the existing ANN application. One limitation was
operational and included slow speed, user intensive operation and limited functionality.
The second limitation stemmed from an ANN's inherent inability to deal well with
continuous outcomes.

3.4.2 Paring Down the Existing ANN Application

Solutions to the operational issues of the ANN application were implemented in MatLab
by first paring down and then expanding the existing ANN application. The first
problem to be solved was that of slow operating speed: working from the principle that
no additions to the tool would be effective if the operational time could not be lessened.
To combat the slow speed, the existing tool was refactored to remove unnecessary
calculations and program paths, as well as removing the drawing of unused or redundant
figures. When refactoring was completed, the tool ran in considerably less time (due
mostly to less plotting). Although bulk metrics were not recorded at this point, it was
observed that a number of experiments that took two to three days to complete with the
existing ANN application now were completed in one to two hours with the pared down version. A graph of the time taken to run experiments after the inclusion of the additions mentioned in the next sections is shown in Figure 3-9 on page 71.

After the paring down of the existing ANN, fewer output files were created, saving researcher analysis time as well as storage space. More concise and readable output files were also created. The reduced operational time taken made it possible to then add functionality and wrap a more extensive ANN research environment around the base tool. The ANN Research Framework (ANN RFW) is discussed in the next sections.

3.4.3 Increasing Functionality: Artificial Neural Network Research Framework (ANN RFW)

With the existing ANN application, only one ANN architecture or structure (number of hidden layers and hidden nodes) could be attempted at a time. The structures were selected at the discretion of the researcher. It was very rare for more than three different structures to be attempted for a specific outcome researched by an individual. This did not necessarily provide a high level of confidence in the correctness of the chosen number of hidden nodes.

During runs for that one structure, the researcher was required to extract the results for each of the nine driving parameters and choose the best parameter, manually transferring the best parameter to the next run. A verification dataset had not been implemented in the existing ANN application or the MIRG prediction model definition process to date.
In this work, additions have been made to the ANN application to deal with these three needed improvements, creating the ANN Research Framework (ANN RFW).

The first addition allows the software to automatically progress from one parameter run to the next, carrying forward the best parameter values. Researcher interaction is removed from the intermediate steps. See section 3.4.3.1.

The second addition allows the tool to attempt as many structures as is desired by the researcher, instead of only a single structure. The default is to loop through no hidden layers, then one hidden layer with one hidden node, progressing through to one hidden layer with $2n + 1$ hidden nodes where ‘$n$’ is the number of input variables. See section 3.4.3.2.

The third addition verifies the best performing model of each structure on data not trained or tested on. This is the only addition that requires an increase in the researcher’s participation. The use of a verification data set was added, requiring the researcher to either split the original data set into three independent sections, instead of two as was done previously or, if a second database (i.e. one from a different facility or collection year) is available, the data can be set up with the testing and training cases from one database and the verification from another. The verification feature takes ten predefined verification sets and tests them on the single best epoch after all the training and testing is completed for that particular structure. See section 3.4.3.3.
A high level flow chart of the operation of the ANN RFW from the operational start point main_autoANN_Sequential.m is shown in Figure 3-8. Flow charts and brief descriptions for other important files can be found in section A.1 in the appendix.
Figure 3-8: Flow Chart: ANN RFW: main_autoANN_Sequential.m.
3.4.3.1 Addition 1 - Automated Parameter Update

The multilayer perceptron artificial neural network (MLP ANN) trained with a back propagation algorithm implementing weight-elimination uses nine driving parameters to define how the weights and biases are changed from epoch to epoch as a function of the sum-squared error calculated over all trained cases. The values for these parameters, working together in different combinations create very different results in the learning of the ANN.

In the existing ANN research cycle, each of the nine driving parameters shown in Table 3-1 was given a default start point and an operating range in which to function. Various options within that operating range were attempted using a divide and conquer algorithm (see section A.3 of the appendix) to reach the value that yielded the best ANN results for a specific configuration of the other eight parameters. The newly found best result was compared to previous best results and carried forward to the next attempt using two different procedures: Best-in-Group Choice (see section 3.4.3.1.2.1) and Sequential Choice (see section 3.4.3.1.2.2).

3.4.3.1.1 Ranges and Start Points for each Parameter

The default parameters and the ranges for each parameter were defined based on values that have been found to be appropriate by the Medical Information-technology Research Group (MIRG) researchers on a number of different outcomes in various medical
databases. [18, 19, 27, 63] The ranges were then expanded to allow for previously unseen possibilities. The default parameter ranges and start point values set in the software can be found in Table 3-1. The researcher can alter the parameter range to encompass a broader or more restrictive series of options if desired. With the frequent updates to the default values made by the ANN RFW, the initial parameters are generally updated early in the iterations attempted and choosing good start points is not of as great concern as with the previous ANN tool.

Table 3-1: ANN RFW Default Parameter Range Minimum, Maximum and Start Points

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Start Point</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learn Rate</td>
<td>0.0005</td>
<td>0.00005</td>
<td>0.01</td>
</tr>
<tr>
<td>Learn Rate Increment</td>
<td>1.001</td>
<td>0.75</td>
<td>1.25</td>
</tr>
<tr>
<td>Learn Rate Decrement</td>
<td>0.999</td>
<td>0.75</td>
<td>1.25</td>
</tr>
<tr>
<td>Lambda</td>
<td>0.0001</td>
<td>0.00001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Lambda Increment</td>
<td>1.001</td>
<td>0.75</td>
<td>1.25</td>
</tr>
<tr>
<td>Lambda Decrement</td>
<td>0.999</td>
<td>0.0001</td>
<td>1.25</td>
</tr>
<tr>
<td>Weight Scale</td>
<td>0.01</td>
<td>0.0001</td>
<td>0.999</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.5</td>
<td>0.0001</td>
<td>0.999</td>
</tr>
<tr>
<td>Error Ratio</td>
<td>1.02</td>
<td>1.0001</td>
<td>1.5</td>
</tr>
</tbody>
</table>

3.4.3.1.2 Carry Forward: Best Values for Parameters

Two methods of choosing how to carry forward the best parameter are presented. The first method is a group choice, which sets the nine parameters' start point values and finds the best of each of the nine parameters individually, then updates using the best one of the group. The second is a subsequent choice where the starting points are set, the best is found for one parameter and, if the result improves on the previous best result, the start point is updated before the next parameter is attempted.
3.4.3.1.2.1 Best-in-Group Choice

In the Best-in-Group Choice method, a start point value is set for each of the nine parameters. The new best value for each of the nine parameters is found using the other eight start point values and a divide and conquer algorithm. The results of the nine trials are compared and the one with the best final results of the group is chosen. If the results of the best of the nine is better than the previous best (the first attempt will be the best by default), that one parameter of the nine had its start point value updated while the other eight do not change. Another set of nine attempts is then run with the eight old and one new parameter value.

The existing ANN tool provided the nine parameter trial results and MIRG researchers used the best-in-group method when parameters had to be transferred by hand from run to run. An experiment running from a single set of start points was performed on all nine parameters. The best result from that set of nine was chosen by hand and that single parameter was updated. A new experiment was then run with the eight old and one new parameter values.

To remove this manual step, a more user-friendly version of parameter updating was implemented in the ANN RFW, it is called the Subsequent Choice.

3.4.3.1.2.2 Subsequent Choice

In the Subsequent Choice method, the start points are set and a single parameter divide and conquer run is performed. If the results from that attempt are better than the previous
best, the parameter value is carried forward as the new start point for the next parameter's attempt. The best parameter is carried forward until a stagnant point is reached. A stagnant point occurs when the best result of the current parameter trial is not better than the previous best. The start point values are not updated at a stagnant point, as the result is not better than the previous best. After finding nine consecutive stagnant points (one attempt for each of the nine parameter's with the most recent update), the structure is complete and the next network structure is tried.

The parameters are ordered as follows: learn rate, learn rate increment factor, learn rate decrement factor, lambda, lambda increment factor, lambda decrement factor, weight scale, momentum and error ratio. The parameter trials begin with learn rate and progress through from one parameter to the next, wrapping around from error ratio back to learn rate, until nine consecutive stagnate points are found.

3.4.3.2 Addition 2 - Network Structure Trials

ANNs are often used to mine data when the relationships between the input variables are unknown. [59] The ANN operates as a black box that discovers the relationships by way of altering connection weights between nodes. An ANN with no hidden layer represents a linear relationship between the input nodes whereas using a hidden layer allows for a non-linear relationship.

Any number of hidden layers, each with any number of hidden nodes, can be used. The configuration that yields the best results for any given output and input combination is
not easily found. The ANN software used by MIRG has the option of single layer (no hidden layer) or double layer networks (one hidden layer). The question then becomes: Will one hidden layer or no hidden layer provide the best results? and then, How many hidden nodes should be used in the hidden layer?

Much work has been done to discover how many hidden nodes are required in the single hidden layer of a multilayer perceptron, ranging from the log of the number of training samples [75], to the square root of the number of input nodes [56]. Kolmogorov proposed a superposition theory that was later adapted to ANNs. Using the Kolmogorov superposition theory, the maximum number of hidden nodes necessary would be no larger than two times the number of inputs nodes plus one \((2n+1)\) [4]. The default upper bound for the number of hidden nodes in one hidden layer of \(2n+1\) was used for this work.

In the ANN RFW, the default is to perform an exhaustive search to find the results for all network structures including single layer and spanning across double layer with one hidden node to double layer with \(2n+1\) hidden nodes, where \(n\) is the number of input nodes. The automated parameter update process described in section 3.4.3.1 is performed on each network structure. The researcher has the option of performing experiments on the full set of structure options or choosing any single structure or a sequential sub-set of structures. Over the course of the structure trials, the best tested structure is tracked and noted at the end of the results as the best structure for this input-output combination.
3.4.3.3 Addition 3 - Confirmation of the Results: The Verification Dataset

The ANN is trained with a combination of two datasets: the training and the test set. The resulting structure, weights and biases yielded by this training must be tested on a third set of data – the verification set. The verification set contains no cases that have been used to train the ANN. Good performance on a previously unseen dataset indicates the generalized nature of the ANN prediction model. If the results of training are good and the results of the verification sets are poor, the model has most likely over-trained and effectively memorized the cases in the training data. An inappropriately trained network will not be useful for predicting results for cases outside the scope of the training and test datasets.

The verification set is presented to the prediction model developed by the ANN – a single epoch using the weights, biases and network structure corresponding to the best point in the parameter trials. When choosing the prediction model to use beyond the research lab, it is important to choose one that verifies well on data that has not been previously presented to the ANN. The verification sets can be created using a secluded section of the original dataset or from a different source, such as a database taken from a different year or from a different facility than where the training and test set database was obtained.
3.4.4 ANN RFW Operational Solution Results

The ANN RFW provided solutions for the three operational limitations of the existing ANN which were: slow speed, user intensive operation and limited functionality. Operational speed metrics for the ANN RFW were taken from nine experiments. Eight of the experiments were run with nine input variables and approximately 20000 cases, each on a different outcome. A ninth was run with a dataset containing 30 input variables and approximately 5000 cases on a single outcome. A series of experiments with the existing ANN tool that would produce final results for a single structure would take four to six weeks to perform. As seen in Figure 3-9, the ANN RFW performed an experiment to the completion of a structure in less than two hours (for no hidden layer) to just under 18 hours (one hidden layer with 19 hidden nodes). That is a substantial reduction in operational time.
The addition of an automated parameter update drastically reduced the user participation in running experiments. The addition of sequential multiple structure runs as well as the introduction of the use of a verification dataset have increased the functionality of the ANN research application. To better define and predict ANN results for categorical outcomes and categorical sub-outcomes for continuous outcomes, a committee of classifiers application was introduced.

### 3.5 Committee of Classifiers Verification Tool (CCVT)

The purpose of the ANN Committee of Classifiers Verification Tool (CCVT) is two-fold. It is a simple application built in MatLab to assist researchers in verifying an ANN
prediction model as well as providing the ability to set-up a committee of classifiers of ANNs. The software can be set up with any number of weight, bias and structures combinations from the ANN RFW results. The tool calculates the predicted output of each case presented to it for each weight arrangement provided (each member of the committee). The overall result for each case is then calculated for a committee of classifiers.

Verification of a prediction model was not being done with the existing ANN tool. The Artificial Neural Network Research Framework (ANN RFW) verifies the model following the final training and testing cycle for each structure. Even with this addition, there still did not exist a method of verifying a model with another database after the research cycle had completed and the model had been defined. The Committee of Classifiers Verification Tool (CCVT) allows for any number of databases to be tested at anytime after the prediction model is defined.

The CCVT exhibits flexibility in the number of prediction models that can be verified at a time. A single prediction model can be set up or a number of different weight configurations for a single outcome representing a series of different prediction models can be verified. Along with this multi-model verification, a committee of classifiers can be defined.

The CCVT provides a plain text, comma delimited, case-by-case result file. The input variables, followed by the individual committee member results, followed by the final
committee result, are written to the output file for each case in the input file. Unlike the ANN RFW, which provides only final statistics for the dataset as a whole, the CCVT presents the output for each case. Knowing individual case results is important when clinical trials are performed. It is important to know which cases the prediction model predicted correctly or incorrectly when compared with which cases the physicians predicted correctly or incorrectly [63].

The input file must be in the same format as for the ANN RFW: a space or comma delimited text file with input fields, followed by output fields. The difference is that the CCVT is set up to accept either normalized or actual value inputs variables.

The Committee of Classifiers Verification Tool (CCVT) currently requires manual intervention. The ANN prediction model specifications required by the CCVT are:

- ANN weights and biases,
- input variables and their order to align with the weights and biases,
- input variable statistics (minimum, maximum, mean, and standard deviation of each input variable)
- ANN internal structure (number of hidden layers and nodes)

When discussing defining the ANN prediction model in this work, the ANN weights, ANN biases and ANN internal structure will be noted. It will be assumed that the input variables, input variable order and their statistics are also included. In the future, the ANN prediction model information will be automatically pulled from a model
specification database. For now, the normalization information for each field in the input set, the weights and biases for each prediction model, as well as how many prediction models will be tested, must be entered by the user.

3.6 Case Based Reasoning System (CBRS) using a K-Nearest Neighbours (k-NN) matching algorithm

The second limitation encountered with the artificial neural network (ANN) is inherent in the stochastic nature of the ANNs results. Many outcomes are continuous in nature (e.g. hours on a ventilator, hours of nursing care). The ANN’s binary result causes problems when attempting to predict continuous outcomes. To address the continuous outcome problem, another type of prediction method was introduced that had not previously been used for specific outcome prediction by MIRG: a case based reasoner (CBR) in the form of a k-nearest neighbour (k-NN) matching algorithm.

A CBR had previously been used to match entire cases for inspection by physicians in an adult intensive care unit (ICU) and to generate warnings if any of the 10 closest matched case patients had died [37]. A CBR matching tool had also previously been used to match closest cases and impute missing values in the input fields of clinical databases [20]. It was also suggested that a database could be extended using the imputation process so that it could be successfully merged with another database that contained different input variables. [6] The attempt here will be to use the same sequence of steps used to impute missing input values to attempt to impute missing outputs. The k-NN’s ability to deal with continuous outcomes by way of matching closest cases and then
imputing the missing value with the mean of that value from the closest matching cases makes it possible to predict continuous outcomes with more precision than is possible with ANN prediction which only predicts categorical outcomes.

The Case Based Reasoning System (CBRS) was written by two fourth year students of MIRG to match a single case to a database of existing cases using a weighted k-nearest neighbours (k-NN) algorithm while ignoring missing values. The first CBRS was written in Java using an ODBC (Open DataBase Connectivity) connection to link to a multi-table Access database. [16] The original purpose of the CBRS was to replace an out-of-box case based reasoner (Haley Corporation Easy Reasoner) that was integrated into a Visual Basic software package and used by Ennett as part of a hybrid process of an ANN and a CBR to impute missing input values into medical databases [18]. The CBRS was first written to fill a missing value with a random choice of either the minimum or maximum of the variable. [16] For this work, the CBRS was revised to match a series of cases in a database instead of matching only one at a time, as well as to impute the missing values with the mean of the closest matching cases values.

3.7 Transforming ANN Weights to k-NN format

With separate tools being part of a single system process, transfer of information from one to the other is inevitable. With the MIRG prediction model definition process, the links between software consist mostly of data files being converted from one format to another. Another information transfer pertains to the transformation of the connection weights from the ANN prediction model to a form useable by the k-NN algorithm.
To transform weights from the artificial neural network (ANN) format to the k-nearest neighbours (k-NN) format, a number of steps are involved. The first is to create a relative weight for each input from the array of connection weights provided by the ANN. The relative weights method described in section 2.3.4.1.2 can be used to create relative weights (importance) of each input. The k-NN accepts weights as whole numbers from 0 to 100 with 0 being an input that is to be ignored, such as an administrative field, and 100 being the most important input field. Linear scaling is used to transform the relative weights calculated from the ANN to the k-NN scaled weights.

A problem arises when a continuous outcome is encountered. The stochastic nature of ANN outputs requires that continuous outcomes be split into separate sub-outcomes. Each sub-outcome could have a different level of relative importance for each input variable. The question is then – How to define a single weight set from a series of weight sets?

For most continuous variable sub-outcomes, the weights should align. If the weights do not align, then the continuous outcome may need to be split into separate sections. For example, if the outcome hours on a ventilator is being examined sub-outcomes of greater than 0 hours, 4 hours, 8 hours, 12 hours and 24 hours may be used. If the relative importance of the variables is different for 0 and 4 hours than for the rest of the sub-outcomes, perhaps hours on a ventilator should be presented as two outcomes: a short-term ventilation of 4 hours or less and a long term ventilation of more than four hours.
Domain experts should be consulted when inconsistencies such as this arise as to an appropriate course of action and what would be a useful set of outcomes to display to the end-user.

When relative weights are found that align across a series of sub-outcomes the mean can be calculated for each input and then linearly scaled with the maximum to 100. The resulting weights are used for the continuous outcome. The final relative weights are used in the k-NN matching yielding the closest cases. The mean value of the desired outcome is calculated and used as the predicted outcome.
4 Experiment Construction for Verification of Tools and Processes

This chapter describes the databases and outcomes chosen to illustrate the effectiveness of the applications and processes described in this work. Three outcomes were chosen from a database that is familiar to the Medical Information-technology Research Group (MIRG): the Canadian Neonatal Network (CNN) database collected in 1996-97. As a secondary verification dataset, the Evidence-based Practice Identification & Change (EPIC) for 2002, an extension to the CNN database, was chosen. To illustrate a categorical result, Mortality of an infant (MORT) was chosen. To illustrate continuous results, two outcomes were chosen: length of stay (LOS) in the Neonatal Intensive Care Unit (NICU) and hours on a ventilator (VENT).

4.1 The Canadian Neonatal Network (CNN) and Evidence-based Practice Identification and Change (EPIC) Databases

Two databases were used in this work: The Canadian Neonatal Network (CNN) database and the CNN extension database Evidence-based Practice Identification and Change 2002 (EPIC). The CNN database is a compilation of data from 17 NICUs across Canada collected between January 8, 1996 and October 31, 1997. The CNN dataset contains data collected for 20488 admissions on day 1, 3, 14 and 28 of stay in one of the 17 NICUs that were participating in the study. [52, 65] The EPIC database contained 59 cases from premature infants resident at CHEO in 2002. [63]
Data collected for the Canadian Neonatal Network (CNN) database is highly regulated through the instructions provided by The Canadian Neonatal Network Abstractor's Manual [11]. The data is collected by a research assistant who enters all data on a daily basis directly from the Neonatal Intensive Care Unit (NICU) system. The direct entry on site removes the possibility of paper and keyboard transcription errors. All data is cleaned upon receipt at the coordinating centre i.e. removal of out-of-range entries. The validation cycle includes verifying a random selection of 5% of the cases; all centres participating have had excellent verification results. [34]

The CNN database has been used by MIRG to predict infant mortality, number of hours on a ventilator and length of stay in the NICU. The CNN database consists of many clinical and administrative fields. This work uses the Score for Neonatal Acute Physiology version 2 with Perinatal Extension (SNAPPE-II) prediction score variables. The nine SNAPPE-II variables are a subset of the Score for Neonatal Acute Physiology (SNAP) listed in Table D-1. SNAP values are collected in the first 12 hours of life. SNAPPE-II was devised by the CNN from the 37 SNAP variables using linear regression to predict infant mortality in the first 28 days of life. [64] The SNAPPE-II variables are listed in below.

- Lowest Blood Pressure in mmHg, (LBLOODP)
- Lowest Serum pH, (LSERUM)
- Lowest Urine in cc, (LURINE)
- Lowest Fraction of Inspired Oxygen, (PO2FIO2R)
• Lowest Temperature in Fahrenheit, (LTEMPF)
• Small for Gestational Age, (SGA)
• APGAR score at 5 minutes, (APGAR5),
• Birth Weight in grams, (BTHWT)
• Presence of Seizures, (SEIZURE)

The CNN dataset used in this work consisted of cases with complete values in all nine SNAPPE-II input variables as well as the outputs mortality, ventilation hours and length of stay. The final dataset consisted of 19377 cases. The original CNN dataset contained 5088 cases with complete values in the SNAPPE-II variables mentioned but was filled by Ennett. [18] The EPIC dataset was used as a verification dataset of 59 cases for infant mortality (MORT) and duration of ventilation (VENT) and 24 cases for length of stay (LOS). All input data used is from Day 1 of the infant’s stay in the NICU.

A different set for training, testing and verification were created for each of the outcomes (MORT, VENT and LOS). Sub-outcomes were chosen for both of the continuous outcomes. VENT was split into VENTgt0 (0 hours), VENTgt1 (24 hours) and VENTgt2 (48 hours) with all ventilations being greater than the number in days. LOS was split into LOSgt7, LOSgt14, LOSgt21 and LOSgt28 with all stays being greater than the number in days.

The dataset was split separately for each of the three outcomes into a training, test and verification set. The verification set comprised 1/3 of the data (6459 cases). The
remaining 2/3 of the cases were split into 2/3 as the training set (8162 cases) 1/3 as the test set (4306 cases). Due to the high imbalance of the MORT outcome, resampling was performed.

Resampling is often performed on datasets with a high imbalance in the categorical outcome to artificially increase the prevalence of the less frequent result of the binary outcome. Some resampling methods require the removal of cases with the more frequent case until a desirable balance is reached. The danger with this method is that information can be lost with the random removal of cases.[19]

The method of re-sampling performed here was to choose cases with a positive outcome (e.g. patients who die) randomly and make copies of them within the dataset. The re-sampling creates multiple copies of cases with a positive result making it easier for the artificial neural network (ANN) to learn how to correctly predict the positive cases. For the mortality (MORT) outcome, cases with a positive outcome (e.g. death) were randomly resampled back into the data until a data split of 10% positive cases was reached. Upon further research, after the experiments were completed, it was discovered that an increased artificial set of 15% [19] or possibly as high as 20% [22, 21] would potentially lead to a higher effectiveness. The total number of cases in each dataset is shown in Table E-1, Table E-2 and Table E-3. These tables also show the A Priori statistics for each of the outcomes and sub-outcomes considered. A Priori statistics refer to the percent of positive and negative cases in the data set prior to data mining.
The verification dataset was broken into five sets of 1000 cases and five sets of 1500 cases. Each was built from a random selection of cases from the verification set with possible duplication of cases. Each of the 10 created verification datasets had the same proportion of positive to negative result cases as the original overall verification dataset. An $11^{th}$ verification set was created as a secondary verification set using the Evidence-based Practice Identification & Change (EPIC) database.

The verification datasets created from the Canadian Neonatal Network (CNN) database were used for the Artificial Neural Network Research Framework (ANN RFW). Experiments run to verify the ANN prediction model found with the ANN RFW using the CNN dataset on the EPIC dataset were done using the committee of classifiers and verification tool (CCVT). The EPIC dataset was also used in the Range Overlap and mean imputation Case Based Reasoner System (CBRS) continuous value predictions.
5 Results

This chapter summarizes the results from experiments run using the Canadian Neonatal Network (CNN) database to verify the Outcome Prediction Model Definition Process (OPMDP) defined in Chapter 3.2.1. The results from the proof-of-concept applications described in Section 3.4.3 (Artificial Neural Network Research Framework (ANN RFW)), Section 3.5 (Committee of Classifiers Verification Tool (CCVT)) and Section 3.6 (Case Based Reasoner System(CBRS)) are also presented in this chapter. The results of the relative weights calculations for each of the three chosen outcomes is also presented.

Results from the CBRS imputation using the mean of closest matching cases and range overlap solutions with the Evidence-based Practice Identification & Change (EPIC) dataset are then presented. Results from the EPIC dataset within this work are compared to results from work previously done by the Medical Information-Technology Research Group (MIRG) with the EPIC database using the nine SNAPPE-II variables as inputs and mortality (MORT), duration of ventilation (VENT) and length of stay (LOS) as outputs.

5.1 Artificial Neural Network Research Framework (ANN RFW)

Results

The artificial neural network research framework (ANN RFW) performed experiments for 20 structures on each of the eight outcomes. The final best results of all 20 structures as measured using the logarithmic sensitivity index as the performance measure are
presented in graph format. The results from the training, test and the average of the 10 verification datasets are shown. The five best structures are highlighted with enlarged shapes; triangles for training, circles for testing and squares for verification.

Results showing the training set performing best, then the test set performing slightly worse and the verification sets a little worse again is the expected result of an artificial neural network that has trained well but not over-trained. Provided the verification results are not substantially lower than the train and test, the progression of slightly worse for each curve is acceptable and shows a network that was not over-trained. If the verification set results are substantially lower than the training results, it is most likely indicative of an over-trained network. An over-trained network has poor generalizability and has effectively memorized the training (and possibly test set) and is not useful for predicting new cases.
Figure 5-1: Log Sensitivities of 20 attempted structures for VENTgt0 hours (Ventilation Yes or No). Boxes highlight the five best of each Training, Test and average of 10 Verification sets.

Figure 5-2: Log Sensitivities of 20 attempted structures for LOSgt21 days. Boxes highlight the five best of each Training, Test and average of 10 Verification sets.
Figure 5-1 shows a result that is fairly consistent across all attempted structures. Figure 5-2 shows an example where the results change drastically as the number of hidden nodes change. The results of structure 12 in Figure 5-1 shows an example of possible overtraining, where the network trained and tested in the top five but verified much lower.

Because the relationship between the variables with respect to the outcome is unknown and therefore the complexity of the relationship is unknown, the number of hidden nodes required to appropriately define that relationship is best found by inspection of the verified results. The five best performing results were chosen to be carried to the next step in the process: the committee of classifiers.

Graphs of MORT, VENTgt1, VENTgt2, LOSgt7, LOSgt14 and LOSgt28 can be found in section F.1 of the appendix. Duration of ventilation outcomes of greater than 12 days (VENTgt12) and greater than 24 days (VENTgt24) were also prepared and used in the subsequent sections. VENTgt12 and VENTgt24 were resampled from 7% and 4% positives to 13% and 10% respectively. As with the MORT outcome, these should have been resampled to 20% to be effective [22, 21].
5.2 **Committee of Classifiers Verification Tool (CCVT) Results:**

**Verification of the Five Single Best and a Five Member Committee of Classifiers**

The five best results found in the previous section were used to define a committee of classifiers for each of the outcomes and their sub-outcomes. The 10 verification sets created from the CNN database were used to test the committee concept. The average of the 10 verification sets’ results, as well as the results from the training and testing sets (representing the training and testing log sensitivity of the prediction model) for a successful and an unsuccessful committee are presented.

The expected results for a committee of classifiers, where the committee performs as good as or better than the individual members, is illustrated by the VENTgt1 outcome shown in Figure 5-3. An example of a result where the committee as a whole did not perform better than each of the committee members is illustrated by the VENTgt24 outcome shown in Figure 5-4.

MORT, VENTgt0, VENTgt1, VENTgt2, LOSgt7, LOSgt14 had committees that performed better than their individual members. VENTgt12, VENTgt24, LOSgt21 and LOSgt28 days did not have a committee result that performed as good as or better than each of the committee members. It is interesting to note that the short term outcomes all performed well in a committee with Day 1 data while, the long term outcomes returned better results in individual ANNs.
Figure 5-3: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for VENTgt1 (24 hours).

Figure 5-4: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for VENTgt24 days.
For the remainder of this work the best verified result will be used for each outcome. In the outcomes that the committee performed best, the committee results will be calculated. In outcomes that had a single ANN perform best, results from that single ANN will be calculated.

Graphs of MORT, VENTgt0, VENTgt2, VENTgt12, LOSgt7, LOSgt14, LOSgt21 and LOSgt28 can be found in section F.2 of the appendix.

5.3 Relative Weight Calculation Results

When removing variables to define a minimum dataset and in order to define the most and least important variables when defining indicators, the relative importance of each input variable must be found. The case based reasoner system’s (CBRS’s) k-nearest neighbours (k-NN) matching algorithm also requires relative weights to be predefined for each input. The relative weight method described in section 2.3.4.1 was used to define the relative importance of the five best verified structure results for each outcome. The five relative values were then averaged for each input variable.

To create a single weight for each input for the continuous outcomes that had been divided into sub-outcomes, the average relative weights of each input for the five best structures were taken and then scaled from 0 to 100. The resulting averages for each sub-outcome for VENT can be found in Figure 5-5 and for LOS in Figure 5-6.
**Figure 5-5: Relative Weights for VENT sub-outcomes.**

The relative weights of the input variables for the VENT sub-outcomes change as the duration changes. There appears to be a division of VENT into short term (VENTgt0, 1 and 2 days) and long term durations (VENTgt12 and 24 days). Experiments of durations of ventilation between 2 days and 12 days should be conducted to see if there is a gradual trend from short to long term durations or if there is a sharp division. A sharp change in the weights would indicate a definite division of the VENT outcome into a short term and long term continuous sub-divisions.

The division of short term and long term ventilation durations mirrors what is seen in clinical practice. Infants entering the NICU are put on ventilation for a number of reasons but tend to stay on ventilation in only certain situations. [72] The short term
duration results indicate that the fraction of inspired oxygen (PO2/FIO2R) along with birth weight (BTHWT) are the most important factors for placing an infant on ventilation but that the BTHWT is the most important factor in having an infant kept on artificial ventilation for an extended period of time. Once most specific duration divisions are found from data mining, investigations into the similarity or difference of the length of duration set by clinicians and as defined by data mining can be performed.

All data used in this work is from the first 12 hours after admission, or ‘admission data’. The nearness of the data acquisition time to the short term duration values possibly indicates that the weights for the short term values may be the most relevant and should be used when predicting ventilation with Day 1 data. Work to discover if the relative weights of long term durations or, if found to exist, midrange durations should be performed using time varying data from days after Day 1 in the NICU.
Figure 5-6: Relative Weights for LOS sub-outcomes.

The relative weights for the LOS outcome, as shown in Figure 5-6, change similarly as the days of stay progress. All inputs except BTHWT become less and less important as we attempt to predict a longer and longer stay in the NICU. It appears as though BTHWT is more important for predicting a longer term stay than it is for predicting a shorter term stay.

Rescaling the resulting overall average relative weight values from 0 to 100, the k-NN adjusted weights were found for MORT, VENT and LOS as seen in Figure 5-7 and Table 5-1. A second average of VENT using short term outcomes only (VENTgt0, VENTgt1 and VENTgt2: i.e. for 48 hours or less) was taken and is also presented in Figure 5-7 and Table 5-1.
Figure 5-7: Relative Importance, k-NN Format Weights for MORT, VENT and LOS

As seen in Figure 5-7, the relative importance of the nine input variables over the three outcomes does not align. Most notably, the most important variable for the VENT and LOS outcomes, birth weight (BTHWT), is the least important for MORT, while the most important for MORT and one of the most important for VENT, fraction of inspired oxygen (PO2FIO2R), is one of the very least important for LOS.

| Table 5-1: k-NN Adjusted Weights from MORT, VENT and LOS |
|----------------|--------------|-------------|---------|---------|---------|---------|---------|---------|---------|
|                | BTHWT       | SGA         | APGAR5   | PO2FIO2R| LURINE  | LTEMPF  | LSERUM  | LBLOODP | SEIZURE |
| MORT           | 58          | 51          | 96       | 100     | 67      | 59      | 56      | 65      | 54      |
| VENT           | 100         | 26          | 35       | 82      | 39      | 23      | 51      | 43      | 38      |
| VENT short term only | 71 | 23 | 38 | 100 | 45 | 23 | 59 | 42 | 40 |
| LOS            | 100         | 24          | 38       | 32      | 46      | 33      | 39      | 32      | 33      |
The difference in the importance of the variables leads to the conclusion that when working with a large dataset and developing a prediction model, a minimum dataset must be created for each individual outcome. Subsequently, prediction models should not be used to predict anything other than their primarily intended outcome. The difference also leads again to the question: How does one define the weights of a set of variables when matching entire patient cases for inspection and imputing missing values into a database?

For the remainder of this work, the VENT outcome will be approached using two relative weight configurations; the average of all five VENT sub-outcomes used in this work (VENT-ALL) and the average of the short term values only (VENT-ST).

5.4 Case Based Reasoning System (CBRS) Results

The Canadian Neonatal Network’s Evidence-based Practice Identification & Change 2002 (EPIC) database was used to verify the Case Based Reasoning System (CBRS) mean imputation predictions. The weights displayed in Table 5-1 in the previous section were used for each of the outcomes. The VENT outcome was predicted using both the short-term duration (VENT-ST) and all-encompassing (VENT-ALL) sets of weights. The results for VENT-ST, VENT-ALL and LOS are shown in Table 5-2. There were 59 available cases for VENT and 24 for LOS. The difference between each imputed value and the actual value was calculated in number of weeks. The number of patient cases in the EPIC dataset that had an imputed value incorrect by a specific number of weeks is shown in Table 5-2.
Table 5-2: CBRS Results for VENT-ST, VENT-ALL and LOS.

<table>
<thead>
<tr>
<th></th>
<th>VENT - ST</th>
<th>VENT - ALL</th>
<th>LOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>4</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Within a week</td>
<td>42</td>
<td>39</td>
<td>3</td>
</tr>
<tr>
<td>Between one and two weeks</td>
<td>10</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>Between two and three weeks</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>More than three weeks</td>
<td>1</td>
<td>2</td>
<td>15</td>
</tr>
</tbody>
</table>

Prediction of MORT with the CBRS was attempted as a categorical result. Recalling that to predict a categorical result by calculation of a mean requires an odd number of cases to ensure that no ties occur. The method is effectively a majority rules voting prediction. As the continuous results were calculated with 10 matched cases, the first attempt at predicting MORT was using 11 cases. A second attempt was performed using five cases. The five matched cases performed better than the 11 matched cases. Table 5-3 shows the results for the mean imputation majority rules prediction for MORT with 11 cases and with five cases. The true positives (TP), false negatives (FN), false positives (FP) and true negatives (TN) are shown for each. Both methods predicted the same number of negatives correctly (49) but the method using five closest cases predicted two positives correctly, while the method using 11 closest cases predicted only 1 out of the eight positives correctly.

Table 5-3: CBRS Mean Imputation Results for MORT.

<table>
<thead>
<tr>
<th></th>
<th>MORT11</th>
<th>MORT5</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>FN</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>FP</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>TN</td>
<td>49</td>
<td>49</td>
</tr>
</tbody>
</table>

Overall, the mean imputation VENT results were mostly within a week. Given that this is an outcome that may very well be presented as a range, this is encouraging. LOS on
the other hand was most frequently at least a month wrong. The mortality results were also not particularly encouraging with only two out of the eight positive (death) cases predicted correctly.

5.5 Range Overlap Results

Range overlap calculations were performed on the EPIC database cases. The first set of results is from the calculations performed on ANN predictions done for each of the sub-outcomes. A second set of calculations were performed on the results from the CBRS imputations. The continuous results from the CBRS were categorized into the appropriate range and then compared with an overlap. The range overlap results for VENT and LOS outcomes calculated from the CCVT and CBRS results are shown in Table 5-4. As before, there were 59 cases used for VENT and 24 used for LOS.

<table>
<thead>
<tr>
<th></th>
<th>CBRS VENT - ST</th>
<th>CBRS VENT - ALL</th>
<th>CCVT VENT</th>
<th>CBRS LOS</th>
<th>CCVT LOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct Range</td>
<td>29</td>
<td>30</td>
<td>24</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>One Range Over</td>
<td>13</td>
<td>12</td>
<td>23</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Two Ranges Over</td>
<td>15</td>
<td>15</td>
<td>10</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Three Ranges Over</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>

The ranges for VENT were not well conceived for this particular type of prediction. The three bracketed ranges consisted of two that were one day long while, the last was 10 days long. The VENT outcome and the LOS outcome will most likely be presented in ranges of at least one week possibly longer. Combining those cases that predict in the correct range and one range over gives a good idea of what would be in a two week range
(from correct to 13 days wrong) for LOS. This further enumeration of results gives the correct classification rates shown in Table 5-5. Results were calculated from the results of two tools: (1) the CBRS imputed values that were then categorized into ranges and from (2) the CCVT results of either the single ANN or committee of classifier that was discovered to have performed the best on the 10 verification sets from the CNN dataset presented in section 5.2.

<table>
<thead>
<tr>
<th></th>
<th>CBRS VENT - ST</th>
<th>CBRS VENT - ALL</th>
<th>CCVT VENT</th>
<th>CBRS LOS</th>
<th>CCVT LOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>71%</td>
<td>71%</td>
<td>80%</td>
<td>54%</td>
<td>75%</td>
</tr>
</tbody>
</table>

VENT sub-outcomes must be created in a more useful and/or evenly divided fashion before any further conclusions on the benefit of this particular type of prediction presentation are made. The results from the committees and single ANN results (from the Committee of Classifiers Verification Tool (CCVT)) were better that the results from the imputation of an outcome results (from the Case Based Reasoner System(CBRS) mean imputation).

5.6 Comparison of Results with Previous EPIC dataset

Predictions

The results in this section from this work were chosen from the results of the committee of classifiers define as better than all of the members in section 5.2 for MORT and VENTgt1 (24 hours) while the individual best performing committee member prediction model was used to classify the LOSgt28 outcome. The Canadian Neonatal Network
(CNN) database and the nine SNAPPE-II inputs have been used previously by the Medical Information-technology Research Group (MIRG) to predict MORT, VENTge24 and LOSgt28 by Qi [63]. The difference of the ‘gt’ (greater than) and ‘ge’ (greater than or equal) affects the manner in which the data was split for training and therefore the prediction model created.

<table>
<thead>
<tr>
<th>Table 5-6: CCVT Results for EPIC MORT, VENTgt1 and LOSgt28</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>TN</td>
</tr>
<tr>
<td>FP</td>
</tr>
<tr>
<td>FN</td>
</tr>
<tr>
<td>TP</td>
</tr>
</tbody>
</table>

The results seen from the Committee of Classifiers Verification Tool (CCVT) for MORT are better than for VENT and LOS. The nine input variables used to train the ANNs were from the SNAPPE-II sub-set of the 37 variable SNAP. Recall that the SNAPPE-II variables were chosen from the SNAP as those best able to predict MORT so, the mort prediction being the best of the three stands to reason. A prediction model should be designed from the SNAP variable set for predicting VENT as well as LOS. Results from the CCVT and those taken from Qi [63] are shown below.

<table>
<thead>
<tr>
<th>Table 5-7: CCVT Results and Previous Results from Qi [63, Table 5-13, Table 5-14 and Table 5-14]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mortality</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>CCVT</td>
</tr>
<tr>
<td>Sensitivity</td>
</tr>
<tr>
<td>Specificity</td>
</tr>
<tr>
<td>CR</td>
</tr>
<tr>
<td>CP</td>
</tr>
</tbody>
</table>
The ventilation outcome was not set up in the same fashion between this work and Qi’s work. The difference of categorizing ventilation = 24 hours in different categories did not affect the division of the EPIC dataset but it would have changed the data that was being trained and tested on the ANN.

The classification rate was higher for MORT and for VENT24 in this work than found by Qi. The classification rate found for the LOS outcome was considerably lower in this work than in Qi’s. Predicting the LOS outcome with the EPIC dataset required removing a number of patient cases as the final discharge or death date was unknown. The 30 cases used for LOS by Qi were not identified and only 24 could be found for this work. It is not know if they are the same cases. The difference in cases could account for the difference in the LOS outcome result as this is not a large dataset where individual cases have little impact on overall results.
6 Discussion of Results

6.1 Conclusions

The design and implementation of the Artificial Neural Network Research Framework (ANN RFW) provided considerably faster operation than the existing ANN application. With the reduced speed and increased functionality that provided automated parameter updates and the performance of sequential experiments with increasing numbers of hidden nodes, a greater quantity of results were seen for an outcome.

The previously unseen quantity of results along with the use of a verification dataset extended confidence in the results. When an outcome is trained on two or three structures, it is impossible to tell if the numbers of hidden nodes used were the best options. The ANN RFW performing an experiment on an exclusive set of hidden nodes from no hidden layer to one hidden layer with 2n+1 hidden nodes, where n is the number of input variables. A simple committee of classifiers was able to increase prediction ability for a number of outcomes and defining a better committee with diverse members should be explored.

The reduced operational time of the ANN RFW allows researchers to perform experiments on a larger quantity of outcomes. This has made it feasible to perform experiments on a larger number of sub-outcomes for a continuous outcome allowing for a more complete study of the outcome.
The introduction of relative weight equations made it possible to extract weights correctly from a three-layer ANN. The benefit of that is seen in that ANNs are used most often on problems that are non-linear in their solutions and therefore require a hidden layer and hidden nodes. A method of extracting relative importance from the three layer network gives some insight into the internal operations of the black-box.

The ability to extract weights from a three-layer ANN and the ability to perform experiments on an increased number of outcomes have made it possible to discovery the change in relative importance of input variables for continuous outcomes, such as duration of ventilation and length of stay in an NICU, as longer durations are predicted. The change in relative importance may indicate a division of an outcome into short term and long term.

The relative weights calculated for each of the three main outcomes were seen to be different and it was concluded that every outcome must have its own prediction model defined with its own input variables and corresponding weights. This was illustrated by the mortality outcome performing the best on input variables chosen for prediction with mortality over duration of ventilation and length of stay outcomes.

6.2 Contributions to Knowledge

1. Limitations of weight extraction and relative weight calculation models for multilayer perceptron artificial neural networks (MLP ANNs) found in the literature were
discovered and corrected: A modified relative weight calculation method was created to expand the functionality of an existing method to include the types of networks used frequently with medical data: non-linear MLP ANNs with one hidden layer where the hidden to output layer connection weights are non-similar.

2. Through investigations of the relative weights extracted using the modified model, three important points were demonstrated:
   a. Short-term, long-term and possibly mid-range-term divisions in a continuous outcome may be defined using the differences in relative weights of input variables of an ANN,
   b. Continuous outcomes may need to be treated as separate duration-based outcomes (short-term, long-term and any existing mid-range-terms) for prediction purposes due to different relative weights and different prediction models, and
   c. Different outcomes, beyond those sub-outcomes within a single continuous outcome, may have different input variable weights requiring that every outcome to be predicted be given its own prediction model.

3. A method of predicting continuous outcomes using an ANN plus CBR (artificial neural network plus a case based reasoner) collaboration in a similar fashion to imputing missing values in a database was attempted. The results were interesting to discover even though they were not yet deemed favourable.
4. Design and implementation of an Artificial Neural Network Research Framework (ANN RFW) that has improved automation and increased functionality led to the successful introduction of a committee of classifiers to increase the generalisation prediction ability of ANNs and a majority rules range overlap solution to broaden the outcome presentation ability of ANNs.

6.3 Future work

1 Clinical Outcome Prediction Research:

1.1 Train artificial neural networks (ANNs) with an ensemble method (bagging, boosting or clustering) to enable a committee of classifiers that have members of more diverse training origin subsets and therefore enable better final predictions.

1.2 Further investigation of the possible clinical significance of finding different weight values associated with the input variables for different sub-outcomes of the same continuous outcome: how to use these different relative weights to define a single set of relative weights for the continuous outcome or how to divide the continuous outcome.

1.3 Further investigation into the different weight values associated with continuous outcomes’ sub-outcomes on time-varying data from real-time data acquisition.

1.4 Further investigation into the inputs and output(s) needed to define an ANN prediction model and therefore relative weights for both imputing missing values into a patient case and matching an entire patient case for inspection.
1.5 Creation of prediction models for duration of ventilation (VENT) and length of stay (LOS) from the full Score for Neonatal Acute Physiology (SNAP) variable set. Investigating if the new prediction models perform better than the mortality (MORT) based Score for Neonatal Acute Physiology version 2 with the Perinatal Extension (SNAPPE-II) variables.

2 Software development:

2.1 Refining and updating the Medical Information-technology Research Group (MIRG) Clinical decision support system (CDSS) for the Children’s Hospital of Eastern Ontario’s Neonatal Intensive Care Unit (CHEO’s NICU):

2.1.1 Creation of a prediction model specification database.

2.1.2 Integration of prediction tools with prediction model specification database.

2.1.3 Integration of prediction tools with user interface and secure remote access control (PArent Decision Support (PADS) + web services).

2.2 Artificial Neural Network Research Framework (ANN RFW):

2.2.1 Expand the divide and conquer section to include a dynamic range for the parameters. If a parameter hits the top or bottom of the defined range then reset the range boundary. Design so that the function can be disabled if desired by the researcher.
2.2.2 Enable a user-defined number of verification sets to be pulled at random from a single verification data set reducing the user intensive data creation.

2.2.3 After all structures have been attempted, automatically choose the best one or the best set of verified structures, calculate relative weights and automatically remove least important input(s). Re-run using a single structure or set of structures until a minimum dataset has been reached.

2.3 CBRS with k-NN:

2.3.1 Attempt imputation calculations that are more aligned with data structure than an average. i.e. a value that is statistically matched with the skew or distribution of the data in question.
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Appendix A. Artificial Neural Network Research

Framework (ANN RFW) Design Diagrams

This Appendix contains the flow charts and a hierarchy diagram of the ANN RFW. Some of the descriptions of the flow charts give a brief description of what was updated in the individual files for the creation of the ANN RFW from the existing ANN application. Following the charts are sections describing the stopping criteria and divide and conquer algorithm used in the software.

A.1. Flow Charts and Block Diagrams

This section contains flow charts for many of the functions and subroutines that comprise the ANN RFW. Not all MatLab files have been elaborated in a flow chart. Some that are important have been described briefly in comments along side of other flow charts where they are called. A legend for the flow chart symbols is given in Figure A-1.

![Flow Chart Symbols](image)

**Figure A-1: Legend for Flow Chart Symbols.**

The initiation point of the software is `main_autoANN_Sequential` shown in Figure A-2.
Figure A-2: Flow Chart: main_autoANN_Seq{}uential.m.
The function `calcParamMidPoint` takes the minimum point and the maximum point of a range as arguments and returns the midpoint. The tolerance for the smallest division is set for each of the nine driving parameters as ‘roundfactor’. If the new range is smaller than allowed by the roundfactor, a flag is returned indicating that no more divide and conquer iterations are possible.

The function `getBestParamValue` uses the minimum, maximum and midpoint value of a range to calculate three sets of results. These are compared and a new range is set with a divide and conquer algorithm as described in section A.3. The parameter value of the best of the three results is returned as the `bestParamVal`.

The function `calcClassRate` calls all the functions and various other .m files that perform the ANN learning and statistic calculations. It returns the final performance measure statistics in an array: `classrate`. A flow chart of `calcClassRate`’s operation is shown in Figure A-3. The default params are no longer set in `calcClassRate`. As a requirement for the automatic parameter update process of the ANN RFW, the default values of the parameters are now set in `main_autoANN_Sequental`. 
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Figure A-3: Flow Chart: calcClassRate.m.
Data is retrieved from comma-delimited plain text file defined in `getData` and prepared in `initNetArrays`. The data is separated into inputs and outputs and the administrative fields are removed from the input variables array (variables T and P) in `initNetArrays`. 
runNetwork sets all variables for the ANN structure, input cases and output values required to perform the back propagation. In the ANN RFW runNetwork has flags set to call DL_oneEpoch and SL_oneEpoch which performs a single epoch of the ANN effectively doing the prediction.

backPropSL/backPropDL perform the back propagation learning. Weight-elimination is performed here if it is enabled.
setStopCritVariables: initialize ASE, CR, SENS, SPEC and logSENS

elimBPLearnM and bpLearnM: function to calculate change in weights and biases for back prop

calcConfusionM: calculates ASE, CR, SENS, SPEC and logSENS for test and train results

stopCriterion: sets best result ASE, CR, SENS, SPEC, logSENS, epoch, best_A1/2, best_tA1/2, best_Stype, updates epochCount

showStopCritVariables: display best test result epoch, ASE, CR, SENS, SPEC, logSENS, for test and train

plotResults: plot ASE and CR vs epoch and stopping criterion (logSENS) vs epoch

Figure A-7: Flow Chart: backPropDL/SL.m.
calcConfusionM_ROC calculates the area under the ROC curve. It uses a trapezoid approximation. The number of sections is set in calcClassRate. There are 40 sections set with a value of 41 points including end points going from -1 to 1 in intervals of 0.05.

rpara displays many of the non-stopping criteria related final results of the ANN. These include the final non-multiplication factor parameter values after incrementing and decrementing over epochs, a priori stats of the train and test datasets, the minimum distance classifier and, the weights and biases at the final epoch.
A.1.1. **ANN RFW File Hierarchy**

The updates to the existing ANN tool to develop the ANN RFW were secluded to a few of the files. Major updates were written into only three of the pre-existing files while five new files were added. The higher level flow charts representing most of the files remain the same or not significantly different from those presented in section A.1. A file hierarchy diagram shown in Figure A-10 indicates which files had major changes (includes changes and new file creation), minor changes and those that remain unchanged.

![File Hierarchy Diagram](image)

**Figure A-10: File Hierarchy: ANN RFW.**

Figure A-10 shows a file hierarchy of the ANN RFW. The boxes in bold outline represent files that were updated or created from the existing tool to the expanded ANN RFW. The boxes with a bold underline indicate files that underwent minor changes. Not
all connections have been shown as some files belong to more than one level of the
hierarchy. Files have been placed in the topmost level in which they operate.

A.2. Stopping Criterion

A stopping criterion usually centers on a performance measure. Peripheral
considerations, beyond the performance measure, help to dictate when an ANN has
learned sufficiently. For the MIRG ANN, the combination of a performance measure and
various epoch criteria create a multipart stopping criterion.

A.2.1. Performance Measure Criteria

The performance measures that have been used by MIRG are lowest Average Squared
Error (ASE), highest Sensitivity, highest Classification Rate and highest Log Sensitivity
Index. The ASE criteria is not a good option for categorical results as it calculates a
distance error whereas in categorical results from 1 to -1 splitting at 0, with a desired
result of -1 a calculated result equal to 0.9 or 0.1 are both equally incorrect. ASE would
define the 0.9 as being more incorrect than the 0.1 result. Sensitivity and Classification
results do not perform well for instances where datasets are highly skewed in favour of
one category. MIRG has chosen the Log Sensitivity Index as the most useful
performance measure for clinical databases [24] and it is therefore the default for the
ANN RFW.
One of the updates made to the existing ANN tool in this work was to error catch for the inherent failure of the log sensitivity with an ideal result. If sensitivity and specificity both equal one (100% of the results are correct) then the equation blows up to infinity. To avoid the infinite answer the following addition was made to the code: if the argument of the log function is equal to zero then the log sensitivity is automatically set to 5. The value 5 was chosen because the output is set to five decimal places and with a sensitivity of 0.99999 and a specificity of 0.99999 the log sensitivity is 4.69897 and 5 is a small amount larger ensuring that the log sensitivity for the best result was always the highest.

A.2.2. Epoch Criteria: Starting and Stopping Points

There are three specific epoch starting or stopping points that are part of the multipart stopping criteria: one for the start point and two for the stopping point. To give the ANN some time to learn, results were not recorded until 25 epochs had passed [27]. The maximum number of epochs that could be attempted is 2000 to prevent a slowly climbing result to continue indefinitely. The third criteria allows for the run to end before 2000 epochs if the best point has been achieved and has remained the best point for 500 epochs [35].

A.3. Divide and Conquer Algorithm

The divide and conquer algorithm used in the ANN software is more complicated than the standard — “find best min-mid or max-mid pair, reset to that range, repeat”. Tracing through the existing ANN code yielded the options shown in Figure A-12 to Figure A-15.
There exist 13 different possible combinations of the results (performance measure) with three parameters (minimum, maximum and midpoint of the current parameter range).

![Diagram of result combinations]

*(Figure A-11: Divide and Conquer: Example instance.)*

The example shown in Figure A-11 indicates that:

- the result from the minimum parameter was the lowest,
- the result from the midpoint value of the parameter was the highest
- the result for the maximum parameter value was somewhere in between.

In this instance, both the minimum and maximum points are reset leaving the midpoint untouched. The ^ shape indicates the new range.

The following figures give the 13 instances and the new range or the identification of a terminal point. A terminal point indicates the end of recursion: a final point has been found so the recursive functions return. It is important to note that the standard simple divide and conquer algorithm does not reset the minimum and maximum values while leaving the midpoint the same. The instances shown in Figure A-14 are not typical of a simple divide and conquer algorithm.
Figure A-12: Divide and Conquer: Minimum point best.

Figure A-13: Divide and Conquer: Maximum point best.

Figure A-14: Divide and Conquer: Midpoint best.

Figure A-15: Divide and Conquer: Terminal points.
Appendix B. Moving from The Haley Corporation’s Easy Reasoner to the Case Based Reasoner System (CBRS) k-Nearest Neighbour (k-NN) Application

The Medical Information-technology Research Group (MIRG) Case Based Reasoner System (CBRS) was created to replace an out of box CBR tool, the Haley Corporation Easy Reasoner. The Easy Reasoner is a black box software package that does not permit the researcher access to the algorithms used to match cases. At some point about a decade ago, at the request of previous researchers who have since split off from MIRG, the Easy Reasoner’s code was change by Haley Corporation and recompiled. The resulting altered executable was then distributed back to the researchers and used for patient case matching.

In 2002, the author performed an inspection of all available documentation, as well as contacted previous researchers and the Haley Corporation. No documentation as to the changes made was found. Through conversations with Haley Corporation representatives, it was discovered that all support of the tool was discontinued when the altered executable was issued. While attempting to set up the tool for use by MIRG after having not used it for a number of years, it was discovered that when MIRG split off from the original group that the portion of the Easy Reasoner tool required to set up matching for new databases belonged did not go with MIRG. Communications with the previous researchers were necessary to request the creation of the binary driving files.
required by the Easy Reasoner for the database used by Ennett throughout experiments performed for work published in [18] and [20].

A search of the tools available in industry at the time, yielded no similarly functioning case matching tools for MIRG. After a single project was completed with the Easy Reasoner, it was decided to build our own matching tool that could also impute missing values as required by the process defined by Ennett [18].

The resulting CBRS gives MIRG independence from the Easy Reasoner’s binary file creation requirement and full control and understanding of the matching algorithm used. The CBRS is also fully embeddable into the MIRG CDSS with web services with no licensing issues often encountered with out-of-box tools.

To compare the CBRS with the Easy Reasoner: datasets were built with the same cases used by Ennett: 5102 patient cases with nine input variables representing the cases with complete values in the SNAPP-II variables in the CNN database [18]. The 5102 cases were randomly separated into two sections of 1744 and 3358 cases as defined by Ennett [18]. The separation was performed 12 times to create 12 random configurations of the 5102 cases. The 1744 case set became the Query or Open Patient Cases table. This table contains the cases with missing values. Missing values were artificially inserted into the cases following the proportions aligning with the original CNN database of 20 thousand cases [18, Table 6-1]. The number of cases these percentages amounted to in the 1744 case Query sets used here are shown in Table B-1.
Table B-1: Number of Artificial Missing Values in CBRS Test Datasets

<table>
<thead>
<tr>
<th>PO2FIO2R</th>
<th>LURINE</th>
<th>LSERUM</th>
<th>LBLOODP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing</td>
<td>1066</td>
<td>919</td>
<td>689</td>
</tr>
</tbody>
</table>

The weights used for testing the CBRS were obtained from Ennett [18, Table 7-1] and are shown in Table B-2.

Table B-2: k-NN Adjusted Weights for CBRS Test

<table>
<thead>
<tr>
<th>PO2FIO2R</th>
<th>LURINE</th>
<th>APGAR5</th>
<th>LTEMPF</th>
<th>SGA</th>
<th>LSERUM</th>
<th>BTHWT</th>
<th>LBLOODP</th>
<th>SEIZURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>65</td>
<td>43</td>
<td>42</td>
<td>32</td>
<td>28</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
</tbody>
</table>

The results from the CBRS and from the Haley Corporation Easy Reasoner with the ANN defined weights and average value missing value imputation are shown in Table B-3.

Table B-3: CBRS vs Easy Reasoner Results

<table>
<thead>
<tr>
<th></th>
<th>PO2FIO2R</th>
<th>LURINE</th>
<th>LSERUM</th>
<th>LBLOODP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBRS: Mean(^a)</td>
<td>104.84%</td>
<td>182.87%</td>
<td>1.12%</td>
<td>15.38%</td>
</tr>
<tr>
<td>CBRS: Standard Deviation(^a)</td>
<td>71.46%</td>
<td>125.44%</td>
<td>0.07%</td>
<td>1.45%</td>
</tr>
<tr>
<td>CBRS: Maximum(^a)</td>
<td>3533.87%</td>
<td>7353.00%</td>
<td>9.40%</td>
<td>124.07%</td>
</tr>
<tr>
<td>Easy Reasoner: Mean(^b)</td>
<td>94.62%</td>
<td>174.23%</td>
<td>1.14%</td>
<td>15.73%</td>
</tr>
<tr>
<td>Easy Reasoner: Standard Deviation(^b)</td>
<td>146.80%</td>
<td>488.09%</td>
<td>1.18%</td>
<td>16.13%</td>
</tr>
<tr>
<td>Easy Reasoner: Maximum(^b)</td>
<td>1683.33%</td>
<td>10300.00%</td>
<td>13.26%</td>
<td>113.33%</td>
</tr>
</tbody>
</table>

\(^a\)CBRS: Taken from 10 datasets (12 datasets removing the best and worst)
\(^b\)Easy Reasoner: Hybrid with ANN Weights [18, Table 7-4]

Although the results of the CBRS were not as good as those from the out-of-box application, the greater flexibility, ease of use and knowledge of and control over internal workings of the CBRS tool make it a good choice. Continuing updates will be made to the algorithms within the CBRS to improve the results.
Appendix C. Elaboration on the Outcome Prediction Model Definition Process (OPMDP)

Following is a list of the steps in the Outcome Prediction Model Definition Process (OPMDP).

1. Clean Data. Remove all ambiguous data and outliers.
2. Impute missing values:
   a. Pull cases with no missing values from dataset to create a new dataset of ‘complete cases’.
   b. Normalize data and place in plain text files for use by ANN: training, test and verification sets.
   c. Find ANN Prediction Model with all input variables. See Step 4.
   d. Transform ANN Weights to k-NN format. See section 3.7.
      i. Use Extended Garson’s Method to find Relative Weights (Importance) of all input variables.
      ii. Scale Relative Weights from 0 to 100 to create k-NN formatted weights.
   e. Setup \textbf{actual} value data in Microsoft Access with the ‘complete cases’ as the Match table (Discharged Patients) and the cases with missing values as the Query table (Open Patient Cases).
   f. Setup and Run CBRS tool.
   g. Create a database including all ‘complete cases’ and newly filled cases.
3. Normalize data and place in plain text files for use by ANN: training, test and verification sets.
4. Find ANN Prediction Model:
   a. Setup and Run ANN RFW.
   b. Find best structure(s).
c. Remove input variables using extended relative weight method to find the relative importance of input variables.

d. Repeat a-c until the results begin to degrade: creates a minimum dataset.

The ANN prediction model consists of **weights** (W1,W2), **biases** (B1,B2), **normalization values** (minimum, maximum, mean and standard deviation), **structure** (number of hidden layers and nodes) and **inputs** (which input variables are used and the order of the variables).

5. To verify the ANN prediction model on a dataset not previously used (i.e. from a different facility or a different year) use the CCVT (Committee of Classifiers/Verification Tool).

   a. Transfer the ANN prediction model into the appropriate sections of the CCVT code.
   
   b. Setup data in the correct variable order (to align with the ANN prediction model weights). Data can be either: normalized using the normalization values from the model or as real values, leaving the software to normalize the data. The input must be in plain text space or comma delimited format as for the ANN RFW tool.

6. Using the ANN Prediction Model as a base, four prediction methods are available with MIRG’s current tools:

   a. Single ANN prediction.
   
   b. ANN Committee of Classifiers
   
   c. ANN Range Overlap
   
   d. CBRS with k-NN mean of closest matching cases calculation prediction.

7. Single ANN prediction:

   a. A Prototype is set up that uses a single ANN Prediction Model.
   
   b. Data is entered by hand in actual format into the GUI.
   
   c. Output is saved to a comma delimited plain text file.
   
   d. GUI used in the first prototype was in MatLab. The real user interface that the doctors see will be done through web services and tools like PADS.
e. To test a dataset on a Single ANN, it is currently best to use the CCVT with a committee of one (1) member set up.

8. ANN Committee of Classifiers:
   a. Transfer the five (5) top ANN prediction model weights into the CCVT code.
   b. Setup data in the correct order (to align with the ANN prediction model weights). Data can be either: normalized using the normalization values from the model or used as real values, leaving the software to normalize the data. The input must be in plain text format.
   c. The output will give the result for each of the input cases for each of the five (5) members of the committee as well as the committee result.

9. ANN Range Overlap
   a. If the ANN tool is used to predict a continuous outcome an overlap of the individual sub-outcomes can be used to find a more specific result. i.e. instead of a result of LOS>7 days with a single sub-outcome, a result of LOS>7 days and LOS<14 days can be determined by overlapping the sub-outcome results.
   b. Use the Single ANN or Committee of Classifiers results for each sub-outcome and then combine them.

10. CBRS: k-NN mean of closest matching cases calculation outcome prediction:
   a. The ANN weights must be transformed into k-NN format (a whole number from 0 to 100). Use the Extended Garson’s Method to define the Relative Importance and then linearly scale the results for the inputs with 100 as the highest.
   b. Data must be in actual value form. Enter the train and test set combined as the ‘Discharged Patients’. Use the verification data sets with the outcome field as the missing value to be filled.
C.1. Activity Diagrams for OPMDP

This section contains the UML 2.0 Activity diagrams for the description of the Outcome Prediction Model Definition Process. Is the starting point. All other activity diagrams are referred to beginning with a task from the main activity diagram. A bubble in the diagram with a ‘*’ preceding the label is link to another activity.

These diagrams should be used in conjunction with the Outcome Prediction Model Definition Process described in the last section and the descriptions of applications and equations from the main body of this thesis to develop prediction models.
Figure C-1: Activity Diagram: Outcome Prediction Model Definition Process.
Figure C-2: Activity Diagram: Impute Missing Values.

Figure C-3: Activity Diagram: Find ANN Prediction Model.
Figure C-4: Activity Diagram: Verify ANN Prediction Model.

Figure C-5: Activity Diagram: Transform Weights.
Figure C-6: Activity Diagram: ANN Prediction: Single ANN.

Figure C-7: Activity Diagram: ANN Prediction: Committee of Classifiers.

Figure C-8: Activity Diagram: Continuous Outcome Prediction: CBRS.
Figure C-9: Activity Diagram: Continuous Outcome Prediction: Range Overlap.
### Appendix D. SNAP Scoring System

<table>
<thead>
<tr>
<th>Variable</th>
<th>Points scored</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean blood pressure</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤66</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;35</td>
</tr>
<tr>
<td>Heart rate</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤180</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;100</td>
</tr>
<tr>
<td>Respiratory rate</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤60</td>
</tr>
<tr>
<td>Temperature (°F)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>&gt;96</td>
</tr>
<tr>
<td>pO2</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>&gt;65</td>
</tr>
<tr>
<td>pO2/FiO2 ratio</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>&gt;3.5</td>
</tr>
<tr>
<td>pCO2</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤50</td>
</tr>
<tr>
<td>Oxygenation index</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤0.07</td>
</tr>
<tr>
<td>Hematocrit</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>≤66</td>
</tr>
<tr>
<td>White blood count</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>&gt;5.0</td>
</tr>
<tr>
<td>Immature/total neutrophil ratio</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤0.21</td>
</tr>
<tr>
<td>Absolute neutrophil count</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>&gt;999</td>
</tr>
<tr>
<td>Platelet count</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>&gt;100</td>
</tr>
<tr>
<td>Blood urea nitrogen</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤40</td>
</tr>
<tr>
<td>Creatinine</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤1.2</td>
</tr>
<tr>
<td>Urine output</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>≤0.9</td>
</tr>
<tr>
<td>Indirect bilirubin</td>
<td></td>
</tr>
<tr>
<td>- bili for birth weight&gt;2kg</td>
<td>≤15</td>
</tr>
<tr>
<td>- bili/kg for birth weight&lt;2kg</td>
<td>≤5</td>
</tr>
<tr>
<td>Direct bilirubin</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤2.0</td>
</tr>
<tr>
<td>Sodium</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤150</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;130</td>
</tr>
<tr>
<td>Potassium</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤6.6</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;2.9</td>
</tr>
<tr>
<td>Total calcium</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤12</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;6.9</td>
</tr>
<tr>
<td>Ionized calcium</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤1.4</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;1.0</td>
</tr>
<tr>
<td>Glucose</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤150</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;40</td>
</tr>
<tr>
<td>Serum bicarbonate</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>≤33</td>
</tr>
<tr>
<td>Low</td>
<td>&gt;15</td>
</tr>
<tr>
<td>Serum pH</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>≥7.30</td>
</tr>
<tr>
<td>Presence of seizures</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td></td>
</tr>
<tr>
<td>Multiple</td>
<td></td>
</tr>
<tr>
<td>Presence of apnea</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Response to stimuli</td>
<td></td>
</tr>
<tr>
<td>No response to stimuli</td>
<td></td>
</tr>
<tr>
<td>Complet e apnea</td>
<td></td>
</tr>
</tbody>
</table>

* Additional points scored for the Perinatal Extension (SNAPPE) are:

- Birth weight ≤ 749 g 30 points
- Birth weight 750-999 g 10 points
- Apgar < 7 at 5 minutes 10 points
- Small for gestational age (<5th percentile) 5 points [Richardson et al. 1993a]
Appendix E. CNN Dataset A Priori Statistics

The following tables show the A Priori statistics (the number of positive and negative cases present) for each of the training (Table E-1), testing (Table E-2) and verification main dataset (Table E-3). Values are given for the outcomes and sub-outcomes used in this work.

Table E-1: A Priori Statistics: Training Datasets.

<table>
<thead>
<tr>
<th></th>
<th>Original MORT</th>
<th>Resampled MORT</th>
<th>VENTg0</th>
<th>VENTg1</th>
<th>VENTg2</th>
<th>LOSg7</th>
<th>LOSg14</th>
<th>LOSg21</th>
<th>LOSg28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive Cases</td>
<td>317</td>
<td>922</td>
<td>3245</td>
<td>2773</td>
<td>2115</td>
<td>4178</td>
<td>2617</td>
<td>1880</td>
<td>1477</td>
</tr>
<tr>
<td>Negative Cases</td>
<td>8295</td>
<td>8295</td>
<td>5367</td>
<td>5839</td>
<td>6497</td>
<td>4434</td>
<td>5995</td>
<td>6732</td>
<td>7135</td>
</tr>
<tr>
<td>Total</td>
<td>8612</td>
<td>9217</td>
<td>8612</td>
<td>8612</td>
<td>8612</td>
<td>8612</td>
<td>8612</td>
<td>8612</td>
<td>8612</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Positive Cases Percent</th>
<th>4%</th>
<th>10%</th>
<th>38%</th>
<th>32%</th>
<th>25%</th>
<th>49%</th>
<th>30%</th>
<th>22%</th>
<th>17%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative Cases Percent</td>
<td>96%</td>
<td>90%</td>
<td>62%</td>
<td>68%</td>
<td>75%</td>
<td>51%</td>
<td>70%</td>
<td>78%</td>
<td>83%</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

Table E-2: A Priori Statistics: Test Datasets.

<table>
<thead>
<tr>
<th></th>
<th>Original MORT</th>
<th>Resampled MORT</th>
<th>VENTg0</th>
<th>VENTg1</th>
<th>VENTg2</th>
<th>LOSg7</th>
<th>LOSg14</th>
<th>LOSg21</th>
<th>LOSg28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive Cases</td>
<td>158</td>
<td>461</td>
<td>1633</td>
<td>1379</td>
<td>1038</td>
<td>2090</td>
<td>1349</td>
<td>948</td>
<td>738</td>
</tr>
<tr>
<td>Negative Cases</td>
<td>4148</td>
<td>4148</td>
<td>2673</td>
<td>2927</td>
<td>3268</td>
<td>2216</td>
<td>2957</td>
<td>3358</td>
<td>3568</td>
</tr>
<tr>
<td>Total</td>
<td>4306</td>
<td>4609</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
<td>4306</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Positive Cases Percent</th>
<th>4%</th>
<th>10%</th>
<th>38%</th>
<th>32%</th>
<th>24%</th>
<th>49%</th>
<th>31%</th>
<th>22%</th>
<th>17%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative Cases Percent</td>
<td>96%</td>
<td>90%</td>
<td>62%</td>
<td>68%</td>
<td>76%</td>
<td>51%</td>
<td>69%</td>
<td>78%</td>
<td>83%</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Original MORT</th>
<th>Resampled MORT</th>
<th>VENTgt0</th>
<th>VENTgt1</th>
<th>VENTgt2</th>
<th>LOSgt7</th>
<th>LOSgt14</th>
<th>LOSgt21</th>
<th>LOSgt28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive Cases</td>
<td>237</td>
<td>691</td>
<td>2413</td>
<td>2057</td>
<td>1672</td>
<td>3109</td>
<td>1969</td>
<td>1417</td>
<td>1107</td>
</tr>
<tr>
<td>Negative Cases</td>
<td>6222</td>
<td>6222</td>
<td>4046</td>
<td>4402</td>
<td>4887</td>
<td>3350</td>
<td>4490</td>
<td>5042</td>
<td>5352</td>
</tr>
<tr>
<td>Total</td>
<td>6459</td>
<td>6913</td>
<td>6459</td>
<td>6459</td>
<td>6459</td>
<td>6459</td>
<td>6459</td>
<td>6459</td>
<td>6459</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Positive Cases Percent</th>
<th>4%</th>
<th>10%</th>
<th>37%</th>
<th>32%</th>
<th>24%</th>
<th>48%</th>
<th>30%</th>
<th>22%</th>
<th>17%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative Cases Percent</td>
<td>96%</td>
<td>90%</td>
<td>63%</td>
<td>68%</td>
<td>76%</td>
<td>52%</td>
<td>70%</td>
<td>78%</td>
<td>83%</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>
Appendix F. Charts of Results

The chapter contains the graphs of the results not presented in the main body of this work. There are two sections:

- section F.1 contains results from the artificial neural network frame work (ANN RFW) for those outcomes and sub-outcomes not presented in the main body of the work including MORT, VENTgt1, VENTgt2, LOSgt7, LOSgt14 and LOSgt28, and

- section F.2 contains committee of classifier results from the committee of classifier verification tool (CCVT) for those outcomes and sub-outcomes not presented in the main body of the work including MORT, VENTgt0, VENTgt2, VENTgt12, LOSgt7, LOSgt14, LOSgt21 and LOSgt28.

F.1. Extended Artificial Neural Network Research Framework

(ANN RFW) Results

This section contains results from the 20 structures attempted for each of the outcomes and sub-outcomes using the ANN RFW. Results of the training, test and the average of the 10 verification datasets are shown for each structure (number of hidden nodes). The five best results based on the logarithmic sensitivity index performance measure are highlighted with enlarged shapes: triangles for the training set, circles for the test set and squares for the verification set average.
Figure F-1: Log Sensitivities of 20 attempted structures for MORT. Boxes highlight the five best of each Training, Test and 10 Verification sets.

Figure F-2: Log Sensitivities of 20 attempted structures for VENTgt1 (24 hours). Boxes highlight the five best of each Training, Test and average of 10 Verification sets.
Figure F-3: Log Sensitivities of 20 attempted structures for VENTgt2 (48 hours). Boxes highlight the five best of each Training, Test and average of 10 Verification sets.

Figure F-4: Log Sensitivities of 20 attempted structures for LOSgt7 days. Boxes highlight the five best of each Training, Test and average of 10 Verification sets.
Figure F-5: Log Sensitivities of 20 attempted structures for LOSgt14 days. Boxes highlight the five best of each Training, Test and average of 10 Verification sets.

Figure F-6: Log Sensitivities of 20 attempted structures for LOSgt28 days. Boxes highlight the five best of each Training, Test and average of 10 Verification sets.
F.2. Committee of Classifier Results

This section contains results for the five best structures and the committee constructed with the five best structures as its members. The results for the training, test and average of the 10 verification sets are shown using the logarithmic sensitivity index as the performance measure. The best of the group is defined using the result from the verification sets. The best result is highlighted with a shaded box. The dashed line indicates the verification results from the committee.

![Diagram](image)

**Figure F-7**: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for MORT.
Average LogSens of 10 Verification sets from CCVT: VENTgt0 hours

![Graph](image)

Figure F-8: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for VENTgt0 hours.

Average LogSens of 10 Verification sets from CCVT: VENTgt2 (48 hours)

![Graph](image)

Figure F-9: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for VENTgt2 (48 hours).
Average LogSens of 10 Verification sets from CCVT: VENTgt12 days

Figure F-: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for VENTgt12 days.

Average LogSens of 10 Verification sets from CCVT: LOSgt7 days

Figure F-10: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for LOSgt7 days.
Figure F-11: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for LOSgt14 days.

Figure F-12: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for LOSgt21 days.
Figure F-13: Average Log Sensitivities for five committee members and committee result using the CNN Verification datasets for LOSgt28 days.