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Abstract

Several mathematical models have been developed to describe the genetic structure of populations. Most of these models focus on only one, or few genetic loci. This thesis focuses on the models, which describe the dynamics of populations with respect to a large number of loci simultaneously. Such models are appropriate for recent large-scale studies of single nucleotide polymorphisms (SNPs). A random set representation of haplotypes in the population under study is proposed and the recursion equation for change of haplotype distributions in discrete time model is derived. A continuous time model for change of haplotype distributions is discussed and the solution to the differential equation describing change of probability measure is derived using the concept of blocks identical by descent (BID). The behavior of the solution is studied and a graph theoretical interpretation of the solution is investigated.
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<td>RV</td>
<td>Random Variable</td>
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</tr>
</tbody>
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Chapter 1

Introduction

Recent advances in molecular biology have provided efficient methods for sequencing DNA from many different living organisms. With the easy access to these sequences for researchers all around the world, biology in general, and more specifically genetics, has entered into a new era. Available data from human genome project [75], and other genome projects such as HapMap [74], contain enormous amount of information about evolutionary relationships among species [22], causes of varieties in populations [30], history of populations [28], and information about genes controlling common diseases in human populations [67]. Mathematical models in population genetics are essential for analysing these data [16].

1.1 Historical Background

The theoretical population genetics was initially developed in 1920’s and 1930’s by R.A Fisher (1890-1962)[20], S.Wright (1889-1988) [65], and Haldane (1892-1964) [31]. Their objective was to formulate evolutionary theory based on Mendelian hereditary mechanism [16]. Since then the theory have been developed in different directions, resulting to development of mathematical models such as genetic algebras in order to model populations [55, 64, 59] and employing mathematical tools such as Bayesian Networks and Markov Random Fields in order to model the inheritance process [41, 69].
There are many evolutionary forces involved in change of genetic composition of populations namely, mutation, natural selection, recombination and genetic drift. Similar to modeling physical systems, in which the model is made based on some simplifying assumptions, in most of the mathematical models in population genetics, a hypothetical model based on some simplifying assumptions is made. As an example, in the models that we will discuss in the subsequent chapters, the size of population under study is considered to be very large such that the effects of fluctuations in the population size are negligible. In a general categorization we can name two approaches for modeling the change of frequencies of genetic variants in a population:[2]

- The Discrete Time Model: In this model which is an extension of the Hardy-Weinberg model (see Section 2.5.5 and [30]), the generations are assumed to have no overlaps with each other. This model has been developed mainly by Geiringer [23], Bennett [4], Liyubich [38] and Dawson [12].

- The Continuous Time Model: In this model (which is not widely discussed in the literature) the change in genetic composition of populations is assumed to be a gradual process, therefore at each instance of time as the result of recombination the genetic composition of the population is changing. One of the most recent mathematical models developed in this framework is Baake and Baake model [3, 2] which will be discussed in Chapter 5 of this thesis.

1.2 Population Dynamics

One of the most important problems in all scientific fields is the prediction of the state of the system under study, knowing its initial condition [62]. For example in Newtonian mechanics, the system under study is a particle, and the state of the particle is its coordination in the Cartesian space. In that case we are interested to know the position of the particle at each instance of time. Knowing the particle's initial
position in space, Newton's laws of motion, enables us to predict its exact position at each instance of time. In practice, in some cases, it is impossible to know the exact initial condition of the system under study, (e.g. Quantum Mechanics) or it is not feasible to seek for the exact initial condition (complex systems like fluids or gases in thermodynamics). In such cases we need to analyse the system from a probabilistic point of view (stochastic approach). We can consider each possible state of the system as an event, and we assign a number $P \in [0,1]$ to each event, which is representative of the likelihood of occurrence of that event.

In population genetics, the system under study is a collection of individual genotypes (depending on population under study, individuals have be haploid or diploid genotypes [30]) (see Section 2.2), and the state of the system is identified by alleles and their arrangement on the genome of each individual. Similar to the case of complex mechanical systems, it is almost impossible to know the exact genetic characteristics of each individual and also the exact manner in which each individual transfers its genetic information to its offspring. For this reason we model a population as a sample space of random events, in which each event corresponds to a certain configuration of genetic variants, and we are interested in finding the likelihood of each event. In the study of dynamics of populations we are interested in changes in the frequency of genetic variants over time. Therefore, the goal is to describe the probability of a variant at time $t$ in terms of probability of that variant at the initial time $t = 0$.

As we will discuss in the coming chapters, the parameters involved in the equation describing the change of probability distribution, contain information about the physical position of the genetic variants under study, therefore we can use this information for physical mapping of the genes [46, 56].
1.3 The Thesis Work

Because of the interdisciplinary nature of this thesis, two chapters of the thesis (chapters 2 and 3) are devoted to provide background information both in biological and mathematical theories which are used in the subsequent chapters.

The discrete time model with the formalism proposed by Dawson [12] is discussed in Chapter 4. The similarity of the mathematical notations used in that model with the formalism used in the theory of random sets [45, 24], was a motivation for reformulating Dawson’s model in terms of random sets. Random sets are generalizations of the familiar concept of random variables in probability theory, widely used in data fusion and stochastic geometry [24]. This Chapter of the thesis suggests identifying each haplotype configuration by a subset of the set of all loci under study, then the probability of having a certain haplotype in population is described in terms of probability mass function of the corresponding random set. This model is used to find the recursion law for the change of haplotype frequencies between successive generations. Also we have discussed special cases of the model for the case in which one and two loci are considered and we have compared these results with the HW principle.

In Chapter 5 we discuss the continuous time model based on the measure theoretic approach of Baake and Baake [2]. In this model the change of haplotype frequencies has been described by a differential equation in which the solution to this equation is a time-dependent probability measure, which describes the change of haplotype distributions. In this thesis, we show that the coefficients of this solution can be interpreted as the distribution of blocks identical by descent (BID) (see Section 5.3.1 and [?, 5]).

In addition, we discuss the behaviour of distribution of BID’s under two assumptions: the assumption of the existence of hotspots of recombination, and assumption of the absence of these hotspots on genome. Also briefly, we provide a graph theoretical interpretation for the solution of the differential equation in Baake and Baake 2003.
1.4 Organization of Thesis

This thesis is divided into six chapters including this introduction.

Chapter 2 is devoted to provide background knowledge in biology and population genetics.

In Chapter 3 we discuss the basic mathematical concepts which will be used in this thesis, including a brief review on main notions of measure theory and probability theory, graphical models including Bayesian Networks and Markov Random Fields and finally random sets.

Chapter 4 discusses the discrete time model for dynamics of population in a random mating model in the absence of mutation and natural selection. The difference equation describing the change of haplotype distributions is derived using the notion of random sets.

Chapter 5 derives the solution for the differential equation proposed by Baake and Baake [2, 3], using the notion of BID’s and special cases for the solution regarding the existence or absence of hotspots of recombination is discussed also a graph theoretic interpretation for the solution has been investigated.

1.5 Contributions

This thesis proposes using random sets for modeling haplotypes in a population. As an example of the application of the random set theory in population genetics, Chapter 4, derives the recursion equation for the change of haplotype distributions using random sets. In this chapter of the thesis, the relationship between mathematical terms in discrete time model, (with the formalism proposed by K.Dawson [12]) and the random set theoretic notions, such as commonality measure and pmf of random sets, is established.

In Chapter 5 of the thesis, the relationship between the solution to the differential equation described by Baake and Baake [2, 3] and the concept of blocks identical by
descent is investigated.

This thesis derives the solution to the non-linear ODE based on the concept of blocks identical by descent in a population. The result is reformulated in terms of the recombination operators as defined in [3]. In addition, this method of solving the ODE, shows that the coefficients of the solution, describe the distribution of the block structures in a population.
Chapter 2

Basic Concepts of Genetics

This chapter introduces the main biological concepts and the actual processes which cause changes in genetic composition in populations and also causes of differences between different populations of species. In this chapter we describe the basic concepts of evolutionary theory and population genetics.

2.1 Cells, Chromosomes and DNA

The cell is the basic unit of all living organisms. Some organisms, such as bacteria, are made of a single cell. By contrast, most of non-microbial organisms are made up of many cells. In a general division, there are two types of cells: eukaryotic and prokaryotic cells; most multi cellular organisms are constituted of eukaryotic cells [14]. Eukaryotic cells are made of a variety of specialized structures like membrane-bound organelles and the nucleus which is the largest organelle within the cell and contains the genetic material. Bacteria are said to be prokaryotic. This type of cell is small and does not have a very complex internal organization. The genetic material in prokaryotic cells is free within the cell [36].

In organisms with sexual reproduction, there are two types of cells: somatic cells, which are all the body cells except sex cells, and sex cells which also are referred as gametes, which is a general term for sperms or eggs. In the nucleus of somatic cells, genetic
materials (chromosomes) are in pairs, in the sense that there are two copies of each chromosome (and consequently each gene) in the cell. For this reason, these types of cells are often called as diploid cells. In contrast, sex cells (or gametes) have only one copy of each gene (chromosomes are not in pairs) and are called haploid [36].

Cells are able to replicate themselves (for example somatic cells generate other somatic cells or they generate sex cells), through this process, a copy of the genetic material is produced in the nucleus of the cell and these copies will be transferred to the daughter cells. (see section 2.3) [36].

2.1.1 Chromosomes and DNA

A chromosome, contains a long continuous piece of DNA, located in the nucleus of the cell. In somatic cells of all diploid individuals, chromosomes appear in the form of pairs of sister chromosomes (one inherited from the father and the other from the mother of the individual). For example in all human somatic cells, there are 23 pairs of chromosomes, of which one pair, X and Y chromosomes, carry sex linked traits. Non-sex chromosomes, are called autosomes[30]. Through the process of mitosis and cell division (see Section 2.3) copies of chromosomes are made and these copies will be passed to the offspring.

Deoxyribonucleic acid molecules, known as DNA, are the basic structures carrying hereditary information in all living organisms (except some viruses in which RNA does this task) [22]. DNA usually consists of two complementary strands twisted around each other to form a right-handed double helix. Each chain consists of four kinds of nucleotides: adenine (A), guanine (G), thymine (T), cytosine (C) [22]. The two chains of DNA are joined throughout their lengths by hydrogen bonds between complimentary pairs of nucleotides. In order to know the nucleotide composition of a double helix (the arrangement of nucleotide along the DNA) we just need to know the nucleotide composition of one strand, because T nucleotide always pairs with an A, and a C with
a G. Therefore, for example if one strand is 5' ATCG 3' we know that the complementary strand is 5'CGAT3', in which 5' denotes the starting point of transcription and 3' denotes the end point [22].

2.2 Genetic Information Processing

A Gene, traditionally is defined as the entity transmitted from parents to offspring that influences hereditary traits [36]. Traits like hair color, skin color, height and behaviour, depend on a combination of genetic structure of the individual and environmental factors. From a molecular point of view, a coding gene, is a segment of the DNA which can eventually be translated into amino acid sequences, which are building blocks of a protein chain. Decoding of genetic information to amino acid sequences is done in the cell through two separate steps: Transcription and Translation [36].

In the transcription step, only informative parts of the DNA (genes) will be used to make a sequence of a special type of RNA, called messenger RNA usually denoted by mRNA. An mRNA, similar to DNA, can be considered as a sequence of four nucleotides with the only difference that instead of T nucleotide we have a U (Uracil) nucleotide. In the next step, translation, mRNA sequence will be used as a template which contains the required information about the arrangement of amino acids in a protein sequence. In this step every three nucleotides (codons) in the coding region of the DNA, will be translated into one amino acid, this translation is done using a dictionary called the genetic code, which provides a universal rule for protein synthesis for all organisms (there are some rare exceptions in which a slightly different genetic code is used for translation) [?, 22]. As we see in Table 2.1, genetic code is degenerated, in the sense that more than one codon (triplets of nucleotides) can be translated into the same amino acid. For example, both ATT and ATC codons stand for Isoleucine (Ile) amino acid.
The Position of a gene on a chromosome is called the *locus* (loci in plural form). A gene can appear in many forms (which one form is the dominant form), each of these forms of a gene are called *alleles* of that gene. Observable traits of an individual (also called the phenotype) depend on the pair of alleles that the individual has inherited from his parents. For example, assume that there are three possible states for the eye color of an individual: brown, green or blue. If the individual has the pair brown-brown or brown-blue or brown-green in the corresponding locus, the eye color will be brown. Note that although the individual may have blue or green alleles paired with the brown allele, as brown is dominant (or wild) type, the phenotype will be brown. The unordered pair of alleles (i.e. brown-blue, blue-green,... for eye color) is called the *genotype*. In general, each phenotype is influenced by a certain genotype. Different genotypes may result to the same phenotype and also environmental factors can affect the phenotype of an individual. A genotype may be composed of one gene or it can have several numbers of genes. Therefore the corresponding phenotype can be influenced by a single gene (single gene traits) or many genes (complex traits or multifactorial traits).
Figure 2.1: A Schematic Representation of Haplotype, Genotype and Phenotype

As we mentioned before, a diploid genotype is a pair of two sequences of alleles each called a haploid genotype or haplotype. A haplotype can be composed of just one allele (in case of simple traits), or it may be composed of hundreds of alleles. Figure 2.1 is a demonstration of relation between genotype, haplotype and phenotype. The complete set of genes in a haploid set of chromosomes of a particular organism, is called the genome of that organism. The human genome, for example, contains approximately three billion nucleotides [36]. Figure 2.2 summarizes the information processing in the cell.
Figure 2.2: Decoding the DNA information into a protein sequence

In Figure 2.2, informative parts of the DNA are transcribed into an mRNA sequence through RNA processing, the mRNA sequence is used as a template for protein synthesis through the translation step.
2.3 Cell Division and Inheritance

Two types of cell division occur in human and other sexually reproducing species: *mitosis* and *meiosis* [36].

Mitosis is the process by which identical genes will be transferred to all the somatic cells from the original single-celled zygote. In mitosis, the nuclear material divides so that the resulting daughter cells are genetically identical. Meiosis only occurs in the process of formation of gametes (sex cells). Through this process, a combination of paternal and maternal chromosomes, formed as a new single chromosome, will be passed to the sex cells. In the process of mating, each individual randomly passes a chromosome to the zygote, (Figure 2.3), which, as a result, offspring individuals will have a copy of paternal and one copy of maternal chromosomes in each of their cells [36, 30].

2.3.1 Mendel’s Inheritance Laws

Johann Mendel (1822-84), through experiments with garden peas, noticed the random segregation of heredity factors in the process of mating [48]. In modern terminology we can reformulate his laws of inheritance as follows:

- Mendel’s first law of segregation: during meiosis the two members of any pair of alleles possessed by an individual separate into different gametes and subsequently into different offspring, without any interaction with each other

- Mendel’s second law of Independent Assortment: during meiosis all combinations of alleles are distributed to daughter cells with equal probability, independent of each other.

For the case of one gene with two alleles, suppose that an individual has allele \( A \) on his paternal chromosome and allele \( a \) on his maternal chromosome, then it is equally likely that the gamete produced by the individual receives an \( A \) or \( a \) allele, in mathematical
terms:

\[
\Pr(\text{gamete receives an } A \text{ allele|individual is } Aa \text{ type}) = \\
\Pr(\text{gamete receives an } a \text{ allele|individual is } Aa \text{ type}) = 1/2
\]

In which \( P(\cdot|\cdot) \) is the conditional probability (see Chapter 3). Now suppose two \( Aa \) individuals mate with each other, then the probability of having an \( Aa \) offspring is:

\[
\Pr(\text{father passes an } a \text{ allele and mother passes an } A \text{ allele}) + \\
\Pr(\text{mother passes an } a \text{ allele and father passes an } A \text{ allele}) = \\
\Pr(\text{father passes an } a \text{ allele}) \Pr(\text{mother passes an } A \text{ allele}) + \\
\Pr(\text{mother passes an } a \text{ allele}) \Pr(\text{father passes an } A \text{ allele}) = \\
\frac{1}{2} \times \frac{1}{2} + \frac{1}{2} \times \frac{1}{2} = \frac{1}{4} + \frac{1}{4} = \frac{1}{2}
\]

Above, we have used the fact that if two events are independent then their joint probability is the product of the marginal probabilities [42]. As we will see later, Mendel’s second law is not valid for linked loci; in fact, linkage causes departure from independent assortment due to the physical attachment of the linked loci. In Section 2.5.6, we will see that departure from independent assortment enables us to estimate the distance between genes under study.

### 2.3.2 Recombination

The process by which a combination of parental chromosomes is formed, is called recombination and plays an important role in the emergence of new types in a population [30].

As we discussed in Section 2.2 chromosomes appear in pairs as a system of homologous chromosomes. Homologous chromosomes have the same appearance and the same number of loci, but the corresponding loci may be occupied by the same or by different alleles of the same gene. Roughly speaking, during the process of meiosis, homologous
Figure 2.3: Representation of random mating

Each individual randomly passes a copy of its recombined genetic information to the offspring.
Figure 2.4: Recombination and Crossover

chromosomes break in the same segments and switch the corresponding segments. In other words, homologous chromosomes interchange some segments. This phenomena which is called crossing over is one of the main reasons for emergence of new haplotypes in a population. A simplified recombination model for one and two crossover events have been shown in Figure 2.4. As we see in Figure 2.4, the original diploid cell has haplotypes (AB), (ab) but the gamete produced by this type, contains (Ab) or (aB) haploids, also in the second case, a (ABC), (abc) diploid has produced two different haplotypes (AbC) and (aBc).

2.4 Molecular Evolution

The aim in the process of producing offspring, in all the species, is to pass genetic information without any change to the offspring. But occasional mistakes in copying DNA sequences may occur, giving rise to new sequences. These errors in copying are the main sources of emergence of new species in the nature. In this Section we will have a brief review on the main concepts of evolutionary genetics in a molecular level.
2.4.1 Mutations

The errors in replication of a DNA sequence are called Mutations. Mutations are the main source of variation and emergence of new types in nature [22]. Mutations can occur in either somatic or sex cells, but as somatic mutations are not passed on to the offspring, they will not have any effect on the process of evolution [30]. For this reason, usually the term mutation is referring to mutations in sex cells. Mutations may affect a single nucleotide, point mutations or a set of adjacent nucleotides segmental mutations [22]. Mutations can also be classified by the type of change caused by the mutational event. From this perspective we can distinguish four types of mutations [22]:

1. Substitution mutations: In this type of mutation, one nucleotide will be substituted by another nucleotide, for example, a G nucleotide will be replaced by a C, in other words, in the process of copying a mistake will happen in copying G nucleotide, and instead of G, a C will be written at the corresponding position in DNA of the offspring.

2. Deletions: in this type of mutation one or more nucleotides will be removed from the DNA

3. Insertions: One or more nucleotide will be added to the DNA sequence

4. Inversions: A $180^\circ$ rotation of a segment of the DNA sequence

Mutations are assumed to occur at random through time. Also, in many cases it can be assumed that they occur at random along the genome, i.e. different nucleotides at different sites on genome have equal chance of experiencing a change. But it is not always true, some sites are more likely to experience a mutation event than others and some transitions are more frequent than others [22].
2.4.2 Changes in Gene Frequencies

The process of evolution, can be viewed as the process of changes in gene frequencies in a population over time. An important concern in population evolutionary genetics is to describe the process by which the frequency of a mutant allele will change in time under the effect of evolutionary forces.

Many molecular changes usually have small effect on the phenotype and therefore they will not affect the fitness of their carriers. But in some cases these changes will give rise to the emergence of a new allele in the population.

The relative proportion of an allele in population is referred as allele frequency [22] (or gene frequency), for example, suppose we consider a population of \( N \) haploid individuals, two alleles \( A_1 \) and \( A_2 \) are present at a certain locus, and the number of individuals carrying allele \( A_1 \) at that locus is \( n_1 \) and number of allele \( A_2 \) in the population is \( n_2 \). Then, the frequency of allele \( A_1 \) represented by \( f(A_1) = n_1/N \) and \( f(A_2) = n_2/N \).

The process of evolution can be viewed as a process with two main drives: the emergence of new alleles in a population (meaningful mutation) and the process of change in allele frequencies within a population (natural selection and random genetic drift).

Most of the mutations which can affect the amino acid composition have negative effect on the fitness of the organism, therefore in time, as their carriers have less opportunity to survive (less productivity or shorter life time) these mutations will be eliminated from the population. These types of mutations are called deleterious mutations and the type of selection acting in this case is called purifying or negative selection. In some rare cases the mutated allele, will be as fit as the best allele in the population. These types of mutations are called neutral mutations and obviously, natural selection treats both alleles in the same way. In some extremely rare cases, a new mutation increases the fitness of its carrier. This type of mutation is called advantageous mutation and natural selection favours the mutant allele, in this case the selection is a positive selection, and the mutant allele will become fixed in the population after a number of
generations [22].
The other factor which may affect the fixation of certain type of mutation in the population is random fluctuations in the environment causing elimination of certain types (without being less fit than others) this phenomenon is called random genetic drift [30].

2.4.3 Evolutionary Trees
In a simplified model, we can consider that at the beginning, there has been only one type of living organism on earth (a putative organism which is called Cenanccestor [22].) As a result of mutation and natural selection, the genome of the original sequence has been alternated in the way that other alleles of genes have emerged. At some points these changes are sufficient to result in a significant observable change in the organism, giving rise to the emergence of a new species. Therefore we can assume that the genomes of all existing organisms are copies of the ancestral genome, which the errors in copying in interaction with the process of natural selection are the source of divergence between their carriers. Therefore we can conclude that the species which are closer to each other (in a taxonomical sense) have a larger part of their genome in common. This can be verified by looking and comparing the available data. For example, Human and Gorilla have 98% of their genome in common, and only 2% of the genome differs between these two close relatives. In fact the difference between gene sequences can be used to construct phylogenetic trees and also estimate the divergence time between species. This field is one of the major research areas in bioinformatics and several algorithms and software have been developed in order to compare genetic composition of different types and estimate their divergence time and the relationship between them [22].

2.5 Basic Concepts of Population Genetics
2.5.1 Populations
In a broad sense, population genetics is the study of natural differences between organisms. From this perspective, evolutionary theory can also be viewed as part of this broad field. Genetic differences that are common among organisms of the same species are called *genetic polymorphisms* whereas genetic differences accumulated between different species - as a result of process of evolution, are called *genetic divergence* [30]. In a more specific sense when we refer to population genetics we consider the study of genetic polymorphism.

In population genetics, the word "population", usually does not refer to an entire species (for example the entire population of human beings), it rather refers to a group of individuals of the same species living within a sufficiently restricted geographical area that any member can potentially mate with any other member of the opposite sex in the population, hence the focus is on the local interbreeding units of possibly large, geographically structured populations. Such local populations are the fundamental units of population genetics. In population genetics usually we refer to these local populations simply as populations [30].

2.5.2 Polymorphism
A polymorphic gene is a gene for which the most common allele has frequency of less than 0.95 [30], and monomorphic gene is one that is not polymorphic. In any large population, almost all the genes have rare alleles associated with them. Rare alleles are with frequencies of less than 0.05.

Most of the genetic variations are hidden, in the sense that they are not apparent at the phenotypic level. However, genetic variations that can result in visible variations among the individuals are also common in most natural populations. In most cases, visible genetic variations (or phenotypic variations) are not traceable to the effect of individual
genes, and that is because of the fact that most of the traits are multifactorial, meaning that they are influenced by several genes, in interaction with the environmental factors [30].

In the case of human population, for example, any two copies of the human genome differ from one another by approximately 0.1% of nucleotide sites [74].

A Single Nucleotide Polymorphism, SNP, is a difference between chromosomes in the base present at a particular site in the DNA sequence. For example, some chromosomes in a population may have a C at that site (the 'C allele'), whereas others have a T (the 'T allele') [74].

2.5.3 Significance of Genetic Polymorphisms

Genetic variation provides a set of markers for the genetic studies of organisms in their natural environment. This method is especially important to apply on organisms for which genetic manipulation is not feasible or laboratory rearing or domestication is not possible. Studies of genetic variation are useful in inferring the ancestral history of a group of organisms. Also genetic polymorphisms are useful in investigating the genetic relationships among subpopulations in a species [30].

One of the most important applications of using genetic polymorphisms as markers in human populations, is to find out if they are linked with harmful genes that cause a certain disease. As we will discuss later, the recombination rate between linked loci reveals information about the physical position of an unknown locus with respect to a known marker; in fact, this method can be used for fine mapping of the human genome [56, 67].

2.5.4 The Effect of Random Mating and Recombination

The frequency of a specified genotype in a population is the genotype frequency. The mathematical relationship between allele frequencies and genotype frequencies, and the rate of change of these frequencies, can be used to infer the recombination rate between
loci involved in the genotype under study [30] (see Section 2.5.6). When there is more
than one locus involved in a certain genotype, other than mutation and natural selec-
tion, recombination has an important effect in change of genotype frequencies. When a
mutation event at a certain locus occurs, it results in the emergence of a new allele and
consequently a new haplotype. Due to the effect of recombination and random mat-
ing of gametes, the frequency of haplotype will be changed in the population [30](see
Chapter 4).

In order to describe the effect of random mating in changing haplotype distributions,
we need to have a proper model for the system. In order to avoid certain complex-
ities, we also need to make some assumptions about the system. One of the most
common models in population genetics is the non-overlapping generation model (or
discrete time model). In this model we assume a very simple life history. Specifically
we assume that the members of the previous generation die before the members of the
next generation are born. The only real life realizations of this model are populations
of certain short-lived insects or annual plants that have short growing seasons. But
this model is also a good approximation for other populations.

In order to be able to describe the change in frequencies, we also need to make some
assumptions about the mating patterns in a population. One of the simplest assump-
tions is the random mating assumption, in which we assume that mating occurs at
random with respect to the genotype under study. With random mating the chance
that an individual mates with another having a prescribed genotype is equal to the
frequency of that genotype in the population. This assumption is valid with respect
to some traits (for example blood group in human population) but not realistic with
respect to others (for example skin color in humans).

We can summarize these assumptions as follows:

1. The organism under study is diploid
2. Reproduction is sexual

3. Mating is Random

4. Population size is very large

5. Generations are non-overlapping

6. The effect of migration, mutation and natural selection can be ignored comparing to the effect of recombination

For the rest of this study we will be confined to these assumptions, in Chapter 5, we will consider a continuous time model in the sense that generations are not necessarily non-overlapping.

2.5.5 The Hardy-Weinberg Principle

The assumptions that we made in the previous section, constitute the Hardy-Weinberg model (HW model) [?, 68]. Now let us apply this model to predict the genotype frequencies in which the genotype under study has just one locus and the gene under study has two possible alleles denoted by $A$ and $a$. With these two alleles the possible genotypes in the population are: $AA, Aa, aa$. In HW model, the mathematical relation between allele frequencies and genotype frequencies is described as:

$$f(AA) = p^2, \quad f(Aa) = 2pq, \quad f(aa) = q^2$$ \hspace{1cm} (2.1)

where $f(A) = p, f(a) = q$, are the allele frequencies, satisfying $p + q = 1$. The rationale behind the relations described in (2.1) lies behind the assumption of random mating. Let us denote the genotype frequencies by $f(AA) = P, f(Aa) = Q, f(aa) = R$ where $P + Q + R = 1$. As the individuals in the population are diploids, the total number of sites (loci) under study in a population of $N$ diploid individuals is $2N$, as $AA$ individuals have two $A$ alleles on each locus, the total number of $A$ alleles on carried by $AA$ individuals is $2NP$. Also $Aa$ individuals have one $A$ allele, therefore the total
number of $A$ alleles carried by $Aa$ individuals in population is $NQ$, hence the total number of $A$ alleles in the population is: $n(A) = 2NP + NQ$. as the total number of sites under study is $2N$ therefore:

$$f(A) = \frac{n(A)}{2N} = \frac{2NP + NQ}{2N} = P + Q/2 \quad (2.2)$$

With the same argument we can show that:

$$f(a) = \frac{n(a)}{2N} = R + Q/2 \quad (2.3)$$

Now let us consider the effect of random mating in allele frequencies of the next generation. As we have ignored the effect of mutation, possible alleles in the next generation are the same as before, therefore possible genotypes are $AA, Aa, aa$. And their frequencies are $P', Q', R'$ respectively. Applying the total probability theorem [42], in mathematical terms we can write:

$$
P' = \Pr(AA \text{ in the next generation}) = \Pr(AA, AA \times AA) + \Pr(AA, AA \times Aa)$$
$$+ \Pr(AA, Aa \times AA) + \Pr(AA, Aa \times Aa)$$
$$= \Pr(AA|AA \times AA) \Pr(AA \times AA) + \Pr(AA|AA \times Aa) \Pr(AA \times Aa)$$
$$+ \Pr(AA|Aa \times AA) \Pr(Aa \times AA) + \Pr(AA|Aa \times Aa) \Pr(Aa \times Aa)$$

(2.4)

in which $AA \times Aa$ means mating event between type $AA$ and $Aa$, also $\Pr(\cdot, \cdot)$ represents the joint probability of two events, and $\Pr(\cdot|\cdot)$ is the conditional probability (see Chapter 3). Note that here we have considered $AA \times Aa$ (an AA male mating with an Aa female) and $Aa \times AA$ (an Aa male mating with an AA female) as two different events. Based on Mendelian independent segregation model (Section 2.3.1) we have:

$$\Pr(AA|AA \times AA) = 1, \quad \Pr(AA|AA \times Aa) = 1/2, \quad \Pr(AA|Aa \times Aa) = 1/4 \quad (2.5)$$

Also Mendelian model predicts that $\Pr(AA|Aa \times aa), \Pr(AA|AA \times aa), \Pr(AA|aa \times aa) = 0$ so we didn’t include these terms in (2.4).
As mating is at random, mating probabilities are proportional to the product of frequency of each of the genotypes involved in mating therefore:

\[
\begin{align*}
\Pr(AA \times AA) &= \Pr(AA) \Pr(AA) = PP = P^2 \\
\Pr(AA \times Aa) &= \Pr(AA) \Pr(Aa) = PQ \\
\Pr(Aa \times AA) &= \Pr(Aa) \Pr(AA) = QP \\
\Pr(Aa \times Aa) &= \Pr(Aa) \Pr(Aa) = QQ = Q^2
\end{align*}
\]

Therefore we can write equation (2.4) as:

\[
P' = 1P^2 + 1/2(PQ) + 1/2(QP) + 1/4Q^2 \\
= P^2 + PQ + 1/4Q^2 = (P + Q/2)^2 = p^2 = P \tag{2.6}
\]

With the same argument we have:

\[
\begin{align*}
Q' &= 2PQ/2 + 2PR + Q^2/2 + 2QR/2 = 2(P + Q/2)(R + Q/2) = Q = 2pq \\
R' &= Q^2/4 + 2QR/2 + R^2 = (R + Q/2)^2 = R = q^2 \tag{2.7}
\end{align*}
\]

Also if we calculate the allele frequencies \( p' \), \( q' \) from the genotype frequencies we will have: \( p' = p \) and \( q' = q \). Hence in this case allele frequencies and genotype frequencies will remain the same at each generation. Also we notice that the assumption of random mating is equivalent to the assumption of random union of gametes, therefore knowing the frequency of the gametes carrying the haplotype under study at each generation, we can find the corresponding genotype frequencies at the next generation by multiplying these frequencies. When the genotype frequencies doesn’t change over time (i.e. it doesn’t change as the result of random mating) we say that the population has reached to equilibrium with respect to the genotype under study, therefore based on HW principle, a population reaches its equilibrium state after one generation with respect to a single locus genotype.
2.5.6 Linkage and Linkage Disequilibrium (LD)

Let us consider two biallelic genes $A$ and $B$ with alleles represented by $A_1, A_2$ and $B_1, B_2$, with frequencies $p_1, p_2, q_1, q_2$ respectively, which $p_1 + p_2 = 1, q_1 + q_2 = 1$. The HW principle states that genotype frequencies $A_1A_1, A_1A_2, A_2A_2$ are $p_1^2, 2p_1p_2, p_2^2$ and $B_1B_1, B_1B_2, B_2B_2$ frequencies are $q_1^2, 2q_1q_2, q_2^2$, and they will stay constant over time. As we saw in the previous section, $A_1$ and $A_2$ alleles are in random association with each other, i.e. $Pr(A_1, A_2) = Pr(A_1)Pr(A_2)$ (in mathematical terms, as we will see in Chapter 3 it means that the two events $A_1, A_2$ are two independent events), this independence or random association, is because of the fact that the two alleles $A_1$ and $A_2$ are located on two different chromosomes and their segregation is independent of each other. When the alleles of the genes are in random association, the frequency of a gamete carrying any particular combination of alleles equals the product of the frequencies of those alleles. When genes are in random association we say that they are in a state of linkage equilibrium and if they are not in random association we say that the genes are in a state of linkage disequilibrium or LD for short. Therefore with linkage equilibrium the haplotype frequencies of the particular case of two biallelicic genes are:

$$A_1B_1 : \quad p_1 q_1$$
$$A_1B_2 : \quad p_1 q_2$$
$$A_2B_1 : \quad p_2 q_1$$
$$A_2B_2 : \quad p_2 q_2$$

At a particular generation, the alleles of different genes may fail to be in random association, for example $Pr(A_1B_2) \neq p_1 q_1$, but given the HW assumptions, the state of linkage equilibrium will be attained after several generations. The rate of approaching to the state of equilibrium may be very slow, and as we will show later it depends on the recombination rate between the loci under study.
Let us consider the genotype $A_1B_1/A_2B_2$, this genotype can produce four types of gametes, carrying haplotypes: 1) $A_1B_1$; 2) $A_2B_2$; 3) $A_1B_2$ 4) $A_2B_1$.

Haplotypes 1, 2 are non-recombinant haploids, because the alleles are in the same arrangement as they were in the parental chromosome, and haplotypes 3, 4 are recombinant types, and they are the result of a crossover and recombination between two genes $A, B$. In other words, during the process of meiosis a break has happened at a point between genes $A$ and $B$ and as the result of recombination the segment of the chromosome containing $A_1$ has recombined with the segment of the sister chromosomes containing $B_2$, therefore the recombinant type contains $A_1$ and $B_2$.

The recombination rate between genes depends on whether they are present on the same chromosome and, if so, on the physical distance between them. If two genes are located on two different chromosomes the recombination fraction is $r = 1/2$; Indicating that the probability that the two genes preserve their arrangement, is 0.5, implying no correlation between segregation of two genes (and hence no actual physical attachment between them). There is a direct relationship between recombination rate between two linked genes and their physical distance on the chromosome [30, 31], if they are far apart then $r = 1/2$, meaning that they easily will be separated during the formation of gametes in meiosis and in fact they behave as they are located on two different chromosome (note that when two genes are far apart from each other there is a high probability of a crossover event between them), but when they are close to each other, the probability that a crossover event happens at a point between the two is low, and when they are very close to each other, the probability of such an event is almost zero. Hence in this case $r = 0$, which is the smallest possible recombination rate. This property enables us to use the recombination rate as a measure of distance between two genes and hence knowing the value for $r$ and location of one of the genes on the chromosome we can estimate the location of the other gene. Therefore an individual with
the genotype $A_1B_1/A_2B_2$ will produce the following haplotypes with the proportions indicated below:

The two non-recombinant haplotypes

\[ A_1B_1 \text{ with frequency } (1 - r)/2 \]
\[ A_2B_2 \text{ with frequency } (1 - r)/2 \]

The two recombinant haplotypes

\[ A_1B_2 \text{ with frequency } r/2 \]
\[ A_2B_1 \text{ with frequency } r/2 \]

Now, let us see how the frequency of a haplotype will change over time. For two genes with two alleles we have four possible haplotypes namely $A_1B_1; A_1B_2; A_2B_1; A_2B_2$. For simplicity let us denote their frequencies as $P_{11}; P_{12}; P_{21}; P_{22}$ respectively, where $P_{11} + P_{12} + P_{21} + P_{22} = 1$, and let us denote the corresponding frequencies in the next generation by $P'_{11}; P'_{12}; P'_{21}; P'_{22}$. For now let us focus on the $A_1B_1$ haplotype. In any generation a chromosome carrying $A_1B_1$ either could have undergone recombination between the genes (an event with probability $r$), or could have not experienced a recombination event (with probability $1 - r$). Among the $A_1B_1$ chromosomes that did not undergo recombination, the frequency of $A_1B_1$ is the same as it was in the previous generation; among the chromosomes that did undergo recombination the frequency of $A_1B_1$ chromosomes is simply the frequency of $A_iB_1/A_1B_j, \ i, j = 1, 2$ genotypes in the previous generation; Because mating is random, the overall frequency of $A_iB_1/A_1B_j$ genotypes is $p_1q_1$, therefore the frequency of type $A_1B_1$ in the next generation, denoted by $P'$, is:

\[ P'_{11} = (1 - r)P_{11} + rp_1q_1 \]  \hfill (2.8)
Now if we subtract $p_1q_1$ from both sides of (2.8), we will have:

$$P_{11}' - p_1q_1 = (1 - r)(P_{11} - p_1q_1)$$  \hspace{1cm} (2.9)

Let us introduce a new term $D$ defined as:

$$D \triangleq P_{11} - p_1q_1$$

Hence equation (2.9) will be written as:

$$D' = (1 - r)D$$  \hspace{1cm} (2.10)

In which $D'$ is the value for $D$ at the next generation. In general if we define $D_t \triangleq P_{11}^{(t)} - p_1q_1$ we have

$$D_t = (1 - r)D_{t-1} = (1 - r)^2D_{t-2} = \cdots = (1 - r)^tD_0$$  \hspace{1cm} (2.11)

Where $D_0$ is the value of $D$ in the founding population. As $0 \leq r \leq 1/2$, $(1 - r)^t$ goes to zero as $t$ increases, therefore as the number of generations increases $D_t = P_{11} - p_1q_1$ decreases hence:

$$\lim_{t \to \infty} D_t = 0;$$  \hspace{1cm} (2.12)

Hence when $t$ is large, $P_{11} = p_1q_1$ meaning that the linkage equilibrium has been attained. We can consider $D$ as a measure of linkage disequilibrium, indicating deviation of $P_{11}$ from the product of $p_1q_1$. And as we see from equation (2.11), linkage disequilibrium will decay as the number of generation increases. $D$ measure is a good measure of linkage disequilibrium when we have two loci. The rate by which $D$ measure decays depends on the value of $r$, i.e. if $r$ is closer to 1/2 (when two genes are far apart, $D$ goes to zero very fast (few generations) but as $r$ become smaller (genes are closer to each other on the chromosome), $D$ will decay very slowly, i.e. it takes many generations
until population reaches the state of equilibrium with respect to these two genes. The value of $D$ that holds for $P_{11} - p_1q_1$ also holds for the other possible haplotypes:

$$P_{11} = p_1q_1 + D$$
$$P_{12} = p_1q_2 - D$$
$$P_{21} = p_2q_1 - D$$
$$P_{22} = p_2q_2 + D$$ \hspace{1cm} (2.13)

If we calculate $D$ from (2.13) in terms of haplotype frequencies we have:

$$D = P_{11}P_{22} - P_{12}P_{21}$$ \hspace{1cm} (2.14)

As we will see in Chapter 4), we can define a general measure of LD for an arbitrary number of loci, and D measure will be a special case of that measure.

If we consider loci on a chromosome as random variables (see Chapter 3), taking values from the space of possible alleles, linkage equilibrium, can be viewed as the state in which all these random variables are independent of each other, and linkage disequilibrium can be viewed as departure from this state. This concept, is the basis of our future discussions, in Chapter 4 we will discuss different measures of linkage and linkage disequilibrium in populations with respect to an arbitrary number of loci.
Chapter 3

Mathematical Background

In this chapter, we provide an introduction to the mathematical concepts that will be used in subsequent chapters. Our approach to probability theory will be a measure theoretic approach, in the sense that probability is considered as an additive measure defined on the probability space. In Sections 3.1 and 3.2 we will introduce the basic concepts in measure theory and probability theory, in Section 3.3 we will introduce graphical models for representing independence of random variables, and Section 3.4 is a brief introduction to the concept of random sets which in Chapter 4 will be used as an alternative mathematical model to describe haplotype probabilities.

3.1 Measure, Measurable Space and Measurable Function

Let $\mathcal{R}$ be an arbitrary set. A collection $\mathcal{A}$ of subsets of $\mathcal{R}$ is called a $\sigma$-algebra on $\mathcal{R}$ if:

1. $\emptyset \in \mathcal{A}$,

2. For each set $A$ that belongs to $\mathcal{A}$, the set $A^c \triangleq \mathcal{R} - A$ also belongs to $\mathcal{A}$,

3. For each countable sequence $\{A_i\}$ of sets that belong to $\mathcal{A}$ the set $\bigcup_{i=1}^{\infty} A_i$ belongs to $\mathcal{A}$.
Therefore a \( \sigma \)-algebra on \( \mathbb{R} \) is a family of subsets of \( \mathbb{R} \) that contains \( \mathbb{R} \) itself and is closed under complementation, formation of countable unions and countable intersections [10]. When \( \mathcal{A} \) is a \( \sigma \)-algebra on the set \( \mathbb{R} \), any subset of \( \mathbb{R} \), which belongs to \( \mathcal{A} \), is called \( \mathcal{A} \)-measurable.

**Definition 3.1.1. Borel \( \sigma \)-algebra**

The Borel \( \sigma \)-algebra on \( \mathbb{R}^n \), is defined as the \( \sigma \)-algebra on \( \mathbb{R}^n \), which is the smallest \( \sigma \)-algebra that includes the collection of open subsets of \( \mathbb{R}^n \). We denote a Borel \( \sigma \)-algebra on \( \mathbb{R}^n \) by \( \mathcal{B}(\mathbb{R}^n) \)[11].

**Definition 3.1.2. Countable Additivity**

Let \( \mathfrak{A} \) be a set, and let \( \mathcal{A} \) be a \( \sigma \)-algebra on \( \mathfrak{A} \). And let \( \{ A_i \} \) be a sequence of disjoint members of \( \mathcal{A} \), i.e. \( A_i, A_j \in \mathcal{A} \), \( A_i \cap A_j = \emptyset, \forall i \neq j \). A function \( \mu \) which takes its values from the \( \sigma \)-algebra \( \mathcal{A} \) and returns numbers belonging to the extended half line \([0, +\infty]\) is said to be countably additive if it satisfies [10]:

\[
\mu(\bigcup_{i=1}^{\infty} A_i) = \sum_{i=1}^{\infty} \mu(A_i)
\]  

**Definition 3.1.3. Measure**

A measure, (or a countably additive measure) on \( \mathcal{A} \) is a function \( \mu : \mathcal{A} \rightarrow [0, +\infty] \) that satisfies [10]:

1. \( \mu(\emptyset) = 0 \)

2. \( \mu \) is countably additive (satisfies (3.1))

**Definition 3.1.4. Measurable Space**

If \( \mathfrak{A} \) is a set, and \( \mathcal{A} \) is a \( \sigma \)-algebra on \( \mathfrak{A} \), and if \( \mu \) is a measure on \( \mathcal{A} \), then the triple \((\mathfrak{A}, \mathcal{A}, \mu)\) is often called a measure space. The pair \((\mathfrak{A}, \mathcal{A})\) is often called a measurable space [10].

**Definition 3.1.5. Measurable Function**

Let \((\mathbb{R}_1, \mathcal{A}_1), (\mathbb{R}_2, \mathcal{A}_2)\) be two measurable spaces, and let \( f : \mathbb{R}_1 \rightarrow \mathbb{R}_2 \), then the function
$f$ is called $\mathcal{A}_1/\mathcal{A}_2$-measurable, if \[11:\]

$$\forall A \in \mathcal{A}_2, f^{-1}(A) \in \mathcal{A}_1,$$

(3.2)

in which the inverse function $f^{-1}(\cdot)$ is defined as

$$f^{-1}(A) \triangleq \{\alpha \in \mathbb{R}_1 : f(\alpha) \in A\}$$

(3.3)

### 3.2 Probability Space and Probability Measure

The degree of likelihood of an event, can be represented mathematically as an additive measure defined on the probability space \[19, 11\]. A probability space can be defined as follows,

**Definition 3.2.1. Probability Space**

Consider the measurable space $(\Omega, \mathcal{F})$, in which $\Omega$ is the sample space (the set of all possible outcomes of a random experiment) and $\mathcal{F}$ is the $\sigma$-algebra defined on $\Omega$.

A mapping $P : \mathcal{F} \to [0, 1]$ satisfying the following conditions:

1. $P$ is a countably additive measure defined on $(\Omega, \mathcal{F})$

2. $P(\Omega) = 1$

is called a probability measure. The triple $(\Omega, \mathcal{F}, P)$ is called the **Probability Space** \[11\].

#### 3.2.1 Random Variable

The outcome of a random experiment usually is not a real number, for example if we consider the experiment of $n$ trials of tossing a coin, the outcome takes values from the set $\Omega = \{H, T\} \times \cdots \times \{H, T\} = \{H, T\}^n$. But usually we are interested in some numerical attributes to the outcome, for example the number of heads for each $\omega \in \Omega$. A random variable is a measurable function $X$, which assigns a number or a vector to each outcome of a random experiment, more precisely we can define a random variable as \[11\]:
Definition 3.2.2. Random Variable

Consider the probability space \((\Omega, \mathcal{F}, P)\), a measurable function \(X : \Omega \to \mathbb{R}^n\), is called a \(n\)-dimensional random variable:

\[
X : (\Omega, \mathcal{F}) \to (\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))
\]

3.2.2 The Distribution Function and The Density Function

By defining a random variable on a probability space \((\Omega, \mathcal{F}, P)\) we will have an induced probability space by random variable \(X\), which is: \((\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n), P_X)\). Where the induced probably measure by the random variable \(X\) is defined as:

\[
P_X(B) = P\{\omega \in \Omega : X(\omega) \in B\}, \quad \forall B \in \mathcal{B}(\mathbb{R}^n)
\]  (3.4)

For now let us consider the case of \(n = 1\), hence we restrict our attention to measure space \((\mathbb{R}, \mathcal{B}(\mathbb{R}))\).

We can describe all the events of interest in terms of open subsets of \(\mathbb{R}\), which in general have the form: \(A = \{x : a < x < b\}\), where \(a, b\) are elements of \(\mathbb{R} \cup \{-\infty, +\infty\}\). The induced probability measure \(P_X\) by random variable \(X\), can be described in terms of a distribution function which is defined as follows [7, 11]:

Definition 3.2.3. The Cumulative Distribution Function (cdf)

Let \((\Omega, \mathcal{F}, P)\) be a probability space, and \(X : (\Omega, \mathcal{F}) \to (\mathbb{R}, \mathcal{B}(\mathbb{R}))\) be a random variable defined on \((\Omega, \mathcal{F})\), the function \(F_X : \mathbb{R} \to [0, 1]\) defined as:

\[
F_X(x) \triangleq P(\{\omega \in \Omega : X(\omega) \leq x\})
\]  (3.5)

Is called the cumulative distribution function (cdf) of the random variable \(X\) [42].

From the definition of a probability measure and a random variable defined on the measurable space \((\Omega, \mathcal{F})\), we can show that the cdf of a random variable satisfies the following conditions:

1. \(0 \leq F_X(x) \leq 1\)
2. $\lim_{x \to -\infty} F_X(x) = 1$

3. $\lim_{x \to -\infty} F_X(x) = 0$

4. if $a < b$, then $F_X(a) \leq F_X(b)$

5. for $h > 0$, $F_X(b) = \lim_{h \to 0} F_X(b + h) = F_X(b^+)$

**Definition 3.2.4. Probability Density Function**

For some common distribution functions (such as Gaussian distribution function) we can define the derivative with respect to variable $x$. The probability density function (pdf), denoted by $f_X(x)$, of a continuous random variable, is defined as the derivative of $F_X(x)$ (if a derivative exists) with respect to $x$ [42]:

$$f_X(x) = \frac{dF_X(x)}{dx} \quad (3.6)$$

And also by definition we can define a cdf in terms of pdf as follows:

$$F_X(x) = \int_{-\infty}^{x} f_X(t)dt \quad (3.7)$$

The pdf, represents the probability measure of a small open ball with center $x$, i.e. the probability that $X$ is in a small interval $(x, x + \Delta x)$ is:

$$P(\{x < X \leq x + \Delta x\}) = F_X(x + \Delta x) - F_X(x) = \frac{F_X(x + \Delta x) - F_X(x)}{\Delta x} \Delta x \quad (3.8)$$

When $\Delta x$ is very small then:

$$P(\{x < X \leq x + \Delta x\}) \approx f_X(x)\Delta x \quad (3.9)$$

We notice that always we can calculate the probability measure of a Borel set $B \in \mathcal{B}(\mathbb{R})$ induced by random variable $X$, in terms of the cdf of $X$ [11]. For example in the case
of continuous random variable $X$, consider the open interval $(a, b)$, $b > a$, then:

$$P_X(a < x < b) = P(\{\omega : a < X(\omega) < b\}) = 1 - P(\{\omega : a < X(\omega) < b\}^c)$$

$$= 1 - P(\{\omega : a \geq X\} \cup \{\omega : X \geq b\})$$

$$= 1 - [P(\{\omega : X < a\}) + (1 - P(\{\omega : X < b\})]$$

$$= F_X(b) - F_X(a) \quad (3.10)$$

In which we have used the additivity property of probability measure over disjoint unions. If a pdf exists, we can describe the probability measure of any Borel set, i.e. $P_X(a < x < b)$, in terms of the pdf as:

$$P_X(a < x < b) = \int_a^b f_X(t)dt \quad (3.11)$$

**Definition 3.2.5. Discrete Random Variable**

A random variable $X$ is said to be discrete, if there exist a countable set $S = \{x_i\}$ where:

$$\sum_{x_i \in S} P(\{\omega; X(\omega) = x_i\}) = 1 \quad (3.12)$$

For discrete random variables, we can assign a probability mass function (pmf) to each point $x_i \in S$, represented by $p_X(x_i)$ satisfying:

$$\sum_i p_X(x_i) = 1 \quad (3.13)$$

We can define the pdf of a discrete random variable as follows:

$$f_X(x) = \sum_i p_X(x_i)\delta(x - x_i) \quad (3.14)$$

In which $\delta(x - x_i)$ is the Dirac delta function, defined as follows:

**Definition 3.2.6. Dirac Delta Function**

Let $u(x)$ be the unit step function defined as:

$$u(x) = \begin{cases} 
0 & x < 0 \\
1 & x \geq 0 
\end{cases}$$
Then the delta function $\delta(t)$ is defined in terms of the unit step function by the following equation:

$$u(x) = \int_{-\infty}^{x} \delta(t) dt$$

(3.15)

### 3.2.3 Some Common Discrete Random Variables

Discrete random variables are important in situations where counting is involved (for example the number of cross-over events along a chromosome). In this section, we introduce two specific discrete random variables, which will be used in following chapters.

**Definition 3.2.7. The Bernoulli RV**

Consider the measure space $(\Omega, \mathcal{F})$. Let $A \in \mathcal{F}$. The indicator function $I_A(\omega)$ is a random variable defined by the following equation [11]:

$$I_A(\omega) = \begin{cases} 
1 & \text{if } \omega \in A \\
0 & \text{if } \omega \not\in A
\end{cases}$$

(3.16)

$I_A(\omega)$ is a discrete random variable with range $S_X = \{0, 1\}$ and its pmf is:

$$p_I(1) = p; \quad \text{and} \quad p_I(0) = 1 - p$$

(3.17)

where $p \overset{\Delta}{=} P(\{\omega : \omega \in A\})$

**Definition 3.2.8. The Poisson Random Variable**

In many applications we are interested to count the number of occurrences of a random event in a certain period of time or in a certain region in space. The Poisson random variable is a random variable representing the number of occurrences of a completely random event, in a certain interval. The pmf of the Poisson RV is defined as:

$$p_N(k) \overset{\Delta}{=} P(N = k) = \frac{\alpha^k}{k!} e^{-\alpha}, \quad k = 0, 1, 2, \ldots$$

(3.18)

where $\alpha$ is the average number of event occurrences in a specified interval [42].
3.2.4 Joint Probability

In many applications, we are interested to know the probability of the joint occurrence of several events. For example let $X, Y$ be two random variables defined on $(\Omega, \mathcal{F}, P)$. We represent the joint probability of $(X, Y)$ by $P_{XY}(x, y)$ or for short $P(X, Y)$. Which is the probability of simultaneous occurrence of $X = x, Y = y$. In terms of the underlying probability space, $P(X, Y)$ can be defined as [11]:

$$P(X = x, Y = y) \triangleq P(\{\omega \in \Omega : \omega \in A \cap B\}), \quad A, B \in \mathcal{F}, A = X^{-1}(x), B = Y^{-1}(y)$$

(3.19)

We can extend this definition for $m$ random variables defined on $(\Omega, \mathcal{F}, P)$:

$$P(X_1 = x_1, X_2 = x_2, \ldots, X_m = x_m) = P(\{\omega \in A_1 \cap A_2 \cap \cdots \cap A_m\}), \quad A_i = X_i^{-1}(x_i)$$

(3.20)

3.2.5 Conditional Probability and Independence

Another important probability measure which describes the relation between two or more random variables is the conditional probability measure. Suppose $X, Y$ are two random variables defined on the probability space $(\Omega, \mathcal{F}, P)$. The conditional probability measure $P_{X|Y}(X = x|Y = y)$ or for short $P(X|Y)$, is defined as the probability that $X = x$ knowing that $Y = y$. In terms of the underlying probability space we can define the conditional probability as:

$$P(A|B) \triangleq \frac{P(A \cap B)}{P(B)}, \quad A, B \in \mathcal{F}$$

(3.21)

In terms of random variables $X, Y$ we have:

$$P(X|Y) = \frac{P(X, Y)}{P(Y)}$$

(3.22)

We can use equation (3.22) to define joint probability of $X, Y$ in terms of the conditional probability as:

$$P(X, Y) = P(X|Y)P(Y)$$

(3.23)
Equation (3.23) can be generalized for \( m \) random variables \( X_1, \ldots, X_m \) as:

\[
P(X_1, \ldots, X_m) = P(X_m|X_1, \ldots, X_{m-1})P(X_{m-1}|X_1, \ldots, X_{m-2}) \cdots P(X_2|X_1)P(X_1)
\]

(3.24)

**Definition 3.2.9. Independence of Random Variables**

We say two random variables \( X, Y \) are independent of each other, represented by \( X \perp Y \), if and only if [42]:

\[
P(X|Y) = P(X)
\]

(3.25)

From (3.25) and (3.23) we can define independence of two random variables as:

\[
P(X, Y) = P(X)P(Y)
\]

(3.26)

This can be generalized for \( m \) random variables. Hence we say random variables \( X_1, \ldots, X_m \) are independent of each other if and only if:

\[
P(X_1, \ldots, X_m) = P(X_1)P(X_2) \cdots P(X_m)
\]

(3.27)

**Definition 3.2.10. Conditional Independence**

Consider random variables \( X, Y, Z \), we say that \( X \) is independent of \( Y \) conditioned on \( Z \), \( X \perp Y|Z \), if and only if [42, 35]:

\[
P(X|Y, Z) = P(X|Z)
\]

(3.28)

or:

\[
P(X, Y|Z) = P(X|Z)P(Y|Z)
\]

(3.29)

Let \( I \) be any subset of the index set \( S = \{1, 2, \ldots, m\} \). We represent the joint probability \( P(X_{i_1}, \ldots, X_{i_k}) \) by \( P(X_I) \), where \( k = |I| \) is the cardinality of \( I \). Knowing the joint
probability \( P(X_S) = P(X_1, \ldots, X_m) \) we can calculate \( P(X_I) \) for \( \forall I \subset S \) by summing over all possible values of random variables \( X_j \) where \( j \in S - I \). Hence

\[
P(X_I) = \sum_{X_{J-l}} P(X_1, \ldots, X_m), \quad J = S - I, l = |J|
\]

\[
\sum_{X_{S-l}} P(X_S)
\]

(3.30)

For example, in the special case of \( m = 2 \), \( P(X_1) = \sum X_2 P(X_1, X_2) \). We can also calculate the marginal probability with respect to the conditional probability, using (3.23) we have:

\[
P(X_1) = \sum_{X_2} P(X_1|X_2)P(X_2)
\]

(3.31)

### 3.2.6 The Expected Value of Random Variables

The expected value or mean of a random variable \( X \) is defined by:

\[
E(X) = \int_{-\infty}^{+\infty} tf_X(t)dt
\]

(3.32)

If \( X \) is a discrete random variable, from (3.14) and (3.32) we have:

\[
E(X) = \int_{-\infty}^{+\infty} t \sum_k p_X(t)\delta(t - x_k)dt
\]

\[
= \sum_k x_k P_X(x_k)
\]

(3.33)

As an example, consider the Poisson random variable, the expected value of the Poisson random variable is:

\[
E(N) = \sum_{k=0}^{\infty} kP_N(k) = \sum_{k=0}^{\infty} \frac{\alpha^k}{k!} e^{-\alpha}
\]

\[
= \sum_{k=0}^{\infty} \frac{\alpha^k}{(k-1)!} e^{-\alpha} = \sum_{k=0}^{\infty} \frac{\alpha^{k-1}\alpha}{(k-1)!} e^{-\alpha}
\]

\[
= e^{-\alpha} \alpha \sum_{k=1}^{\infty} \frac{\alpha^{k-1}}{(k-1)!} = e^{-\alpha} e^\alpha \alpha = \alpha
\]

(3.34)
Which is compatible with the definition of constant \( \alpha \) as the average occurrence of a Poisson random variable.

We can generalize the concept of expected value of a random variable to any function \( g \) of a random variable, hence in general we have:

\[
E(g(X)) = \int_{-\infty}^{+\infty} g(t) f_X(t) dt
\]

(3.35)

and

\[
E(g(X)) = \sum_k g(x_k) P_X(x_k)
\]

(3.36)

for discrete random variables.

### 3.3 Graphical Representation of Random Variables

Consider the set of random variables \( \{X_1, \ldots, X_m\} \) defined on the probability space \( (\Omega, \mathcal{F}, P) \). Suppose we want to find the joint probability \( P(X_I) \) where \( I \subset S = \{1, \ldots, m\} \). In general, if there is no independence relation between some of these random variables from (3.24) we have:

\[
P(X_I) = P(X_I, \ldots, X_{I_l}) = P(X_{I_l}) \prod_{i=2}^{l} P(X_{I_i} | X_{I_{i-1}}, \ldots, X_{I_1})
\]

(3.37)

But if somehow we know that there is some independence relationship among these random variables, we can simplify equation (3.37), by removing some of the extra conditionings. For example consider the case \( m = 3 \), and suppose that we have the following independence relationship among random variables \( X_1, X_2, X_3 \):

\[
X_2 \perp X_1
\]

\[
X_3 \perp X_1 | X_2
\]

(3.38)

Then the joint probability \( P(X_1, X_2, X_3) \) can be written as:

\[
P(X_1, X_2, X_3) = P(X_3 | X_1, X_2) P(X_2 | X_1) P(X_1) = P(X_3 | X_2) P(X_2) P(X_1)
\]

(3.39)
We can consider this product as factorizing the joint probability in terms of some local functions [35]:

\[ h_1(X_3, X_2) = P(X_3|X_2); \quad h_2(X_2) = P(X_2); \quad h_3(X_1) = P(X_1) \]

Usually for representing the independence relationship among a set of random variables we use graphical models, in which the nodes of the graphs are representatives of the random variables and the edges connecting the nodes are representatives of dependency among the nodes [35, 41].

There are two types of graphical representations: directed graphs and undirected graphs [35]. In the following sections we introduce these models and their properties.

### 3.3.1 Bayesian Networks

First let us consider the directed graphical representations. A directed graph is a pair \((\mathcal{V}, \mathcal{E})\) (also represented by \(\mathcal{G}(\mathcal{V}, \mathcal{E})\)), where \(\mathcal{V}\) is a set of nodes and \(\mathcal{E}\) is a set of (oriented) edges. In order to use the graph for representing random variables, we consider a one-to-one mapping from nodes to random variables, and we say that the random variables are indexed by the nodes in the graph. Therefore for each \(i \in \mathcal{V}\), there exist a random variable \(X_i\). Hence the associate set of nodes for random variables \(\{X_1, \ldots, X_m\}\), will be \(\mathcal{V} = \{1, \ldots, m\}\).

If there is a directed edge from node \(i\) to node \(j\) we say that node \(i\) is parent of node \(j\) (and \(j\) is the child of node \(j\)) [35]. Each node has a set of parent nodes, which can be empty set. We denote the set of parents of nodes \(i\) by \(\pi_i\). To each pair \((i, \pi_i)\) we assign a function \(f(i, \pi_i) = P(x_i|x_{\pi_i})\).

A path between nodes \(i, j \in \mathcal{V}\) is a sequence of directed edges starting at node \(i\) and ending at node \(j\). If there exist a directed path starting at a node and ending at the same node, we say that the graph has a cycle, a directed graph without any cycle is called a directed acyclic graph or DAG [35].
Definition 3.3.1. Bayesian Networks

A Bayesian network is a DAG, \( G(\mathcal{V}, \mathcal{E}) \), in which nodes \( i \in \mathcal{V} \) represents random variables \( X_i \), and the joint probability \( P(X_\mathcal{V}) \) can be factorized to local conditional probabilities as:

\[
P(X_1, \ldots, X_\mathcal{V}) \triangleq P(X_\mathcal{V}) = \prod_{i \in \mathcal{V}} P(X_i | X_{\pi_i})
\]

where \( \pi_i \) is the set of parents of node \( X_i \), and \( \nu = |\mathcal{V}| \) is the number of nodes.

In a Bayesian network, each node is conditionally independent of nodes which are not descendants given the value of its parents. Figure (3.1), represents a Bayesian network, with \( \mathcal{V} = \{1, 2, 3, 4, 5\} \) representing random variables \( X_1, \ldots, X_5 \). For this network we have:

\[
\pi_1 = \emptyset, \quad \pi_2 = 1, \quad \pi_3 = \{1\}, \quad \pi_4 = \{2\}, \quad \pi_5 = \{3, 4\}
\]

and joint probability \( P(X_1, \ldots, X_5) \) can be written as:

\[
P(X_1, \ldots, X_5) = \prod_{i=1}^{5} P(X_i | X_{\pi_i}) = P(X_1)P(X_2 | X_1)P(X_3 | X_1)P(X_4 | X_2)P(X_5 | X_3, X_4)
\]

As another example of a Bayesian network we can consider Markov chains, which are special cases of Bayesian networks, Figure 3.2 shows a Markov chain for three random variables \( X_1, X_2, X_3 \), \( \pi_1 = \emptyset, \pi_2 = \{1\}, \pi_3 = \{2\} \), therefore:

\[
P(X_3 | X_2, X_1) = P(X_3 | X_2)
\]

If we consider the indices to represent time, it can be viewed as the property of a Markov process in which future is independent of the past given the present state [42].
Figure 3.1: A Bayesian network representation for random variables $X_1, \ldots, X_5$.

Figure 3.2: A Bayesian network representation for the Markov chain $X_1, X_2, X_3$. 
3.3.2 Markov Random Fields

In this section we introduce the undirected graphical models for representing random variables, known as Markov random fields or MRF for short.

An undirected graphical model, is a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is a set of nodes that are in one-to-one correspondence with a set of random variables, and $\mathcal{E}$ is a set of undirected edges. We are interested to finding the joint probability of $X_1, \ldots, X_m$ in terms of multiplication of local functions defined on subsets of $\mathcal{V}$. In the case of undirected graphs, unlike the Bayesian networks it is not very easy to consider these local functions as conditional probabilities (due to the problem of consistency of conditional probabilities [35], rather we define these functions as arbitrary functions with the constraint that their product to be equal the joint probability of $P(X_v)$. In order to be able to factor the joint probability in terms of local functions first we need to define a topology on the graph, by which we define the connections between the nodes [35].

**Definition 3.3.2. Neighborhoods**

A neighbourhood system on $\mathcal{V}$ is a family $N = \{\mathcal{N}_v\}, v \in \mathcal{V}$ of subsets of $\mathcal{V}$ such that for all $v \in \mathcal{V}$:

1. $v \notin \mathcal{N}_v$

2. $u \in \mathcal{N}_v \Rightarrow v \in \mathcal{N}_u$

For a Markov random field corresponding to a given set of random variables, the neighbourhood system is defined in a way to satisfy the following condition:

$$P(X_v | X_{V - \{v\}}) = P(X_v | X_{\mathcal{N}_v})$$  \hspace{1cm} (3.44)

In the other words, the Markov property implies that the probability of any realization of a node, given its neighbours, is independent of the rest of the nodes in the graph [34, 35].
Definition 3.3.3. Clique

A *clique* in an undirected graph, is a set of nodes which are mutually connected to each other, in other words, a clique is a fully-connected subset of the nodes.

Definition 3.3.4. Maximum Clique

The maximum cliques of a graph are the cliques that cannot be extended to include additional nodes without losing the property of being fully connected [35]. Therefore all the cliques are subsets of maximal cliques.

Definition 3.3.5. Potential Function

Let $C$ be a set of indices of a maximal clique in an undirected graph $G$, and let $C$ be the set of all such $C$. A potential function, $\psi_{X_C}(x_C)$, is a function on the possible values of $x_C = (x_{C_1}, \ldots, x_{C_{|C|}})$, satisfying $\psi_{X_C}(x_C) \in \mathbb{R}^+$. The joint probability $P(X_Y)$ can be factored as:

$$P(X_Y) = \frac{1}{Z} \prod_{C \in C} \psi_{X_C}(x_C)$$  \hspace{1cm} (3.45)

where $Z$ is a normalization factor defined as:

$$Z \triangleq \sum_x \prod_{C \in C} \psi_{X_C}(x_C)$$  \hspace{1cm} (3.46)

Figure 3.3, represents a MRF with six nodes, in which nodes $X_2, X_5, X_6$ constitute a clique. In this section we introduced two main categories of graphical models to represent random variables, namely Bayesian networks and Markov random fields. And we see that in both cases knowing the structure of the graph we can factorize the joint probability distribution $P(X_1, \ldots, X_m) \overset{\text{V}}{=} P(X_Y)$ in terms of a product of local functions, which in the case of Bayesian networks the local functions have the form $P(X_i|\pi_i)$, and for Markov random fields these factors are potential function $\psi_{C}(X_C)$, defined on the cliques of the graph.

Graphical models have been widely used in genetic analysis especially for representing
Figure 3.3: A MRF representation for six random variables $X_1,\ldots, X_6$

pedigrees and modeling the segregation of genes [41, 69]. A detailed review on graphical models in genetics can be found in Lauritzen [41]. In Section 5.5 we will use a Markov random field model for modeling blocks of genes which have remained intact from an ancestral population.

3.4 Random Sets

We can generalize the concept of random variables introduced in Section 3.2.1, to a more general concept of random sets. In this case instead of mapping an event $\omega \in \Omega$ into a variable $X \in \mathbb{R}^n$, we map the event $\omega$, into a subset of some set $S$ [45]. As a simple example let us consider $S$ to be a finite countable set. And let us denote the power set of $S$ (the collection of all subsets of $S$) by $\mathcal{P}(S)$. If we assign an element $A \in \mathcal{P}(S)$, to each $\omega \in \Omega$, then $A$ is random set corresponding to the event $\omega$. 
Definition 3.4.1. Random Element

Let $(\Omega, \mathcal{F}, P)$ be a probability space, and let $(U, \mathcal{U})$ be a measurable space. A random element $Z$ is a map:

$$Z : \Omega \to U$$

which is $\mathcal{F}/\mathcal{U}$-measurable, i.e.

$$X^{-1}(B) \in \mathcal{F}, \quad \forall B \in \mathcal{U}$$

When $U = \mathbb{R}^n$, $n = 1, 2, \ldots$ then $Z \subseteq X$ is a random variable and when $U = \mathcal{P}(\Theta)$, for some set $\Theta$, then $Z \subseteq \Gamma$ is a random set. Therefore random sets are set valued random elements [45, 24].

Definition 3.4.2. Probability Distribution Function for Random Sets

Probability distribution function or for random set $\Gamma(\omega)$ is defined as:

$$F : \mathcal{P}(U) \to [0, 1]$$

$$F(A) = P(\{\omega \in \Omega : \Gamma(\omega) \subseteq A\}), \quad \forall A \in \mathcal{U} \quad (3.47)$$

Let us consider the probability that $\Gamma(\omega) = A$, $A \in \mathcal{U}$. We denote this probability by $f(A)$. The function $f : \mathcal{U} \to [0, 1]$ can be considered as the probability mass function.
of the random set $A \in \mathcal{U}$, and satisfies the following condition:

$$\sum_{A \in \mathcal{U}} f(A) = 1$$  \hspace{1cm} (3.48)

The density function $f(A)$ is related to the probability distribution function as follows [24]:

$$F(A) = \sum_{B \subseteq A} f(B)$$  \hspace{1cm} (3.49)

If the function $F(A)$ satisfies $F(\emptyset) = 0$, then it is often referred to as belief function for random set $A$ [61].

### 3.4.1 Möbius Transform

Möbius transformation is a powerful tool when we deal with set functions. It can be shown (see [35]) that if $g$ and $f$ are mappings from $\mathcal{P}(U)$ to $\mathbb{R}$ then the following two statements are equivalent:

1. $g(A) = \sum_{B \subseteq A} f(B)$

2. $f(A) = \sum_{B \subseteq A} (-1)^{|A-B|} g(B)$

in which $|A - B|$ is the number of elements of $A - B$.

By using Möbius transform we can write equation (3.49) as:

$$f(A) = \sum_{B \subseteq A} (-1)^{|A-B|} F(B)$$  \hspace{1cm} (3.50)

which describes the relation between distribution function and mass function of a random set [24].

### 3.4.2 Commonality Measure

Another set function of interest in random-set theory is the commonality number or commonality measure [61]. Commonality number of a random set $A$ is defined as:

$$Q(A) = \sum_{B \supseteq A} f(B), \hspace{1cm} \forall A \in \mathcal{U}$$  \hspace{1cm} (3.51)
Commonality measure is related to the probability distribution function of the random set as follows [61]:

$$F(A) = \sum_{B \subseteq A^c} (-1)^{|B|} Q(B)$$  \hspace{1cm} (3.52)

In which $A^c$ is the complement of the set $A$, i.e. $U - A$

In Chapter 4 we will use random sets to model the set of haplotypes in a population in terms of subsets of the set of loci under study, and we will show that the recursion equation describing change of haplotype distributions as described by Dawson [12], can be reformulated in terms of commonality measure of random subsets of the set of loci under study [58].
Chapter 4

Discrete Time Model

As we discussed in Chapter 2, evolutionary forces such as mutation, recombination and natural selection are the main sources of change in genetic composition of populations [22]. In Section 2.5.5, we discussed the equation describing change of haplotype frequencies for a haplotype of length 2, i.e., two loci (equations (2.9),(2.11)). In this chapter, we will discuss models for describing change of haplotype distributions, extended to an arbitrary number of loci. In this model, the only source of change of haplotype frequencies is considered to be recombination and the other evolutionary forces such as mutations and natural selection are not taken into account [12]. The assumptions for mating patterns and population size are the same as the Hardy-Weinberg model discussed in Section 2.5.5 [33]. One of the main problems in generalizing the HW model to an arbitrarily large number of loci, is solving the equation describing the change of probabilities, in terms of haplotype frequencies in the founding population [23, 4].

For the case of two loci, we showed in Section 2.5.6 [30] that if we describe the state of the system in terms of $D$ measure for LD, we can relate the state of population at any generation to its initial state, which is the state of the founding population [30]. The main idea in this chapter is generalizing this method for an arbitrary number of loci. One of the mathematical models in theoretical population genetics is the algebraic rep-
There are different algebras arising in genetics, such as special train algebras, genetic algebras, baric algebras and the most general model which is algebras with genetic realization [55]. In these models individuals (haplotypes or genotypes) are represented as bases for the algebra and the frequencies are coefficients of these bases, hence a population is uniquely identified by a linear combination of these bases. Random mating is represented by a product defined on the algebra. In this thesis, as the main focus is on stochastic modeling of populations, we will not focus on algebraic models. For more information about the relation between the models described in this chapter and genetic algebras see Geiringer [23], also for a review on the properties of genetic algebras see [55, 64].

In the following sections, we discuss the discrete time model (or non-overlapping generations model) which is based on the models developed by Geiringer [23], Bennett [4], and Lyubich [38] with a random-set theoretic interpretation of Dawson's model [12, 58].

In this model, generations are non-overlapping and population size is very large and is assumed to be constant. Also the effect of mutation and natural selection is assumed to be negligible.

A continuous time model with a measure theoretic approach developed by Baake 2001 and 2003 [2, 3], will be discussed in Chapter 5.

4.1 The Probabilistic Model

Here we focus on haploid individuals, and we represent the set of all individuals in the population by $\mathcal{X}$. Therefore, an element $x \in \mathcal{X}$ represents a haploid individual (i.e. a gamete). Let us denote the set of all loci in a gamete, by $G = \{0, 1, \ldots, g\}$. The

---

1Claude Shannon, who is the father of modern communication theory, wrote his PHD dissertation at MIT on developing an algebra for theoretical genetics; he developed his model independent of other mathematicians who at the time were working on genetic algebras [60].
configuration of alleles on the loci corresponding to any subset $S$ of $G$ is a haplotype. Let us represent possible alleles of a gene by integers $\Lambda = \{0, 1, \ldots m - 1\}$ where $m$ is the total number of possible alleles. We can uniquely represent any haplotype by the array $X_S = (X_1, \ldots, X_n)$ where $X_i \in \Lambda$ represents the allele on locus $i$, and the subscript $S$ denotes the set of loci in the haplotype under study, and $n = |S|$ is the length of the haplotype [23, 12].

A population of gametes can be partitioned according to the haplotype under consideration, where individuals belonging to the same partition share the same arrangements of genes with respect to the specified region. The number of individuals in each partition divided by the population size, is the frequency of the corresponding haplotype. As the size of the population increases the frequency of haplotypes converges to its probability measure defined on the sample space [42], therefore as we consider a very large population, the frequency of a haplotype is almost equal to its probability measure. Let us denote the space of all haplotypes corresponding to the set of loci $S$, by $\mathcal{X}_S$, therefore the frequency of haplotype $X_S$ is equal to $P(X_S = (X_1, \ldots, X_n))$ which $X_S \in \mathcal{X}_S$. From now on for simplicity we drop the subscript $S$, and simply refer to the sample space $\mathcal{X}_S$ as $\mathcal{X}$.

In this section, we focus on biallelic genes [12], hence in this case, $\Lambda = \{0, 1\}$, therefore we can represent a haplotype as a sequence of 0 and 1’s, for example $X = (X_1, X_2, X_3) = (1, 0, 1)$, represents a haplotype of length 3 in which the gene on the first locus appears with its second allele, the second gene appears with its first allele and the third one with its second allele [12]. For a haplotype of length $n$, there are $2^n$ possible configurations. For instance, when there are 3 loci we have $2^3 = 8$ possible haplotypes denoted by:

$$(0, 0, 0), (0, 0, 1), (0, 1, 1), (0, 1, 0), (1, 0, 1), (1, 1, 1), (1, 1, 0)$$
As there are only two possible alleles, we can identify each configuration of alleles by the loci carrying allele '1'. For example a haplotype of length 3, with configuration (0, 0, 0) can be uniquely identified by $\emptyset$, and haplotype (1, 0, 0) by \{1\} and (1, 0, 1) by \{1,3\} and so on. This way we can set a one-to-one correspondence between all possible haplotypes and $2^n$ subsets of $S = \{1, \ldots , n\}$ [12]. This mapping can be considered as a random set $\Gamma : \mathcal{X} \rightarrow \mathcal{P}(S)$, which is a probabilistic mapping assigning a subset $U = \Gamma x$ of $S$ to each haplotype $x \in \mathcal{X}$, such that $\Gamma x$ represents the set of loci carrying 1 allele, and the loci belonging to $S - \Gamma x$ carrying 0 alleles [58]. Therefore the probability of having a haplotype which all the loci are occupied by 1 allele is the probability that the haplotype $x \in \mathcal{X}$ is mapped to the set $S$. Let the probability that $x$ is mapped to $\Gamma x = U \subseteq S$, to be denoted by $g_s(U)$, in which subscript $S$ denotes the set of loci under consideration. $g_s(U)$ is the probability of the event that all the loci belonging to $U$ are carrying 1 allele, and the rest, $S - U$, are carrying 0 alleles [12]. $g_s(U)$ represents the probability of haplotype $X_S$ which is identified by the random set $U$. As we will see later, $g_s(U)$ is the probability mass function of the random set $U \subseteq S$ [58].

As we will discuss later, it is more useful to describe the change of haplotype probabilities in terms of the commonality measure (see Section 3.4.2 and [61]) of the random set corresponding to the haplotype. The commonality measure for the random set $U$, denoted by $Q(U)$ is:

$$Q(U) = \sum_{A:U \subseteq A \subseteq S} g_s(A) \quad \text{(4.1)}$$

$Q(U)$ is the probability of the event that in an arbitrary haplotype, a subset $U$ of the loci is occupied by 1 allele. Knowing the value $Q(U)$, we can find the probability of haplotype corresponding to $U$, using the Möbius inverse transformation of (4.1), (see Section 3.4.1 and [35, 24]):

$$g_s(U) = \sum_{A:U \subseteq A \subseteq S} (-1)^{|A-U|}Q(A) \quad \text{(4.2)}$$
If we let \( U = \emptyset \) in (4.1) then:

\[
Q(\emptyset) = \Pr\{x \in \mathcal{X} : x \rightarrow \Gamma x, \emptyset \subseteq \Gamma x\} = \Pr\{x \in \mathcal{X}\} = 1
\]  

(4.3)

Hence

\[
Q(\emptyset) = \sum_{A : A \subseteq S} g_S(A) = 1
\]  

(4.4)

As we see from (4.4), summing \( g_S(A) \) over all subsets \( A \) of \( S \) we get one, hence \( g_S(A) \) satisfies the condition for being a probability mass function for the random set \( U [58, 61] \).

### 4.1.1 Recombination Rates

The configuration of alleles in each generation depends on their configuration in the previous generation and the probability of transmitting certain set of loci from parents to children. In order to be able to describe the change of haplotype distributions in a population from one generation to the next we need to represent the transmission probabilities for each set of loci. These probabilities only depend on the loci and not on the alleles.

As a convention, we label loci inherited from the father by 1 and those inherited from the mother of the individual by 0 [12]. Now let us define a probabilistic mapping \( \Gamma' : \mathcal{X} \rightarrow \mathcal{P}(S) \), where \( \Gamma' x \) assigns a random set \( \Gamma' \) to each individual \( x \) such that \( \Gamma' x \) denotes the set of loci on the haplotype \( x \) that have been inherited from the father of the individual labelled by 1 and the rest (maternal loci) from the mother labelled by 0. Now let us denote the probability that a haplotype \( x \) being mapped to \( \Gamma' x = R \subseteq S \) by \( r_S(R) \) then [58]:

\[
r_S(R) \triangleq \Pr\{x \in \mathcal{X} : \Gamma' x = R \subseteq S\}
\]  

(4.5)

If the father of the individual transmits a subset \( R \) of loci, the rest of the genes on the child’s haplotype, (genes on loci \( S - R \)), have to come from the mother. Therefore
probability that father transmits $R$ is equal to the probability that the mother transmits $S - R$, but as we assume symmetry between paternal and maternal genes (we don’t consider sex-linked genes), the probability that the mother transmits $S - R$ is equal to the probability that father transmits $S - R$ [12], therefore:

$$r_S(R) = r_S(S - R) \quad (4.6)$$

Now let us define the parameter $\rho_S : \mathcal{P}(S) \to \mathbb{R}$ which is the probability that all the loci which belong to $U \subseteq S$ have come from the same parental gamete, in other words $\rho_S(U)$ is the probability of non-recombination among the set of loci $U$ [12]. Therefore:

$$\rho_S(U) = \Pr\{\{x \in \mathcal{X} : U \subseteq \Gamma'x \subseteq S\} \cup \{x \in \mathcal{X} : S - U \subseteq \Gamma'x \subseteq S\}\} \quad (4.7)$$

If we exclude cases in which $U = \emptyset$ and $U = S$, we have:

$$\{x \in \mathcal{X} : U \subseteq \Gamma'x \subseteq S\} \cap \{x \in \mathcal{X} : S - U \subseteq \Gamma'x \subseteq S\} = \emptyset \quad (4.8)$$

Hence, by the additivity of probability measure, from (4.7) we get:

$$\rho_S(U) = \Pr\{x \in \mathcal{X} : U \subseteq \Gamma'x \subseteq S\} + \Pr\{x \in \mathcal{X} : S - U \subseteq \Gamma'x \subseteq S\} \quad (4.9)$$

On the other hand, we have:

$$\Pr\{x \in \mathcal{X} : U \subseteq \Gamma'x \subseteq S\} = \sum_{A : U \subseteq A \subseteq S} r_S(A) \quad (4.10)$$

and

$$\Pr\{x \in \mathcal{X} : S - U \subseteq \Gamma'x \subseteq S\} = \sum_{A : S - U \subseteq A \subseteq S} r_S(A)$$

$$= \sum_{A : U \subseteq A \subseteq S} r_S(S - A) = \sum_{A : U \subseteq A \subseteq S} r_S(A) \quad (4.11)$$

Therefore by (4.6) we have:

$$\rho_S(U) = \sum_{A : U \subseteq A \subseteq S} 2r_S(A) \quad (4.12)$$
By Möbius inversion of (4.12), we have:

$$2r_S(U) = \sum_{A: U \subseteq A \subseteq S} (-1)^{|A-U|} \rho_S(A) \tag{4.13}$$

If we put $U = \emptyset$ in (4.7), we have:

$$\{x \in \mathcal{X} : \emptyset \subseteq \Gamma'x \subseteq S\} \cup \{x \in \mathcal{X} : S \subseteq \Gamma'x \subseteq S\} = \{x \in \mathcal{X} : \Gamma'x \subseteq S\} \tag{4.14}$$

Hence:

$$\rho_S(\emptyset) = \Pr\{x \in \mathcal{X} : \Gamma'x \subseteq S\} = \sum_{A: A \subseteq S} r_S(A) = 1 \tag{4.15}$$

Therefore $r_S(A)$ is the probability mass function for the random set $\Gamma'x = A$. With a change of variables in (4.7) we can rewrite this equation as follows:

$$\rho_S(U) = \Pr[\{x \in \mathcal{X} : U \subseteq \Gamma'x \subseteq S\} \cup \{x \in \mathcal{X} : U \subseteq S - \Gamma'x \subseteq S\}] \tag{4.16}$$

Now if we let $S = U$ in (4.16) we get [12]:

$$\rho_S(U) = \Pr[\{x \in \mathcal{X} : U \subseteq \Gamma'x \subseteq U\} \cup \{x \in \mathcal{X} : U \subseteq U - \Gamma'x \subseteq U\}]$$

$$= \Pr[\{x \in \mathcal{X} : U = \Gamma'x\} \cup \{x \in \mathcal{X} : U - \Gamma'x = U\}]$$

$$= \Pr\{x \in \mathcal{X} : U = \Gamma'x\} + \Pr\{x \in \mathcal{X} : \Gamma'x = \emptyset\}$$

$$= r_U(U) + r_U(\emptyset) = 2r_U(U) = 2r_U(\emptyset) \tag{4.17}$$

If we put $U = \emptyset$ in (4.13) we get:

$$2r_S(\emptyset) = \sum_{A: A \subseteq S} (-1)^{|A|} \rho_S(A) = \rho_S(S) \tag{4.18}$$

### 4.2 Change of Haplotype Probabilities

As a result of meiosis and random union of gametes, the frequency of haplotypes in a population will be different in the next generation, unless the population has reached
Figure 4.1: Representation of an arbitrary haplotype.

The structure of the haplotype represented in Figure 4.1 is such that the region $R$ has come from the father of the individual and the region represented by $U = U_1 \cup U_2$ is the set of loci which carry alleles '1'

the equilibrium [30].

The subject of this section is to find a relation between haplotype frequencies in $(t + 1)$’th generation knowing the state in the $t$'th generation. Therefore we want to determine $g^{t+1}_S(U)$ as a function of $g^t_S(U)$

The structure of a haplotype in $(t + 1)$’th generation, in general, is such that a part of it ($R \subseteq S$) has come from parent 1 and the rest ($S - R \subseteq S$) from parent 2. This is because of recombination effect in meiosis.

Suppose we want to find the probability of a haplotype with a structure showed in Figure 4.1. The probability of this event in the space $\mathcal{X}$ is:

$$
\Pr(R \text{ has come form parent 1}) \times \Pr(\text{parent 1 has allele 1 on segment } R \cap U \subseteq U) \\
\times \Pr(\text{Parent 1 has allele 1 on segment } (S - R) \cap U \subseteq U)
$$
Therefore:

\[ g_{S}^{t+1}(U) = \sum_{R: R \subseteq S} r_S(R) \Pr\{x : U \cap R \subseteq \Gamma x \subseteq U\} \Pr\{x : (S - R) \cap U \subseteq \Gamma x \subseteq U\} \]

\[ = \sum_{R: R \subseteq S} r_S(R) \sum_{A: A \subseteq S} g_{S}^{t}(A) \sum_{B: B \subseteq S} g_{S}^{t}(B) \]

\[ = \sum_{R: R \subseteq S} r_S(R) \sum_{A: A \subseteq S \cap R} g_{S}^{t}(A) \sum_{B: B \subseteq S \cap (S - R)} g_{S}^{t}(B) \]

(4.19)

Equation (4.19) describes the change of haplotype frequencies over time [12], we can simplify this equation, by deriving the recursion equation for the commonality measure of random set \( U \), i.e. \( Q(U) \), defined by (4.1):

\[ Q_t(U) = \sum_{A: A \subseteq S} g_{S}^{t}(A) \Rightarrow Q_t(S) = g_{S}^{t}(S) \]  

(4.20)

Now if we put \( U = S \) in (4.19) we get [12]:

\[ g_{S}^{t+1}(S) = \sum_{R: R \subseteq S} r_S(R) \sum_{A: A \subseteq S} g_{S}^{t}(A) \sum_{B: B \subseteq S} g_{S}^{t}(B) \]  

(4.21)

On the other hand from basic set theoretic rules, we have:

\[ S \cap R = A \cap R \Rightarrow R = A \cap R \Rightarrow R \subseteq A \subseteq S \]  

(4.22)

Hence:

\[ g_{S}^{t+1}(S) = \sum_{R \subseteq S} r_S(R) Q_t(R) Q_t(S - R) \]  

(4.23)

From (4.20) and (4.23) we have:

\[ Q_{t+1}(S) = \sum_{R \subseteq S} r_S(R) Q_t(R) Q_t(S - R) \]  

(4.24)
Equation (4.24) is valid for all set of loci, hence we have:

\[ Q_{t+1}(U) = \sum_{A \subseteq U} r_U(A)Q_t(A)Q_t(U - A); \quad \forall U \subseteq S \]  

(4.25)

Equation (4.25), describes the change in frequency of haplotypes over time, i.e. it provides a recursive relation for calculation of haplotype probabilities at each generation [23, 12]. In the following examples, we will derive the Hardy-Weinberg principle and equation (2.8), from Chapter 2, as special cases of (4.25)

**Example 4.2.1. The case of one locus (HW principle)**

In the case of only one locus, we have \( S = \{1\}, |S| = 1 \). Hence we can partition the set of all haplotypes into two subsets \( \mathcal{X}_0, \mathcal{X}_1 \) such that \( \mathcal{X} = \mathcal{X}_0 \cup \mathcal{X}_1, \mathcal{X}_0 \cap \mathcal{X}_1 = \emptyset \), and:

\[ \mathcal{X}_1 = \{ x \in \mathcal{X} : \Gamma x = \{1\} \} \quad \text{and} \quad \mathcal{X}_0 = \{ x \in \mathcal{X} : \Gamma x = \emptyset \} \]  

(4.26)

Hence all the haplotypes belonging to the set \( \mathcal{X}_1 \) contain a gene which is appeared with allele 1 at the specified locus, and \( \mathcal{X}_0 \) represent the set of all haplotypes with 0 allele on that locus. In this case equation (4.25) will become:

\[ Q_{t+1}(\{1\}) = r_{\{1\}}(\emptyset)Q_t(\{1\})Q_t(\emptyset) + r_{\{1\}}(\{1\})Q_t(\{1\})Q_t(\emptyset) \]  

(4.27)

But by (4.6), \( r_{\{1\}}(\emptyset) = r_{\{1\}}(\{1\}) \), Hence:

\[ Q_{t+1}(\{1\}) = 2r_{\{1\}}(\emptyset)Q_t(\{1\})Q_t(\emptyset) \]  

(4.28)

By (4.18), \( 2r_{\{1\}}(\emptyset) = \rho(\{1\}) = 1 \), Hence:

\[ Q_{t+1}(\{1\}) = \rho(\{1\})Q_t(\{1\}) = Q_t(\{1\}) \]  

(4.29)

Equation (4.29) implies that when \( |S| = 1 \), case of one factor, the population reaches it’s equilibrium state after one generation and the haplotype frequencies remain constant.

**Example 4.2.2. The case of two loci.** Now let \( S = \{1, 2\} \), in this case, \( \mathcal{X} = \mathcal{X}_{11} \cup \mathcal{X}_{10} \cup \mathcal{X}_{01} \cup \mathcal{X}_{00} \), where:

\[ \mathcal{X}_{11} \triangleq \{ x \in \mathcal{X} : \Gamma x = \{1, 2\} \}; \quad \mathcal{X}_{10} \triangleq \{ x \in \mathcal{X} : \Gamma x = \{1\} \}; \]

\[ \mathcal{X}_{01} \triangleq \{ x \in \mathcal{X} : \Gamma x = \{2\} \}; \quad \mathcal{X}_{00} \triangleq \{ x \in \mathcal{X} : \Gamma x = \emptyset \} \]
In this case, from (4.25) we have:

\[ Q_{t+1}({\{1,2\}}) = r_{\{1,2\}}(\emptyset)Q_t(\emptyset)Q_t({\{1,2\}}) + r_{\{1,2\}}({\{1\}})Q_t({\{1\}})Q_t({\{2\}}) \\
+ r_{\{1,2\}}({\{2\}})Q_t({\{1\}})Q_t({\{2\}}) + r_{\{1,2\}}({\{1,2\}})Q_t({\{1,2\}})Q_t(\emptyset) \\
= 2r_{\{1,2\}}(\emptyset)Q_t({\{1,2\}}) + 2r_{\{1,2\}}({\{1\}})Q_t({\{1\}})Q_t({\{2\}}) \quad (4.30) \]

To simplify the notations, let:

\[ Q_t({\{1,2\}}) \xrightarrow{\mathcal{V}} Q_{12}^{(t)} \quad Q_t(\emptyset) \xrightarrow{\mathcal{V}} Q(\emptyset); \]
\[ r_{\{1,2\}}({\{i\}}) \xrightarrow{\mathcal{V}} r_i; \quad r_{\{1,2\}}({\{1,2\}}) \xrightarrow{\mathcal{V}} r_{12}; \]
\[ \rho({\{1,2\}}) \xrightarrow{\mathcal{V}} \rho_{12}; \rho(\emptyset) \xrightarrow{\mathcal{V}} \rho_i, \]
\[ i = 1, 2 \]

Now we can rewrite (4.30) as:

\[ Q_{12}^{(t+1)} = 2r_{12}Q_{12}^{(t)} + 2r_1Q_1^{(t)}Q_2^{(t)} \quad (4.31) \]

On the other hand by (4.13) we have:

\[ 2r_{12} = \rho_{12} \quad \text{and} \quad 2r_1 = \rho_1 - \rho_{12} \quad (4.32) \]

But from (4.15) we know that

\[ \sum_{U: U \subseteq S} r_S(U) = 1 \]

Hence:

\[ 2r_1 + 2r_{12} = 1 \quad (4.33) \]

Therefore by (4.32) we have:

\[ \rho_1 - \rho_{12} + \rho_{12} = \rho_1 = 1 \quad (4.34) \]

Hence we can write equation (4.31) as:

\[ Q_{12}^{(t+1)} = \rho_{12}Q_{12}^{(t)} + (\rho_1 - \rho_{12})Q_1^{(t)}Q_2^{(t)} \]
\[ = \rho_{12}Q_{12}^{(t)} + (1 - \rho_{12})Q_1^{(t)}Q_2^{(t)} \quad (4.35) \]
Subtracting $Q_1^{(t)}Q_2^{(t)} = Q_1Q_2$ from both sides of (4.35) we get:

\[
Q_{12}^{(t+1)} - Q_1Q_2 = \rho_{12}Q_{12}^{(t)} + (1 - \rho_{12})Q_1^{(t)}Q_2^{(t)} - Q_1Q_2
\]

\[
= \rho_{12}(Q_{12}^{(t)} - Q_1Q_2)
\]

(4.36)

Note that here we defined the recombination rate in terms of the probability of non-recombination between two loci, therefore $\rho_{12} = 1 - r$ which $r$ is the probability of recombination between two loci, defined in Section 2.5.6. Hence equation (4.36) is the same as equation (2.9).

### 4.3 Solving the Difference Equation

The parameter $Q_t(U)$ describes the probability of finding a haplotype, in which $U \subseteq S$ is occupied by allele '1'. Equation (4.25) describes the change of this parameter over time. Because of the quadratic nature of (4.25), it is difficult to solve this equation in terms of the haplotype distributions in the founding population, i.e. $Q_0(U)$ [23, 12]. Bennett [4], found that we can define the state of a population, in terms of a new set of variables, which are related to the haplotype frequencies, and decay geometrically over time, in other words, if we denote the new variable by $b_t(U)$, then:

\[
b_{t+1}(U) = \lambda(U)b_t(U)
\]

(4.37)

in which $\lambda(U)$, is a parameter independent of time. Furthermore, it can be shown that $\lambda(U)$ is equal to the recombination rate among the set of loci denoted by $U$, namely $\rho(U)$ [12]. Hence the rate of decay for the parameter $b_t(U)$ is equal to the recombination rate. For example, if the loci represented by $U$ are close to each other, the rate of decay is very low, and if they are loosely linked (i.e. far apart of each other), then $b_t(U)$ decays rapidly.
In this section, we discuss the properties of "Bennet Variables" [12] with the general formalism developed by Dawson [12]. For the detailed proofs and calculations, see [12, 4].

**Definition 4.3.1. Partition of a Set**

By a partition $\Theta$ of the set $U$, we mean a collection of disjoint subsets of $U$, such that, if $A_1, A_2, \ldots, A_m \in \Theta$ then $A_i \cap A_j = \emptyset$, $\forall i \neq j$ and $U = A_1 \cup A_2 \cup \ldots A_m$.

Let $\pi(U)$ denote the collection of the all partitions of $U$, i.e.:

$$\pi(U) = \{ \Theta : \Theta = \{\Theta_1, \ldots, \Theta_{|\Theta|}\}, \Theta_i \cap \Theta_j = \emptyset, \bigcup_{i=1}^{\Theta} \Theta_i = U \}$$  \hspace{1cm} (4.38)

Now let us define the new variable $b_t(U)$, where $U \subseteq S$, as:

$$b_t(U) \triangleq \sum_{\Theta \in \pi(U)} C(\Theta) \prod_{A \in \Theta} Q_t(A)$$  \hspace{1cm} (4.39)

in which $C(\Theta)$ are constants and are only dependent on the partition $\Theta$. Also, we can find the inverse transformation describing the parameter $Q$ in terms of the new set of variables [12]:

$$Q_t(U) = \sum_{\Theta \in \pi(U)} \check{C}(\Theta) \prod_{A \in \Theta} b_t(A)$$  \hspace{1cm} (4.40)

The main step to complete the calculation of $b_t(U)$, is to find constants $C, \check{C}$. The main idea in Dawson [12] is to substitute (4.40) in (4.25), and using equation (4.37), to find parameter $\check{C}$ (and the same method for finding $C$). Here without going through the calculations for finding $C, \check{C}$, we give the results derived by Dawson for cases in which $|\Theta| = 1, 2, 3$ for $\check{C}$ and $C$.

The value of $\check{C}([U])$, in which the partition $\Theta = \{ U \}$, is an arbitrary constant and for convenience we choose

$$\check{C}([U]) = 1, \quad C([U]) = 1$$  \hspace{1cm} (4.41)
For partitions of $U$, into two partitions $\Theta = \{U_1, U_2\}$, (i.e. $|\Theta| = 2$), we have:

\[
\bar{C}(\{U_1, U_2\}) = \frac{2r_U(U_1)}{\rho(U_1)\rho(U_2) - \rho(U)}
\]  \hspace{1cm} (4.42)

and

\[
C(\{U_1, U_2\}) = -\frac{2r_U(U_1)}{\rho(U_1)\rho(U_2) - \rho(U)}
\]  \hspace{1cm} (4.43)

And for the case of $|\Theta| = 3$, we have:

\[
\bar{C}(\{U_1, U_2, U_3\}) = \frac{1}{\rho(U_1)\rho(U_2)\rho(U_3) - \rho(U)} \times \left( \frac{2r_U(U_1)2r_{U_2\cup U_3}(U_2)}{\rho(U_2)\rho(U_3) - \rho(U_2 \cup U_3)} \right)
\]  \hspace{1cm} (4.44)

\[
+ \frac{2r_U(U_2)2r_{U_1\cup U_3}(U_1)}{\rho(U_1)\rho(U_3) - \rho(U_1 \cup U_3)} + \frac{2r_U(U_3)2r_{U_1\cup U_2}(U_1)}{\rho(U_1)\rho(U_2) - \rho(U_1 \cup U_2)}
\]

and

\[
C(\{U_1, U_2, U_3\}) = \frac{1}{\rho(U_1)\rho(U_2)\rho(U_3) - \rho(U)} \times \left( \frac{\rho(U_1)2r_U(U_1)2r_{U_2\cup U_3}(U_2)}{\rho(U_1)\rho(U_2 \cup U_3) - \rho(U)} \right)
\]  \hspace{1cm} (4.45)

\[
+ \frac{\rho(U_2)2r_{U_1\cup U_3}(U_1)2r_U(U_2)}{\rho(U_2)\rho(U_1 \cup U_3) - \rho(U)} + \frac{\rho(U_3)2r_{U_1\cup U_2}(U_1)2r_U(U_3)}{\rho(U_3)\rho(U_1 \cup U_2) - \rho(U)}
\]

By finding the constants $C(\Theta), \bar{C}(\Theta)$, we can determine the parameter $Q$ (and hence the haplotype frequencies) in terms of parameter $b_t(U)$ which decays geometrically over time (and hence can relate the haplotype frequencies at time $t$, to the haplotype frequencies in the founding population).

Bennett variable defined by (4.39) can be considered as a measure for linkage disequilibrium for an arbitrary number of loci, and it decays geometrically over time. The rate of decay is equal to the probability of non-recombination among the set of loci under study. In other words, the rate of decay for Bennett’s measure of linkage disequilibrium is equal to the probability that the set of loci $U$, have been transmitted from
the parents of the individual, without any change during the process of meiosis. Let us consider the case in which \( S = \{1, 2\} \) (the case of two loci), and suppose we consider the haplotype (1,1) which means that loci 1, 2 are occupied by 1 allele. Therefore \( U = S \), \( U \) denotes the set of loci which are occupied by 1 allele). For the case of two loci:

\[
\pi(U) = \{\{1\}, \{2\}\}, \{\{1, 2\}\}\n\]

From (4.41) and (4.42), we have

\[
C(\{\{1, 2\}\}) = 1
\]

and

\[
C(\{\{1\}, \{2\}\}) = -\frac{2r_{1,2}(\{1\})}{\rho(\{1\})\rho(\{2\}) - \rho(\{1, 2\})}
\]

Therefore by (4.39), we have:

\[
b_t(\{1, 2\}) = Q_t(\{1, 2\}) - \frac{2r_{1,2}(\{1\})}{\rho(\{1\})\rho(\{2\}) - \rho(\{1, 2\})}Q_t(\{1\})Q_t(\{2\})
\]  \hspace{1cm} (4.46)

On the other hand from (4.32), (4.34) we have:

\[
2r_{1,2}(\{1\}) = 2r_{1,2}(\{2\}) = \rho(\{1\}) - \rho(\{1, 2\})
\]

\[
\rho(\{1\}) = \rho(\{2\}) = 1
\]

Hence:

\[
b_t(\{1, 2\}) = Q_t(\{1, 2\}) - Q_t(\{1\})Q_t(\{2\})
\]

\hspace{1cm} (4.48)

Therefore, for the case of two loci, Bennett's measure of linkage disequilibrium is equal to the \( D \) measure introduced in Chapter 2, and its rate of decay is \( \rho = 1 - r \), which \( r \) is the recombination fraction defined in Section 2.5.6 \([30]\)
4.4 Uses of LD in Mapping Human Genome

Studying linkage disequilibrium among a set of loci is one the most important problems in genetic analysis. The main application of linkage analysis is in mapping complex traits such as common diseases in human populations [27, 46, 56]. There are two complementary approaches in the identification of the underlying genes for complex traits: (i) pedigree analysis and (ii) association studies [6]. The pedigree analysis leads us to find the loci which co-segregate together in a family pedigree, while association studies seek to identify particular variants that are associated with the phenotype at the population level [6].

We say that disease-marker association exists if alleles at the marker locus occur with different relative frequencies in affected and unaffected individuals, in the other words, association exists if the probability of being affected at the population level is not independent of probability of finding a certain allele $M$ at the marker locus [49]:

$$\Pr(\text{disease}, M) \neq P(\text{disease})P(M)$$

When a disease is in association with a marker locus there are two possibilities. The first case is when the marker locus is causative, meaning that it directly influences the disease risk. The other case is when alleles at the marker locus are correlated with alleles at the disease locus, but do not directly influence disease risk, in this case the disease locus is in linkage disequilibrium with the marker locus [49].

The rate of decay of LD (which is the recombination fraction between the two loci) is used to define map distance between two loci [67, 27, 46]. The genetic map distance between two loci [31] is defined as the expected value of crossover events to occur between them in a gamete [41]. The unit for this distance is called Morgan (which in practice, centi Morgan denoted by cM, is commonly used). There are various mapping functions in order to relate genetic map distance to recombination fractions [51]. One
of the commonly used functions due to Haldane [31] assumes that crossovers occur as a Poisson process with rate 1 per Morgan, also, it assumes that the crossover events occur independent of each other along the chromosome (no-interference assumption). Under this model, the relationship between the genetic distance between any two loci, denoted by \( \lambda \), and the corresponding recombination fraction, \( r \), is given by:

\[
    r = \frac{1}{2} (1 - e^{-2\lambda})
\]

with the inverse function [41, 31]

\[
    \lambda = -\frac{1}{2} \ln(1 - 2r)
\]

### 4.4.1 Measures of LD

Other than the measure \( D \) for pair wise LD there are other measures used in linkage analysis. One of the commonly used measures for LD between two loci with alleles \( A, a \) and \( B, b \) is defined as [50, 15]:

\[
    D' = \frac{D}{D_{Max}}
\]

in which

\[
    D = P(AB) - P(A)P(B)
\]

and

\[
    D' = \begin{cases} 
    \min(P(A)P(b), P(a)P(B)), & \text{if } D > 0 \\
    \min(P(A)P(B), P(a)P(b)), & \text{if } D < 0
    \end{cases}
\]

\( D' \) is a normalized measure for LD and is independent of the allele frequencies, hence, it enables us to compare linkage disequilibrium between two different pairs of loci.

Defining a measure of LD among an arbitrary number of loci, is still an open problem in mathematical population genetics. In Section 4.3, we discussed the \( b \) measure
defined by (4.39) which is a generalization of the pairwise LD measure $D$. Other measures of linkage disequilibrium are defined in order to reflect the degree of statistical association among a set of loci, from which we can name entropy based measure of LD [50], and recursive definition for LD in which LD for $n$ loci is defined in terms of LD for $n-1$ loci [26]. For more information about the measures for LD and a comparison of these measures see [29, 15].
Chapter 5

Continuous Time Model

In a discrete time model, the change of haplotype probabilities is described in terms of a difference equation, i.e., an equation which relates the probability distribution at time $t$ to the probability distribution at time $t - 1$ (equations (4.19), (4.25)). If we consider a continuous time model for change of the genetic composition of the population, the dynamic of the population can be described in terms of a differential equation. Here we discuss the method proposed by Baake [2], in which the process of change of haplotype frequencies is considered as a differential operator acting on the set of all probability measures defined on the measure space corresponding to the population under study.\(^\text{1}\)

5.1 The Model

Let $(\mathcal{X}, X)$ be the measurable space corresponding to the population $\mathcal{X}$ and let $\mathcal{M}(\mathcal{X})$ be the set of all probability measures defined on $(\mathcal{X}, X)$. Therefore, for all $\mu \in \mathcal{M}(X)$:

$$
\mu(\mathcal{X}) = 1
$$

\(^\text{1}\)The model described here is a simplified version of the model described in [2]. In the original model, the set of all additive measures is considered. In this thesis, we have considered the special case of probability measures i.e. the set of all positive measures satisfying $\mu(\mathcal{X}) = 1$ in which $\mathcal{X}$ is the sample space. For more information see [3, 2].
Let $S = \{1, \ldots, n\}$ denote the set of all loci under consideration. In general, a gene can have more than two loci, let $\mathcal{X}_i = \{0, \ldots, m_i\}$ be the set of all possible alleles that can appear on loci $i$. Therefore each possible realization of $X \in \mathcal{X}$ can be considered as a member of the set $\mathcal{X}_1 \times \cdots \times \mathcal{X}_n$, in which '$\times$' represents the Cartesian product of sets. For example, consider the case in which there are three loci, and each can take three possible alleles, therefore

$$\mathcal{X}_1 = \mathcal{X}_2 = \mathcal{X}_3 = \{0, 1, 2\}$$

and

$$\mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3 = \{(i, j, k) : i, j, k = 0, 1, 2\}$$

Therefore, as $\mathcal{X}$ represents the set of all possible haplotypes, we can write:

$$\mathcal{X} = \mathcal{X}_1 \times \mathcal{X}_2 \times \cdots \times \mathcal{X}_n \quad (5.1)$$

Let $\mathcal{M}_i$ to be the set of all possible probability measures defined on the space $\mathcal{X}_i$, (i.e. all possible allele frequencies corresponding to locus $i$). It can be shown that $\prod_{i=0}^n \mathcal{M}_i \subset \mathcal{M}(\mathcal{X})$ [2].

In this model, in addition to the set of loci denoted by $S$, we consider the set of links between loci as a set $L = \{0, 1, 2, \ldots, n-2\}$, in which $l \in L$ represents the link between locus $l+1$ and $l+2$. To each link $l \in L$ we assign a binary random variable $\alpha_l \in \{0, 1\}$, with the interpretation that $\alpha_l = 1$ means that a break between locus $l+1$, and $l+2$ has happened. Each configurations of breaks $\tilde{\alpha} = (\alpha_0, \ldots, \alpha_{n-2})$ can be identified by the set of links which have value 1, for example in the case of three loci, (i.e. $S = \{1, 2, 3\}$, $L = \{0, 1\}$), $\tilde{\alpha} = (1, 0)$ corresponds to the subset $A = \{0\}$ of $L$ and it is representative of a haplotype that a break has happened between its first and second loci. We notice that each break configuration corresponds to a partition of $S$. Therefore, we can set a one-to-one correspondence between subsets of $L$ and $\pi(S)$, the set of possible groupings
of the loci, and we call each group of loci as a block. For example, in the previous case of three loci,

\[ P(L) = \{\{0\}, \{1\}, \{0, 1\}, \emptyset\} \]

and we have the following correspondence between \( P(L) \) and the set of all possible ways that we can separate a set of loci from the others:

\[
\begin{align*}
\{0\} & \leftrightarrow \{[1], [2, 3]\} \\
\{1\} & \leftrightarrow \{[1, 2], [3]\} \\
\{0, 1\} & \leftrightarrow \{[1], [2], [3]\} \\
\emptyset & \leftrightarrow \{[1, 2, 3]\}
\end{align*}
\]

In general, we have the following relation between any subset of \( L \) and different collection of blocks:

\[
\{a_1, \ldots, a_q\} \leftrightarrow \{[1, a_1 + 1], [a_1 + 2, \ldots, a_2 + 1], \ldots, [a_{q-1} + 2, \ldots, a_q + 1], [a_{q+2}, \ldots, n]\}
\]

(5.2)

in which

\[
\{a_1, \ldots, a_q\} \subseteq L
\]

and \( n = |S| \), is the number of loci under study.

5.1.1 Recombination Operators on Probability Measures

In the model described in [2], recombination is represented by an operator acting on the set of all probability measures \( \mathcal{M}(\mathcal{X}) \). To construct recombination operators, first we define a marginalization operator \( \psi_i : \mathcal{X} \to \mathcal{X}_i \) defined as follows:

\[
\psi_i(X) = X_i, \quad X \in \mathcal{X}, \quad X_i \in \mathcal{X}_i
\]

(5.3)
In general, let $I = \{I_1, \ldots, I_{|I|}\} \subseteq S$ then:

$$
\psi_I(X) = X_I = (X_{I_1}, \ldots, X_{I_{|I|}}), \quad X_{I_i} \in \mathcal{X}_{I_i}, \ldots, X_{I_{|I|}} \in \mathcal{X}_{I_{|I|}}
$$

(5.4)

This mapping, induces a mapping on $\mathcal{M}(\mathcal{X})$, which can be interpreted as marginalization [2] (see Section 3.2). We denote this induced mapping, by $\Psi$ and we have:

$\Psi_i : \mathcal{M}(\mathcal{X}) \rightarrow \mathcal{M}(\mathcal{X}_i)$ and is defined as:

$$
\Psi_i \cdot \omega(E) = \omega(\psi_i^{-1}(E)), \quad \forall E \subseteq \mathcal{X}_i
$$

(5.5)

in which $\omega \in \mathcal{M}(\mathcal{X})$ is a probability measure. In other words, $\Psi_i \cdot \omega(E)$ is the probability measure of all events in $\mathcal{X}$ such that their $i$'th component is in the set $E \subset \mathcal{X}_i$. In the special case that $E$ is a singleton of $\mathcal{X}$, $E = W = (W_1, \ldots, W_n) \in \mathcal{X}$ we have

$$
\Psi_i \cdot \omega(W) = \omega(\psi_i^{-1}(W)) = \omega(W_i)
$$

which can be interpreted as the frequency of the allele $W_i$.

Similar to $\psi_i$ operators, we can define $\Psi_I : \mathcal{M}(\mathcal{X}) \rightarrow \mathcal{M}(\mathcal{X}_I)$ as:

$$
\Psi_I \cdot \omega(E) = \omega(\psi_I^{-1}(E)), \quad \forall E \subseteq \mathcal{X}_I
$$

(5.6)

in which $\mathcal{X}_I = \mathcal{X}_{I_1} \times \cdots \times \mathcal{X}_{I_{|I|}}$.

In particular we are interested in the index sets of the form $I = (1, 2, \ldots, a + 1)$ or $J = (a + 2, \ldots, n)$, in which $a \in L$. For simplicity we introduce the following notation

$$
\Psi_{<a} \overset{\triangledown}{=} \Psi_I, \quad I = (1, 2, \ldots, a + 1)
$$

and

$$
\Psi_{>a} \overset{\triangledown}{=} \Psi_I, \quad I = (a + 2, \ldots, n)
$$

Therefore $\Psi_{<a} \cdot \omega$ where $a \in L$ and $\omega \in \mathcal{M}(\mathcal{X})$, is the probability measure of all the elements in $\mathcal{X}$ such that they have the same value on sites 1 up to $a + 1$. 

Definition 5.1.1. The Elementary Recombination Operator

The recombination operator $R_a : \mathcal{M}(\mathcal{X}) \to \mathcal{M}(\mathcal{X})$, is defined as:

$$R_a(\omega) \triangleq (\Psi_{<a} \cdot \omega)(\Psi_{>a} \cdot \omega), \quad \forall a \in L$$ (5.7)

In particular

$$R_a(\omega)(X) = [(\Psi_{<a} \cdot \omega)(\Psi_{>a} \cdot \omega)](X) = \omega(\psi_{<a}^{-1}(X_{<a}))\omega(\psi_{>a}^{-1}(X_{>a}))$$

We can extend the definition of $R_a$ to any subset of $L$ as follows. Let $G \subseteq L$ then: [2]

$$R_G \triangleq \prod_{a \in G} R_a$$ (5.8)

Hence $R_a$ can be considered as a special case of $R_G$ for which $G = \{a\}$. Following without going through the proofs, we state some properties of the recombination operator (see [2]).

1. For any scalar $s \in \mathbb{R}$ and $\omega \in \mathcal{M}(\mathcal{X})$, we have $R_a(s\omega) = |s|R_a(\omega)$, in which $|a|$ is the absolute value of $a$

2. For all values of $a$ we have: $R_aR_a = R_a^2 = R_a$, in other words, $R_a$ is an idempotent

3. For all values of $a, b \in L$, $R_aR_b = R_bR_a$, in other words, recombination operators are commutative

5.2 Change of Haplotype Frequencies

In this model, we assume that each individual (for which its genetic composition is represented by $X = (X_1, \ldots, X_n)$ such that $X \in \mathcal{X}$ and $X_i \in \mathcal{X}_i$) carries a Poisson clock at each link $a \in L$, with Poisson parameters $\rho_a > 0$, which do not depend on the individual. If the clock at link $a$ of the individual of type $X$ rings, a partner of type
Y is picked randomly (random mating assumption) from the population for recombination at that link [2]. Therefore the recombined pair is \((X_1, \ldots, X_{a+1}, Y_{a+2}, \ldots, Y_n)\) and \((Y_1, \ldots, Y_{a+1}, X_{a+2}, \ldots, X_n)\), \(\forall a \in L\).

Let \(Z_X(t)\) be the random variable that represents the number of individuals of type \(X\) at time \(t\), and let \(Z(t)\) be the random vector with components \(Z_X(t)\). For example in the case of \(S = \{1, 2\}\), \(X_1 = X_2 = \{0, 1\}\), we have four types \(X^{(1)} = (0, 0), X^{(2)} = (0, 1), X^{(3)} = (1, 0), X^{(4)} = (1, 1)\), then \(Z(t) = (Z(t)_{X^{(1)}}, Z(t)_{X^{(2)}}, Z(t)_{X^{(3)}}, Z(t)_{X^{(4)}})\).

Also let us denote the unit vector corresponding to \(X\) by \(U_X\), consider the example of two loci, \(U_{X^{(3)}} = (0, 1, 0, 0)\). As a result of the process of recombination the number of different types in the population will be changed over time. Suppose that the Poisson clock at link \(a\) of an individual of type \(X = (X_1, \ldots, X_n)\) rings and the individual of type \(X\) mates with an individual of type \(Y = (Y_1, \ldots, Y_n)\) \((Y \neq X)\). Therefore we have a decrease in the number of individuals of types \(X\) and \(Y\) by one, and at the same time we have an increase in the number of individuals of types \((X_1, \ldots, X_{a+1}, Y_{a+2}, \ldots, Y_n) \sim [X_{<a}, Y_{>a}]\) and \((Y_1, \ldots, Y_{a+1}, X_{a+2}, \ldots, X_n) \sim [Y_{<a}, X_{>a}]\).

Therefore, for the change in the value of \(Z(t)\) we can write:

\[
Z \rightarrow Z - U_X - U_Y + U_{[X_{<a}, Y_{>a}]} + U_{[Y_{<a}, X_{>a}]} \sim Z'
\]  

(5.9)

The rate of such transitions is equal to the probability of the event that individuals of types \(X\) and \(Y\) mate and recombination happens at link \(a\), as we assume that mating is random and parameter \(\rho_a\) is independent of the individual’s type we have:

\[
\Pr(Z \rightarrow Z') = \rho_a P(Z_X)P(Z_Y)
\]  

(5.10)
5.2.1 The Differential Equation

Now suppose that we want to find the rate of change in the frequency of type \( W \) in a time interval \([t, t + \Delta t]\), therefore we want to find:

\[
\dot{P}_t(W) = \lim_{\Delta t \to 0} \frac{P_{t+\Delta t}(W) - P_t(W)}{\Delta t}
\]  

(5.11)

Let us start from a discrete time model, i.e. assume that generations have a life span denoted by \( \Delta t \). We can reformulate the discrete time difference equation for the change of haplotype probabilities [3] as:

\[
P_{t+\Delta t}(W) = \sum_{a \in L} P(W|\text{one cross over event at link } a)P_{\Delta t}(\text{one cross over event at link } a)
\]

\[+
\sum_{a < b \in L} P(W|\text{two cross over events at links } a, b)P_{\Delta t}(\text{two cross over events at links } a, b)
\]

\[+
\text{terms involving more than two crossovers}
\]

(5.12)

in which by \( P(W|\text{one cross over event}) \) we mean the probability of having the type \( W \) in the current generation given one cross over event has happened during the formation of this type at link \( a \), and

\( P_{\Delta t}(\text{one cross over event at link } a) \) is the probability of this event during the time period \( \Delta t \), and finally we need to sum over all the links in \( L \) to marginalize over all the links in \( L \). As we will eventually let \( \Delta t \to 0 \), we can ignore terms involving more than two crossovers.\(^2\) Based on the Poisson clock model for cross over events, the probability of having a cross over event at link \( a \) during the time period \( \Delta t \), denoted by \( \gamma_a \) is:

\[
\gamma_a = 1 - e^{-\rho_a \Delta t}
\]

(5.13)

Hence, the probability of having just one cross over event at link \( a \) is:

\[
P_{\Delta t}(\text{one cross over event at link } a) = \gamma_a \prod_{b \neq a} (1 - \gamma_b), \quad \forall a, b \in L
\]

(5.14)

\(^2\)It is because of the fact that if the time interval is short, probability of occurrence of more than two crossover events will be very small
and the probability of having two crossover events will be:

\[ P_{\Delta t}(\text{two cross over events at links } a, b) = \gamma_a \gamma_b \prod_{c \neq a, b} (1 - \gamma_c), \quad \forall a < b; c \in L \quad (5.15) \]

On the other hand:

\[ P(W|\text{one cross over event at link } a) = P(W_{<a})P(W_{>a}) \quad (5.16) \]

The reason for factoring the conditional probability of \( W \), is that if a cross over has happened at link \( a \) then two segments of \( W \), \( (W_{<a} \text{ and } W_{>a}) \) have come from two different individuals, hence given that there is no correlation between the two individuals, we can assume that probability of \( W_{<a} \) is independent of probability of \( W_{>a} \), and therefore we can write the joint probability \( P(W_{<a}, W_{>a}) \) as the product of two events. In Section 5.5, we will discuss more about this type of factorization. In the same way, for two crossovers, we can write:

\[ P(W|\text{two cross over event at links } a, b) = P(W_{[1, a+1]} \cup [b+2, n])P(W_{[a+2, b+1]}) \quad (5.17) \]

in which by \([i, j]\) we mean the closed interval that includes loci \( k \) such that \( i \leq k \leq j \)

Hence we can rewrite equation (5.12) as:

\[ P_{t+\Delta t}(W) = \sum_{a \in L} \gamma_a \prod_{b \neq a} (1 - \gamma_b)P_t(W_{<a})P_t(W_{>a}) \]

\[ + \sum_{a < b \in L} \gamma_a \gamma_b \prod_{\delta \neq a, b} (1 - \gamma_\delta)P_t(W_{[1, a+1]} \cup [b+2, n])P_t(W_{[a+2, b+1]}) \quad (5.18) \]

If we expand \( \gamma_a = 1 - e^{-\rho_a \Delta t} \), using the Taylor expansion, we have:

\[ \gamma_a = \rho_a \Delta t + O((\Delta t)^2) \quad (5.19) \]

substituting (5.19) in (5.18) and expanding products and reordering the terms we have:

\[ P_{t+\Delta t}(W) = P_t(W) + \Delta t \sum_{a \in L} \rho_a (P_t(W_{<a})P_t(W_{>a}) - P_t(W)) + O((\Delta t)^2) \quad (5.20) \]
Therefore,
\[
\frac{P_{t+\Delta t}(W) - P_t(W)}{\Delta t} = \sum_{a \in L} \rho_a (P_t(W_{<a})P_t(W_{>a}) - P_t(W)) + O(\Delta t)
\]  
(5.21)

Hence from (5.11) and (5.21) we will get:
\[
\dot{P}_t(W) = \frac{dP_t(W)}{dt} = \sum_{a \in L} \rho_a (P_t(W_{<a})P_t(W_{>a}) - P_t(W))
\]  
(5.22)

using the operator $\Psi$ introduced in (5.6) and denoting $P$ by $\omega \in M(\mathcal{X})$, we can rewrite equation (5.22) as:
\[
\dot{\omega}_t(W) = \sum_{a \in L} \rho_a [((\Psi_{<a} \cdot \omega)(\Psi_{>a} \cdot \omega) - \omega](W)
\]
\[
= \sum_{a \in L} \rho_a [(R_a(\omega) - \omega](W)
\]  
(5.23)

in which we have used the definition of recombination operator introduced in (5.7).

Now (suppressing the time dependence for simplicity) we can write the differential equation describing change of probability measure as:
\[
\dot{\omega} = \sum_{a \in L} \rho_a (R_a - 1)(\omega)
\]  
(5.24)

In which $1$ is the identity operator. This equation is the corresponding continuous time equation for dynamics of populations. The next step in this analysis, is solving the differential equation (5.24). The solution to the equation (5.24) enables us to find the frequency of haplotypes knowing the initial condition of the population, namely the haplotype frequencies in the founding population. One of the main difficulties in solving equation (5.24) is the fact that this equation is a non-linear ODE, which stems from the non-linearity of the recombination operators $R_a$. The solution to this equation is one of the topics that will be discussed in the next section.
5.3 Blocks of Genes

In this section, we will show that the solution of the differential equation (5.24), can be directly derived using the notion of "Blocks Identical by Descent" in a population, which are blocks of genes which have remained intact from the ancestral population [5, 25, 52].

5.3.1 Blocks Identical by Descent (BID)

As we discussed in Chapter 2, DNA sequences of a population of individuals at any given generation, are copies of DNA sequences of an ancestral population, subject to some changes in copying. These changes in copying DNA sequences have different origins, for example mutation (an error in copying a nucleotide) or crossover and recombination, in which the copied version a of DNA instead of being a copy of one DNA string in population is a combination of two DNA sequences, existed in past generation. As an example of the effect of cross over and recombination consider there are two original sequences: ARISTOTELLOGIC and PLATOSREPUBLIC, and there is a copier with two readers labelled by $R_1$ and $R_2$, the copier takes sequences $S_1^{(0)} = \text{ARISTOTELLOGIC}$ and $S_2^{(0)} = \text{PLATOSREPUBLIC}$, and $R_1$ starts reading sequence $S_1^{(0)}$ and writes the characters of sequence one into the output sequence $S_1^{(1)}$ and the same for $R_2$ which starts reading and copying sequence $S_2^{(0)}$. Now consider two readers $R_1$ and $R_2$ switch their task with probability $\rho_i$ after reading character $i$ in each sequence, i.e., after reading the third character in $S_1^{(0)}$ with probability $\rho_3$, $R_1$ continues reading (and copying) sequence $S_2^{(0)}$ and $R_2$ continues its task using sequence $S_1^{(0)}$; After finishing copying $S_1^{(0)}$ and $S_2^{(0)}$, in the next round the copier takes $S_1^{(1)}$ and $S_2^{(1)}$ as the inputs and this process continues up to $t^{th}$ round of copying, and the final outputs will be $S_1^{(t)}$ and $S_2^{(t)}$. So starting from sequences $S_1^{(0)}$ and $S_2^{(0)}$ one possible final output sequence will look like: $S_1^{(t)} = \text{ARITOOTEPLOLIC}$ and $S_2^{(t)} = \text{PLASTSRELUBGIC}$. As we see in the output sequences $S_1^{(t)}, S_2^{(t)}$ there are Blocks of characters preserved
from the original sequences, for example "ARI", "PLO", "LIC" in the $S_1^{(t)}$ and their corresponding blocks in $S_2^{(t)}$. From this point of view the solution to the differential equation (5.24) will enable us to calculate the probability of any possible sequence at a given time. For example in the above example, we might be interested in the probability of having sequence ARISTOREPUBLIC in the second generation which has the same probability of finding the sequence PLATOSTELLOGIC in that generation.

5.4 Link Configurations

In Section 5.1 we introduced the random variable $\tilde{\alpha} = (\alpha_0, ..., \alpha_{n-2})$ where $\alpha_j \in \{0, 1\}$ and $n$ is the number of loci under study. $\tilde{\alpha}$ represent the state of the links between the loci, for example $\alpha_i = 1$ indicates that there has been a crossover event between locus $i + 1$, $i + 2$ and $\alpha_i = 0$ indicates that there has been no cross over event, hence $\alpha_i = 0$ means that $X_{i+1}, X_{i+2}$ have been located on the same chromosome in the past generations.

The probability of the haplotype $X = (X_1, ..., X_n) \in \mathcal{X}$ can be written as the marginalized joint probability distribution of $(X, \tilde{\alpha})$ over all the possible values of $\tilde{\alpha}$, hence:

$$P_t(X) = \sum_{\tilde{\alpha}} P_t(X; \tilde{\alpha}) = \sum_{\tilde{\alpha}} P_t(X|\tilde{\alpha})P_t(\tilde{\alpha})$$

(5.25)

Before continuing the calculation of $P(X)$, let us take a look at the interpretation of $\tilde{\alpha}$; Suppose that we have $n = 10$, and let one possible value of $\tilde{\alpha}$ at time $t$ to be $\tilde{\alpha} = (0,0,0,1,0,0,0,1,0,0)$, this means that up to time $t$ only links 3 and 7 have experienced a crossover event, therefore given this configuration, we know that in the corresponding haplotype, loci $\{1,2,3,4\}$ have not experienced any recombination, in the words, alleles $X_1, ..., X_4$ have been together on the ancestral haplotype sequence, so they belong to the same individual. In the same way, loci $X_5, ..., X_8$ belong to another ancestral individual and $X_8, X_9, X_{10}$ also belong to an-
other individual that existed in the founding population. In this case, we say that 
\([X_1, \ldots, X_4], [X_5, \ldots, X_8], [X_8, X_9, X_{10}]\) are three blocks of genes identical by descent. 
If we assume that mating occurs at random and there is no correlation between ancestral 
individuals, we can conclude that the probability distribution of a haplotype \(X\) at time \(t\) given \(\tilde{\alpha} = (0001000100)\) can be factored to a product of marginals:

\[
P_t(X = x_1, \ldots, x_{10}|\tilde{\alpha} = (0001000100)) = P_0(X_1, X_2, X_3, X_4)P_0(X_5, X_6, X_7)P_0(X_8, X_9, X_{10})
\]

(5.26)

Let \(G\) denote the index set of all links \(g\) for which \(\alpha_g = 1\) and let \(L\) to be the set of all links:

\[
G = \{g \in L : \alpha_g = 1\}, \quad \bar{G} = \{h \in L : \alpha_h = 0\}, \quad G \subset L
\]

(5.27)

For example, \(\tilde{\alpha} = (0001000100)\), then we have \(G = \{4, 8\}\) and \(G = L\) represents 
the configuration in which all the links have experienced at least one crossover event. 
This way, we can set a one-to-one correspondence between the subsets of \(L\) and each 
realization of \(\tilde{\alpha}\), therefore each value of \(\tilde{\alpha}\) can be identified by a subset of \(L\), which 
represents the set of all links which have experienced at least one cross over event. Now 
we can generalize our results in 5.26 as:

\[
P_t(X = (X_1, \ldots, X_n)|\tilde{\alpha}) = P_0(X_{<g_1})P_0(X_{>g_{|G|}}) \prod_{\kappa \in G} P_0(X_{\kappa+1}, \ldots, X_{\kappa+1})
\]

(5.28)

In which \(G\) is defined in (5.27). Using the marginalization operators defined in Section, 
5.1.1 we can write the equation (5.28) as:

\[
P_t(X = (X_1, \ldots, X_n)|\tilde{\alpha}) = (\Psi_{<g_1} \cdot P_0)(\Psi_{>g_{|G|}} \cdot P_0) \prod_{\kappa \in G} \Psi_{[\kappa+1, \kappa+1]} \cdot P_0
\]

(5.29)

Using the definition of recombination operators equation (5.29) can be written as:

\[
P_t(X = (X_1, \ldots, X_n)|\tilde{\alpha}) = \prod_{g \in G} R_g(P_0) = R_G(P_0)
\]

(5.30)
Now, using (5.25),(5.30) we can write the probability of a haplotype $X$ at time $t$ as:

\[ P(X) = \sum_{\hat{a}} P_t(\hat{a}) R_G(P_0), \quad G = \{g : \alpha_g = 1\} \]  

(5.31)

In the next section we will compute the coefficients $P_t(\hat{a})$, and we will discuss the biological interpretation for these coefficients.

### 5.4.1 Distribution of Link Configurations

As we discussed in Section 5.2, the crossover events happen based on a Poisson process. When the Poisson clock attached to the link $a$ rings, readers in our imaginary copier (see Section 5.3.1) switch their task. Therefore, the probability that the link $a$ has not experienced any crossover up to time $t$ is:

\[ \Pr\{\text{Link } a \text{ has not experienced a crossover up to time } t\} = e^{-\rho_a t} \]

\[ \Pr\{\text{Link } a \text{ has experienced at least one crossover up to time } t\} = 1 - e^{-\rho_a t} \]  

(5.32)

Let us denote $P_t(\hat{a})$ by $\gamma_G(t)$, in which $\hat{a}$ has been identified by $G \subset L$, defined by (5.27). Probability of a certain configuration for $\hat{a}$ is

\[ P_t(\hat{a}) \overset{\text{v}}{=} \gamma_G(t) \]

\[ = \Pr(\forall a \in G, \ a \ \text{have at least experienced one crossover event up to time } t) \]

\[ \times \Pr(\forall a \in \bar{G}, \ a \ \text{have not experienced any crossover event up to time } t) \]  

(5.33)

If we assume independent crossover events (no interference assumption), we have:

\[ \gamma_G(t) = \prod_{a \in G} e^{-\rho_a t} \prod_{b \in \bar{G}} (1 - e^{-\rho_b t}) \]  

(5.34)

If we expand the expression in (5.34), it can be shown that [2]:

\[ \gamma_G(t) = \sum_{K \subset L} (-1)^{|G - K|} e^{-\sum_{a \in K} \rho_a t} \]  

(5.35)
Let us denote $e^{-\sum_{\alpha \in K} \rho_\alpha t}$ by $\Gamma_K(t)$:

$$\Gamma_K(t) \triangleq e^{-\sum_{\alpha \in K} \rho_\alpha t} \quad (5.36)$$

Then we have:

$$\gamma_G(t) = \sum_{K \subset L} (-1)^{|G-K|} \Gamma_K(t) \quad (5.37)$$

Now using Möbius inversion formula, we have:

$$\Gamma_K(t) = \sum_{G \subset K} \gamma_G(t) \quad (5.38)$$

We notice that if we put $K = L$ in (5.36) we have, $\Gamma_L(t) = 1$ (in which by convention we assume that the empty sum is zero), therefore:

$$\Gamma_L(t) = \sum_{G \subset L} \gamma_G(t) = 1 \quad (5.39)$$

Equation (5.39), proves that:

$$\sum_{\tilde{\alpha}} P_t(\tilde{\alpha}) = 1 \quad (5.40)$$

$P_t(\tilde{\alpha})$ is the probability that loci $(x_{g_{n+1}}, \ldots, x_{g_{n+1}})$ have been together in the ancestral population, or in the other words it is the probability of having a block structure defined by $\tilde{\alpha}$ at time $t$. Notice that each configuration $\tilde{\alpha}$ represents a partition of the set of loci $\Theta$ to disjoint subsets of $S$ (set of all loci under consideration) such that:

$$\Theta = \{B_i : B_i \subset S, B_i \cap B_j = \emptyset, \cup_i B_i = S\} \quad (5.41)$$

For example $\tilde{\alpha} = (010)$, when we have four loci, is representative of $\{[1, 2], [3, 4]\}$ and $\tilde{\alpha} = (001)$ is representative of $\{[1, 2, 3], [4]\}$. Combining equations (5.31) and (5.34), and having in mind that there is a one to one correspondence between $\tilde{\alpha}$ and $G \subset L$ we have:

$$P_t = \sum_{G \subset L} \prod_{\alpha \in G} e^{-\rho_\alpha t} \prod_{b \in G} (1 - e^{-\rho_b t}) R_G(P_0)$$

$$= \sum_{G \subset L} \gamma_G(t) R_G(P_0) \quad (5.42)$$
5.4.2 Solution to the Differential Equation

Equation (5.42) describes the probability of a haplotype at each instance of time, and it is derived based on the concept of blocks identical by descent. In this section we show that equation (5.42) in fact solves the differential equation (5.24). Therefore, the goal is to show that:

\[
\dot{P}_t = \frac{d}{dt} \sum_{G \subseteq L} \gamma_G(t) R_G(P_0) = \sum_{G \subseteq L} \dot{\gamma}_G(t) R_G(P_0) = \sum_{a \in L} \rho_a (R_a - 1)(P_t)
\]  
\[5.43\]

Denoting \(\sum_{a \in L} \rho_a (R_a - 1)(P_t)\) by \(\Phi_{\text{rec}}(P_t)\) we have:

\[
\Phi_{\text{rec}}(P_t) = \Phi_{\text{rec}}(\sum_{G \subseteq L} \gamma_G(t) R_G(P_0))
\]
\[= \sum_{a \in L} \rho_a (R_a - 1)(\sum_{G \subseteq L} \gamma_G(t) R_G(P_0))
\]
\[= \sum_{a \in L} \rho_a \sum_{G \subseteq L} \gamma_G(t)(R_a R_G(P_0) - 1 R_G(P_0))
\]
\[= \sum_{a \in L} \rho_a \sum_{G \subseteq L} \gamma_G(t)(R_{G \cup \{a\}}(P_0) - R_G(P_0))
\]  
\[5.44\]

absorbing \(\{a\}\) in the subset \(G\) of \(L\) we will have:

\[
\Phi_{\text{rec}}(P_t) = \sum_{a \in L} \rho_a [\sum_{G \subseteq L} \gamma_{G \setminus \{a\}}(t) R_G(P_0) - \sum_{a \in G} \gamma_G(t) R_G(P_0)]
\]
\[= \sum_{G \subseteq L} [\sum_{a \in G} \rho_a \gamma_{G \setminus \{a\}}(t) - \sum_{b \in G} \rho_b \gamma_G(t)] R_G(P_0)
\]  
\[5.45\]

in which \(G \setminus \{a\}\) is the set of all elements of \(G\) except \(\{a\}\), \((G - \{a\})\), and \(\bar{G}\) is the complementary set of \(G\), i.e. \(\bar{G} = L \setminus G\). On the other hand if we directly calculate \(\dot{\gamma}_G(t) = \frac{d}{dt} \gamma_G(t)\) we will have:

\[
\dot{\gamma}_G(t) = \sum_{a \in G} \rho_a \gamma_{G \setminus \{a\}}(t) - \sum_{b \in \bar{G}} \rho_b \gamma_G(t)
\]  
\[5.46\]

Therefore, from (5.45) and (5.46) we have:

\[
\dot{P}_t = \sum_{a \in L} \rho_a (R_a - 1)(P_t) = \sum_{G \subseteq L} \dot{\gamma}_G(t) R_G(P_0)
\]  
\[5.47\]
Therefore equation (5.42) is the solution to the differential equation (5.24) and it describes the change of haplotype probabilities at each instance of time in terms of recombination rates (parameter $\gamma$) and the frequencies in the founding population.

### 5.4.3 Block Distributions in The Absence of Hotspots

The value $\rho_a$ depends on the physical distance of the corresponding loci to the link $a$, namely loci $a + 1, a + 2$. If they are far apart then $\rho_a$ has a high value (high rate of crossover events between two loci) and if they are very close, $\rho_a$ will have a small value. For now let us assume that the loci $S$ are evenly distributed along the chromosome, i.e. the distance between consecutive loci are all equal. If we assume that there is an equal chance of experiencing a crossover event for all links, i.e.

$$\forall a \in L, \rho_a = \rho \quad (5.48)$$

equation (5.34) will be read as:

$$P_t(\tilde{a}) = e^{-|L|(|G|)} \rho t (1 - e^{-\rho}) |G| \quad (5.49)$$

In which $|L|$ is the total number of links. The assumption in (5.48) can be interpreted as the absence of hotspots of recombination on the chromosome under study [71]. Hence, assuming that there are no recombination hotspots, $P_t(\tilde{a})$ depends only on the number of crossovers and not to the position of crossover events (which is reflected by configuration of $\tilde{a}$). Figures (5.1,5.2) show the behaviour of the function $P_t(\tilde{a})$ introduced in (5.49) for $|L| = 10$ and $\rho = 0.01, 0.001$ respectively.

### 5.4.4 Hotspots of Recombination

Now let us consider that the loci under study are evenly distributed but there are some links which are more susceptible to experience a crossover event (i.e. some more fragile links), for this case let us imagine that the set of links denoted by $\eta$ are the set which are more fragile and $\rho_a = \rho' = \epsilon \rho, 0 \leq \epsilon, \forall a \in \eta$, and for $a \notin \eta, \rho_a = \rho$ in this case
Figure 5.1: A plot of equation (5.49), for $\rho = 0.01$

As it is shown in this figure, the probability that more links experience a cross over, increases with the number of links, and for recent generations (higher values of $t$), almost all the links have experienced at least one cross over event. For small values of $t$, as we see in the plot, the probability that a small number of links have experienced a crossover is higher than for others.
Figure 5.2: A plot of equation (5.49) for $\rho = 0.001$

In this plot, because of setting a small value for $\rho$, the probability that more links being hit by a crossover grows slowly. For smaller values of $t$ at most 2 out of 10 links have experienced a cross over event.

$\exp\left(\frac{1}{1000} (-10+x) t\right) \left(1-\exp\left(-\frac{1}{1000} t\right)\right)^2$
equation (5.34) will become:

\[
P_t(\tilde{\alpha}) = \prod_{\epsilon \in (\tilde{\cal G} \cap \eta) \cup (\tilde{\cal G} \cap \bar{\eta})} e^{-\rho_{\epsilon}t} \prod_{\epsilon \in (\tilde{\cal G} \cap \eta) \cup (\tilde{\cal G} \cap \bar{\eta})} (1 - e^{-\rho_{\epsilon}t})
\]

\[
e^{-|\tilde{\cal G} \cap \eta|\epsilon pt} e^{-|\tilde{\cal G} \cap \eta|\rho t} (1 - e^{-\epsilon pt})^{l(\tilde{\cal G} \cap \eta)} (1 - e^{-\rho t})^{l(\tilde{\cal G} \cap \bar{\eta})}
\]

(5.50)

We can rewrite equation (5.50) as:

\[
P_t(\tilde{\alpha}) = e^{-\rho t (|L| - |G|) + (1 - \epsilon)(|\tilde{\cal G} \cap \eta| - |\eta|)} (1 - e^{-\epsilon pt})^{l(\tilde{\cal G} \cap \eta)} (1 - e^{-\rho t})^{l(\tilde{\cal G} \cap \bar{\eta})}
\]

(5.51)

Note that if we put \(\epsilon = 1, (\rho = \rho')\) then equation (5.51) will become same as (5.49).

\[
e^{-\rho t (|L| - |G|)} (1 - e^{-\rho t})^{l(G)}
\]

(5.52)

As we see, in this equation the block distribution, is not only a function of number of crossover events, but also a function of number of hotspots and also the number of crossovers that have occurred exactly at the hotspots which is \((|\eta \cap G|)\).

### 5.5 A Graph Theoretical Interpretation

As we discussed in Section 5.1, each link configuration corresponds to a block structure on the haplotype under study, and we showed that there is a one-to-one correspondence between each value of \(\tilde{\alpha}\) and the partitions \(\Theta\) of loci. Equation (5.28) suggests that knowing the block structure, we can factor the joint probability \(P(X_1, \ldots, X_n)\) into the product of some local functions defined on each block.

The assumption behind factorization in (5.28) is that the probability of finding a certain allele on each block, is only a function of the allele configurations on that block and not the rest of loci. In the other words:

\[
P(X_i|X) = P(X_i|X_{B(i)})
\]

(5.53)

in which \(B(i) \in \Theta\) is the block which the \(i\)th locus is located on that block and \(B_k \cap B_l = \emptyset, \forall k \neq l\) and \(\bigcup_k B_k = S\). Hence equation (5.53) suggests that corresponding to each
block configuration (i.e. to each value of $\hat{\alpha}$) we can define a neighbourhood system \[34\] $\mathcal{N}_\Theta$ such that:

$$
\mathcal{N}_\Theta(i) = B^{(i)} \setminus \{i\}, \quad \forall i \in S
$$

(5.54)

Therefore, corresponding to each value of $\Theta$ (hence each block structure) we have a Markov random field in which the corresponding neighbourhood system is defined by (5.54). Hence:

$$
\Theta \Leftrightarrow \mathcal{G}(X, \mathcal{N}_\Theta)
$$

We can divide the population under study $\mathcal{X}$, into sub-populations $\mathcal{X}_\Theta$, in which haplotypes belonging to the same sub-population share the same block structure. Therefore:

$$
P(X) = \sum_\Theta P(X \in \mathcal{X}_\Theta) P(X | X \in \mathcal{X}_\Theta)
$$

(5.55)

on the other hand if we know that $X \in \mathcal{X}_\Theta$ then we know that the joint probability of $X = (X_1, \ldots, X_n)$ can be factorized to the product of local functions defined on the maximum cliques. On the other hand based on the definition of the neighborhood system in (5.54), each block corresponds to a maximum clique in the corresponding Markov random field. Ignoring the normalization factor we can write the joint probability in terms of the product of the local potential functions $\phi^\Theta_B$, hence:

$$
P(X | X \in \mathcal{X}_\Theta) = \prod_{B \in \Theta} \phi^\Theta_B(X_B)
$$

(5.56)

From (5.55) and (5.56) we have:

$$
P(X) = \sum_\Theta P(X \in \mathcal{X}_\Theta) \prod_{B \in \Theta} \phi^\Theta_B(X_B)
$$

(5.57)

On the other hand, as we discussed in Section 5.4, each partition $\Theta$ corresponds to a realization of $\hat{\alpha}$ hence

$$
P(X \in \mathcal{X}_\Theta) = P(\hat{\alpha})$$
We can rewrite equation (5.28) as:

\[ P(X|\tilde{a}) = P(X|X \in \mathcal{X}_\Theta) = \prod_{B \in \Theta} P_0(X_B) \quad \text{(5.58)} \]

Hence regarding (5.57) and (5.58), if we interpret the local potential functions as the probability of \(X_B\) in the founding population (which \(B\) is a block corresponding to the partition \(\Theta\)) we can consider a population \(\mathcal{X}\) as a mixture of different Markov random fields, such that each Markov field corresponds to a certain block structure.
Chapter 6

Conclusion

Studying linkage disequilibrium among a set of loci is one of the most important problems in genetic analysis. The main application of linkage analysis is in mapping complex traits such as common diseases in human populations [27, 56]. Modeling change of haplotype distribution is important for analyzing available data from genome projects such as human genome project [75] and HapMap [74].

This thesis discusses the mathematical models describing change of haplotype distributions in a large random mating population in the absence of mutation, natural selection and migration. Two types of models, discrete time and continuous time model, are studied. A new mathematical framework for discrete time model is suggested and the special cases for one and two loci are studied. A simplified version of the continuous time model proposed by Baake and Baake [2], is presented and the solution to the differential equation which describes the change of haplotype distribution, is derived using the notion of BID’s in genome [8, 25]. Finally, briefly the behaviour of the coefficients of the solution for the differential equation are studied under two hypotheses of existence of recombination hotspots and the absence of such a hotspots of recombination.

This chapter provides a summary of the thesis. In Section 6.1 a summary of the research is provided and key results are presented. Section 6.3 discusses the future
research directions and possible extensions of the models presented in this thesis.

6.1 Summary Of The Work

Chapter 4, discusses the discrete time model with the generalization of Bennett’s [4] model proposed by Dawson [12]. In Section 4.1, the probabilistic model for representing populations of haploid individuals in the bi-allelic case, is made based on the theory of random sets. In this model, the genetic composition of each haplotype is described by a random subset of the set of all loci under study, \( (\Gamma x \subseteq S) \). In order to describe the recombination rates, another random set which represents the paternal segments of the haplotype is introduced. The haplotype frequencies as well as recombination rates are described in terms of the probability mass function of the corresponding random sets [45]. In Section 4.2, the recursion equation as is formulated in Dawson [12] and Geiringer [23], is derived in terms of probability mass function and commonality measure of random sets. Section 4.3, discusses the methods of solving the difference equation describing the change of haplotype frequencies. Dawson’s [12] generalization of Bennett [4], is discussed and Bennett’s measure of LD is evaluated for the case of one and two loci, and the results are compared with 'D' measure of pairwise LD. Section 4.4, discusses the applications of LD for mapping human genome and different measures of LD are briefly discussed.

Chapter 5, discussed the continuous time model for change of haplotype probabilities in a large population. we showed that considering the fact that there are blocks of genes identical by descent on genome, we can directly calculate the probability distribution of any haplotype \( X \) at any time \( t \), and we showed that the calculated probability measure satisfies the differential equation describing the change of haplotype probabilities in population [2]. In addition, we showed that the coefficients \( \gamma_G \) of the solution for the differential equation, are in fact the probability of finding a specific block structure. In addition we showed that the probability of a block structure can be viewed as the
probability that a specific haplotype (considered as a sequence of random variables $X_i$) belongs to a Markov random filed corresponding to the block structure. The behaviour of the function $\gamma_G(t)$, is studied under the assumption of hotspots of recombination and uniformity of cross over events along the chromosome (no-hotspot assumption).

6.2 Applications of the Models

As we discussed in Section 4.4, one of the most important applications of LD analyses, is in mapping complex diseases in human populations. Most of the current models focus on pairwise analyses of the linkage [53, 44, 56]. However, for identification of complex trait diseases, simultaneous analysis of a set of loci is computationally more advantageous compared to the pairwise analysis [44].

The models for the change of haplotype distributions can be applied for both estimating the recombination rate among a set of loci, (knowing the haplotype frequencies in consecutive generations) and predicting the haplotype frequencies knowing the physical position of the loci in a haplotype.

Another problem of interest in population genetics, is finding the patterns of BID’s in populations. Knowledge about the structure of BID’s in a population helps us to define equivalence classes of loci on genome, i.e. if we know the block structure in a population of haplotypes, we can classify the polymorphic sites on genome based on the BID’s. Every equivalence class can be identified by a single locus, which is located on the corresponding block. Hence, in association studies we can select these representative loci as the genetic markers [73].

One of the major disadvantages of the models described in this thesis, steams from the assumption of the infinite population size. Recent studies [70], and also simulated data, shows that in small populations, when we consider large number of loci, population size plays an important role in the structure of haplotype blocks and hence the change of haplotype frequencies over time. Therefore, in such cases, the infinite model cannot
be applied for data analysis.

6.3 Future Research Direction

A possible approach for finding the genes underlying complex diseases is considering the parameter $\rho(U)$ (Chapter 4) as the "degree of association" between the set of loci represented by random set $U$. Starting from this point, we might be able to use Dempster-Schafer theory for data mining [13, 61] to find the genes underlying complex traits such as common diseases in human populations.

Another problem of interest in population genetics is studying effects of various demographic and evolutionary factors on the haplotype block structure of a genome. These factors include genome size, recombination rate, population size, population subdivision and natural selection [8, 52]. One of the assumptions about the source of blocks in human genome, is hotspots of recombination [25], i.e. there are areas on genome which are more fragile and therefore recombination rate in those areas is higher than the other parts of the genome. Some other studies show that in a finite population even under the assumption of random distribution of crossovers, blocks can appear on genome [70]. The model described in Section 5.4, extended to the case of finite population size, can be a starting point to verify the validity of either of those assumptions.
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