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Abstract

Predicting the response of heterogeneous nonlinear microscopic systems to laser excitation is very difficult using analytical techniques and is only feasible under simplifying assumptions. However, using numerical methods, it is possible to analyze arbitrary systems and make predictions about their behaviour. This information may be used to develop new techniques and a better understanding of measurements. One area which stands to benefit from such methods is nonlinear microscopy. We use finite difference time domain methods to explain experimental measurements and also develop a new nonlinear microscopy technique which shows a significant improvement in axial resolution over traditional techniques. We then explore the behaviour of Maxwell Garnett nanocomposites and illustrate the limitations of the current theoretical models for these systems.
1 Introduction

Since the invention of the microscope, people have worked towards achieving imaging with high lateral spatial resolution, 3-D sectioning capability and high contrast in order to characterize specimens. This drive has led to the evolution of many different types of linear microscopy. Fluorescence confocal microscopy achieves these three goals; however, it often requires the addition of exogenous fluorophores for imaging biological systems. Some dyes and fluorescent labels disturb the natural evolution of a biological system, ruining any observations made or killing the specimen outright. Also, using fluorescent microscopy, the fluorophores may be bleached which often leads to cell damage. Raman microscopy and infrared imaging achieve contrast through probing the vibrational modes of the molecules in order to achieve chemical selectivity. Unfortunately infrared imaging achieves a poor resolution because of the long wavelengths used. As for Raman imaging, it normally exhibits a very weak signal (most molecules have a small Raman cross section) which necessitates slow measurements or high laser intensities. High intensities create a large background auto-fluorescence signal that reduces contrast. A more fundamental limit of linear microscopy is that the spatial resolution cannot exceed the diffraction limit of light. Because of this, the only way to improve resolution is to use shorter wavelengths. In many biological systems, these frequencies of light (i.e. UV) are absorbed or generate a large background signal and hence are not practical for imaging. These limitations may be overcome using nonlinear optical processes in combination with linear microscopy.

One of the key advantages of nonlinear microscopy is an enhanced spatial resolution. Nonlinear processes rely on high intensities in order to generate appreciable signal. These high intensities can be generated using tight focussing of the incoming light using high numerical aperture (NA) lenses. The effective excitation volume generating the nonlinear signal will be smaller than that of a linear signal because of the requirement for high intensity (smaller by a factor of $\sqrt{2}$ [1] for second order processes and $\sqrt{3}$ [1] for third order ones). Furthermore, since the signal is generated only from the focal volume, this provides a natural way to achieve three dimensional sectioning without the need for confocal geometry.
A second advantage of nonlinear microscopy is that the excitation wavelength can be longer than in linear microscopy. While making use of this somewhat offsets the advantage of the enhanced spatial resolution, it offers several distinct advantages if one is examining condensed media. By using near-infrared light, it is possible to avoid absorption of the excitation pulses in the solvent which allows imaging of specimens embedded in condensed matter. This property is necessary for imaging live cells \textit{in vivo} and imaging tissue is not possible without it.

A third advantage is the ability to achieve chemical specificity without the addition of exogenous fluorophores. This is possible by making use of resonant energy levels in the molecules of interest to greatly enhance the desired output signal. By avoiding the use of fluorescent tags, this allows for the \textit{in vivo} or \textit{in vitro} study of live cells without disturbance of natural cellular processes. Not all types of nonlinear microscopy have this feature (second and third harmonic generation and multiphoton fluorescence do not), but others do (sum frequency generation and coherent anti-Stokes Raman scattering).

A final advantage is the low average power necessary if one employs ultrafast laser pulses. The field of ultrafast lasers is now mature and devices are now available which are tuneable over a wide frequency range, making it possible to generate large nonlinear signals while using a low average power. This eliminates the problem of cell damage that can occur when dealing with linear microscopy (and associated bleaching effects). Also, with less energy deposited into the sample, the overall system suffers less negative effects due to the excitation (e.g. heating).

All of these advantages are available with coherent anti-Stokes Raman scattering (CARS) microscopy [1]. This is a third order process in which vibrational levels of a molecule are excited. This offers the possibility of functional imaging, i.e. imaging specific chemical groups and following them inside the sample. Using such techniques, it should be possible to watch viral RNA invade a cell and then use this information to help identify means of blocking infection. However, before this goal can be achieved, it is necessary to improve the resolution and contrast beyond what is currently possible with this technique.
One method of study which allows us to look for improvements is using calculations of nonlinear signal generation in a model cell. The small length scale (most objects are on the nanometer scale) and natural heterogeneity of a cell make most methods of study prohibitively difficult or require many simplifications. However, using finite difference time domain (FDTD) [2-4] techniques, it is possible to perform *ab initio* calculations of signal generation while defining a structure that is arbitrarily complicated.

This type of model, however, need not be limited only to microscopy applications. By being able to choose an arbitrarily shaped medium with each part exhibiting a chosen nonlinearity, it is possible to study scattering from objects randomly embedded in a host medium. Using the FDTD model developed, it is possible to choose any arrangement of scatterers and look for possible enhancements (or reductions) of the nonlinear signal generated by the composite medium. This information can be applied to microscopy as well as other fields (for example, nonlinear signal generation in fibers). For microscopy, this opens the possibility of understanding signal generation from heterogeneous systems. For nonlinear optical fibers, if it can be shown that there is an enhancement of the nonlinear susceptibility through addition of a scattering media, this may allow for the design and fabrication of new, more efficient fibers.

One such scheme which has been proposed to generate an enhancement of nonlinear susceptibility is a Maxwell Garnett nanocomposite [5]. These nanocomposites are formed by randomly placing small spherical inclusions inside a host medium with both the inclusions and the host exhibiting nonlinearity. However, such a medium is very complex and may only be solved analytically using simplifying assumptions. It is difficult to correlate these predictions to experiments since these assumptions are difficult to maintain in practice. However, using FDTD methods, it is possible to design a realistic nanocomposite and investigate the change in nonlinear susceptibility that occurs. Also it is possible to better understand the region of applicability of the current models and where improvements are most needed.

The outline of this thesis is as follows. The FDTD model is introduced in section 2. This covers the equations used and their implementation. It also discusses some of the
limitations with the current model. Section 3 deals with a possible new type of microscopy using the optical Kerr effect. This problem was brought to us by a collaborator in the hopes our FDTD model could explain some anomalous measurements. A CARS microscopy scheme is introduced in section 4 which offers significant improvements in the axial resolution possible with CARS microscopy (up to 40 times better than what has previously been demonstrated). The FDTD model is used to confirm the expected improvements. Section 5 deals with Maxwell Garnett nanocomposites and studying the change of the nonlinear susceptibility when the inclusions are densely packed. This regime cannot be addressed by any strict analytic arguments and may only be investigated using numerical techniques such as FDTD. It is found the current models overestimate the enhancement of nonlinear susceptibility, especially as the density of scatterers increases. The conclusion and references follow section 5.
2 Finite Difference Time Domain Model

The finite difference time domain (FDTD) is a powerful numerical technique for solving Maxwell’s equations. It was first introduced by Yee in 1966 [2] and has grown continuously ever since. The advantage of using FDTD is that, in principle, any object may be modelled in any electromagnetic interaction. In practice, computer processing speed and memory limit what can be modelled. However, standard implementations of FDTD are often highly parallelizable and new applications which were previously unfeasible can now be addressed with the rise of new supercomputing clusters which offer significantly more computing power than was previously commonly available. For our experiments, we studied heterogeneous nonlinear microscopic structures.

2.1 Model Development

FDTD is used to model the electric and magnetic fields in system. The system is divided into many cells, and Maxwell’s equations are solved point by point for each time step. The model used can be broken into several parts: the source, the boundaries and the propagating medium. The source and boundaries make use of standard FDTD techniques and have been well covered in literature [3, 4]. Briefly, we use either absorbing or periodic boundary conditions. The absorbing boundary conditions are used to represent an isolated object (scattered light exits the system and propagates to infinity). Periodic boundary conditions assume an identical system excited with identical incoming light exists adjacent to the system of interest (scattered light leaves one side of the system and simultaneously enters it from the opposite). The use of periodic boundary conditions can be used to move from 3-D to 2-D or 1-D simulations by eliminating the desired dimension by making it only one cell wide. For example, 2-D propagation in the xz plane may be modeled by making y one cell wide with periodic boundary conditions (in effect, y extends to infinity and is uniform).
The source used may be either a total-field, scattered-field (TFSF) source or a soft-source. TFSF defines two regions, the total field and the surrounding scattered field region. In the scattered region, the incoming excitation is subtracted so only light that has been scattered from the total field region exists. This allows for plane wave excitation without the incident pulse interacting with absorbing boundary conditions (which causes instability), while still allowing the light scattered by structures inside the medium to escape to the absorbing boundary conditions and exit the system. The implementation of the TFSF technique has been described elsewhere [4]. A soft-source is when the electric field is specified at several points in the propagating medium. These points act like temporary point charges and the electric field will propagate away from the points. By choosing the correct location and phase relation, it is possible to specify any incoming pulse shape. This technique is used to introduce Gaussian pulses into the system. The absorbing boundary conditions do not interact with the source since the Gaussian pulse goes to zero before reaching the system boundaries, so stability is not an issue. One inconvenience of this implementation is that it requires that the system defined be large enough to encompass the entire pulse.

For propagation inside a nonlinear medium, there are several different approaches [4, 6-8] and we chose to follow [6]. We start with Maxwell’s equations in a medium with no free charges (note, equations are in MKS units):

\[
\frac{\partial \vec{D}}{\partial t} = \nabla \times \vec{H} \quad \text{(1)}
\]

\[
\vec{D} = \vec{E} + \vec{P} \quad \text{(2)}
\]

\[
\frac{\partial \vec{H}}{\partial t} = -\frac{1}{\mu_0} \nabla \times \vec{E} \quad \text{(3)}
\]

The standard FDTD notation is to represent each field in time with an upper index and the direction of the field with a lower index. The spatial coordinates of the field are given by the values in brackets. Equations (4) – (6) allow one to find each field in the x direction for the next time step. It should be noted, magnetic and electric fields are found at different space locations (staggered field approach), so they are found at different times as
well (they are separated by half a space and time step). For our code, we made use of a three dimensional representation and similar equations were used for the y and z directions:

$$\frac{D_x^{n+0.5}(i, j, k) - D_x^{n-0.5}(i, j, k)}{\Delta t} = \frac{H_y^n(i, j + 0.5, k) - H_y^n(i, j - 0.5, k)}{\Delta y} - \frac{H_y^n(i + 0.5, j, k) - H_y^n(i - 0.5, j, k)}{\Delta x}$$  \hspace{1cm} (4)

$$E_x^{n+0.5} = D_x^{n+0.5} - P_x^{n+0.5}$$ \hspace{1cm} (5)

$$\frac{H_y^{n+1}(i, j, k) - H_y^n(i, j, k)}{\Delta t} = \frac{1}{\mu_0} \frac{E_x^{n+0.5}(i + 1, j, k) - E_x^{n+0.5}(i, j, k)}{\Delta x} - \frac{1}{\mu_0} \frac{E_x^{n+0.5}(i, j + 1, k) - E_x^{n+0.5}(i, j, k)}{\Delta y}$$ \hspace{1cm} (6)

$\Delta t$ is one time step and $\Delta x$ (or $\Delta y$) is one step in space (the Courant stability criteria is used, $\Delta t = \Delta x/2/c$). The superscript denotes the time step (i.e. time step n or n+0.5). In our code, all space dimensions are identical.

The polarization term in (5) can be expanded into several different linear and nonlinear terms. This presents a problem when attempting to determine stability criteria. When using linear FDTD, normally one requires the cell size be at maximum $\lambda/10$ [4]. This same criteria was used for our simulations, except it was required that the largest possible frequency be governed by this same restriction (dispersion limited the attainable frequencies to be reasonable). Looking at the linear portion of $P_x$, three Lorentz poles were used. Using these poles, it is possible to represent the index of refraction over a wide frequency range using the well known Sellmeier parameters [9]. Looking at the example of one pole, we see that it is possible to transform the equation from the frequency domain into the time domain.

$$\tilde{P}_L(\omega) = \chi_L^{(1)} \tilde{E}(\omega) = \frac{\varepsilon_0 \varepsilon_L \omega_L^3}{\omega^3 - 2j \omega \delta_L - \omega^2}$$ \hspace{1cm} (7)

$$\omega_L^2 \tilde{P}_L(t) + 2\delta_L \frac{\partial \tilde{P}_L(t)}{\partial t} + \frac{\partial^2 \tilde{P}_L(t)}{\partial t^2} = \varepsilon_0 \Delta \varepsilon_L \omega_L^2 \tilde{E}(t)$$ \hspace{1cm} (8)
where $\Delta e_L$ is a scaling factor, $\omega_L$ is the pole frequency, and $\delta_L$ is the damping factor. The time domain equation can then be transformed into an FDTD form using central differencing for the time derivatives. Notice that we solve for the polarization, not the electric field.

\[ P_{L}^{n+0.5} = a_L P_{L}^{n-0.5} + b_L P_{L}^{n-1.5} + c_L E^{n-0.5} \]

\[ a_L = \frac{2 - \omega_L^2 \Delta t^2}{1 + \delta_L \Delta t} \]

\[ b_L = \frac{\delta_L \Delta t - 1}{1 + \delta_L \Delta t} \]

\[ c_L = \frac{E_0 \Delta e_L \omega_L^2 \Delta t^2}{1 + \delta_L \Delta t} \]

For our model, we included two Raman nonlinear terms and Kerr nonlinearity. The Raman nonlinearity can be modeled under the Born-Oppenheimer approximation [10] as:

\[ P_{R}(t) = E_0 E(t) \left[ \chi_0^{(3)}(t) \ast E^2(t) \right] \]

\[ \chi_0^{(3)} = \chi_R^{(3)} g_R(t) \]

and we let

\[ S(t) = \chi_0^{(3)} \ast E^2(t) \]

where $\ast$ represents convolution and $g_R$ is the response function for the Raman nonlinearity. We now must solve for the auxiliary variable $S(t)$. A Raman oscillator in an electric field may be thought of as a driven, damped harmonic oscillator [11]. This allows us to represent the Raman nonlinearity as a retarded response function in frequency space, and we can follow the same procedure as for the Lorentz poles.

\[ \chi_0^{(3)}(\omega) = \frac{\chi_R^{(3)}}{\omega^2 + 2j \omega \delta_R - \omega^2} \]
\[ S^{n+0.5} = a_n S^{n-0.5} + b_n S^{n-1.5} + c_n (E^{n-0.5})^2 \]  \hspace{1cm} (17)

\[ a_n = \frac{2 - \omega_n^2 \Delta t^2}{1 + \delta_n \Delta t} \]  \hspace{1cm} (18)

\[ b_n = \frac{\delta_n \Delta t - 1}{1 + \delta_n \Delta t} \]  \hspace{1cm} (19)

\[ c_n = \frac{\chi_n^{(3)} \omega_n^2 \Delta t^2}{1 + \delta_n \Delta t} \]  \hspace{1cm} (20)

To represent the Kerr nonlinearity, we assume it is instantaneous and hence we find:

\[ P_n(t) = \varepsilon_0 \chi_n(1) E(t) \int \delta(t-t') E^2(t') dt' \]  \hspace{1cm} (21)

\[ P_{n+0.5} = \varepsilon_0 \chi_n^{(3)} (E^{n+0.5})^3 \]  \hspace{1cm} (22)

Combining all the polarization terms, we can now modify (5) where we take the sum over all Lorentz and Raman poles as well as include Kerr nonlinearity so that we have:

\[ P^{n+0.5} = \sum P_{n+0.5} + \sum P_{n+0.5} + P_{n+0.5} \]  \hspace{1cm} (23)

where

\[ P_{n+0.5} = \varepsilon_0 E^{n+0.5} S^{n+0.5} \]  \hspace{1cm} (24)

Substituting (23) into (5), we can solve for the electric field at the n+0.5 time step using the equation:

\[ E^{n+0.5} = \frac{D^{n+0.5} - \sum P_{n+0.5}}{\varepsilon_0 \left( \varepsilon_0 + \sum S^{n+0.5} + \chi_n^{(3)} (E^{n+0.5})^2 \right)} \]  \hspace{1cm} (25)

Equation (25) must be iterated to solve for the electric field. Using the procedure outlined above, it is possible to find the magnetic and electric fields at all points in space for all time. The only limit on resolution and model size is computer memory and processing time. The medium can be completely specified over all space and be made arbitrarily complex by varying any of the material parameters. One technical point, to ensure stability,
each direction (i.e. x, y, z) had the medium specified since the field points are not collocated. This allowed for a more accurate representation of curved surfaces since not all three fields were guaranteed to be enclosed by the surface. Using this model, it is possible to look at many different systems.

2.2 Model Verification and Limits

Several tests were performed to ensure the model was accurate. These tests were in general successful, but also revealed some limitations of the model. Understanding the limitations is useful when distinguishing real effects from numerical artifacts during simulations.

The first test performed was measuring reflection and transmission at normal incidence from a boundary. This test was performed using a 1-D simulation. The test simulated a piece of dispersion free glass (with no nonlinearity) in air. Reflections from the front and back faces of the glass (and subsequent re-reflections inside the glass) were the correct intensity as predicted by Fresnel’s equations [3]. The second test was of a nonlinear piece of glass surrounded by linear pieces of glass. This tested to see what, if any, type of reflection a discontinuity in nonlinearity would produce. It was found that there was a small reflection (on the order of 0.1%) which had a smaller temporal FWHM than the incoming pulse and the pulse shape was no longer Gaussian. This result agrees with the commonly used model of Kerr nonlinearity:

\[ n = n_0 + n_2 I \]  

Using an estimate for \( n_2 \) and I, the expected and measured magnitude of the reflection due to index mismatch agree. The decrease in temporal FWHM occurs because for the edges of the pulse, the nonlinear correction is much smaller and hence there is less reflection. For the peak of the pulse, the expected reflection is largest and this causes the pulse to deviate from a Gaussian shape.

The second test performed was to measure the reflection from the absorbing boundary conditions. Ideally, there should be no reflection; however, there is always some. Also, the percent reflection changes depending on the angle of incidence and the width of the
absorbing medium. To test absorption, either normal incidence or light scattered from a spherical particle was used. Using four cells as an absorbing boundary, the reflection had a worst case of 1% of the incoming light. Using ten cells, the reflection was less than 0.01% for all angles of incidence. For this reason, all absorbing boundaries were kept at least ten cells wide to reduce numeric error.

The third test was to generate a temporal soliton inside a medium. A soliton occurs when an ultrafast pulse passes through a nonlinear medium and the pulse neither broadens nor steepens and retains its original profile. This occurs when dispersion and self-steepening exactly cancel each other. This type of experiment had been done before using FDTD [6] and we reproduced those results. In the experiment, a femtosecond pulse impinges on fused silica. Using the correct intensity, dispersion parameters and strength of the nonlinearity, soliton behaviour with the rise of a daughter pulse (also seen in [6]) was observed. If dispersion was increased, pulse broadening occurred instead. If dispersion was reduced, a higher intensity was used or a larger Kerr nonlinearity was used than previously, carrier and/or envelope self-steepening was observed. Depending on the parameters chosen, either carrier or envelope shock could be induced. This behaviour had been predicted before using a different approach [12] and our results agree with their predictions.

Figure 1. Envelope self-steepening after passing through a medium.
This self-steepening behaviour represents a limitation on the model. In a physical system, self-steepening would occur until either an optical shock occurred, or dispersion spread the pulse. However, while this self-steepening is occurring, high frequencies are generated in the pulse. Using FDTD, normally one requires that the cell size be smaller than $\lambda/10$ [4]. As the high frequencies are generated, this condition is violated. Once this occurs, the program eventually becomes numerically unstable, and the electric field begins to grow exponentially while generating more high frequency components. This type of instability limits what can be modelled physically. It is a particular problem when combined with 2-D or 3-D simulations since self-focussing increases the peak intensity and hence the amount of self-steepening that occurs. If one point in the simulation reaches a critical instability, the instability will spread or cause the simulation to fail entirely. This type of instability can occur with either Kerr or Raman nonlinearities, but normally the Raman nonlinearity must be resonant and larger than the Kerr nonlinearity needed to generate similar effects.

As mentioned above, self-focussing may be observed in 2-D or 3-D. This only occurs if using a Gaussian pulse or light which has been scattered from an object (self-focussing requires an inhomogeneous spatial profile). This was observed while testing to ensure that diffraction occurs if using a tightly focussed Gaussian beam. To test this, the one edge of the
medium is taken to be the focal plane of a Gaussian beam. The beam was then allowed to propagate freely with absorbing boundary conditions on the sides. With this arrangement, diffraction was observed when no medium was present. However, if a nonlinear medium was present, diffraction was reduced. In principle, it is possible to choose medium parameters to generate a spatial soliton (diffraction and self-focussing cancel) which is analogous to the temporal soliton generated previously, but this was not attempted during testing.

One limitation related to focussing was that the paraxial approximation was used to represent the Gaussian beam. Using the paraxial approximation, it is not possible to generate a wavefront which will become a subwavelength beam spot as the beam propagates (the beam will only focus to a wavelength size spot or greater). This led to problems if one wanted to have the focal plane in the center of the medium. This limitation could be overcome by using the proper tightly focussed representation first outlined by Richards and Wolf [13]; however, for our applications, this was not a concern and the increase in complexity was not needed since we used the front face of the medium as the focal plane for a Gaussian beam.

The final test was to ensure that the Raman nonlinearity behaved correctly for the generation of a CARS signal. For this test, we used a resonant Raman term along with nonresonant terms (one electronic and one Raman nonresonant term) and observed changes in the CARS signal generated in the forward direction (for further explanation of the resonant and nonresonant terms, see section 4.1). It can be shown [14] that the CARS signal strength is dependent on the nonlinear susceptibility, pump intensity and the Stokes intensity:

\[ S_{\text{CARS}}(\omega_{AS}) \propto |\chi^{(3)}_{\text{CARS}}|^2 I_P I_S \]  \[ 27 \]

The first test of our Raman model was to measure the dependence of the CARS signal on the pump and Stokes intensity. From equation (27), we expect a linear dependence on the Stokes intensity and a quadratic dependence on the pump intensity. Our model matches these expectations quite well as may be seen in the figures below:
A second test of CARS generation was to examine the line shape of the CARS signal when the frequency difference between the pump and Stokes was tuned away from resonance. To predict the line shape, we must expand the expression for the susceptibility in (27). Neglecting one photon resonances, the third order susceptibility may be obtained from perturbation theory [15]:
\[
\chi_{\text{CARS}}^{(3)} = \eta_{\text{NR}} + \frac{A_i}{\omega - 2\omega_p - i\Gamma_i} + \frac{A_j}{\omega - (\omega_p + \omega_s) - i\Gamma_i} + \frac{A_j}{\omega - 2\omega_s - i\Gamma_i} + \sum_R \left[ \frac{A_R}{\omega - (\omega_p - \omega_s) - i\Gamma_R} \right]
\]

where \(\eta_{\text{NR}}\) represents nonresonant, frequency independent electronic contributions (frequency independent since the terms are far from resonance), \(t\) denotes two-photon electronic transitions, \(R\) denotes Raman transitions and \(A\) is the scaling factor for the strength of the transition. If near-IR frequencies are used, all of the electronic and nonresonant Raman contributions can be combined into one nonresonant term as \(\chi_{\text{NR}}\) [15]. This allows us to expand equation (27) in terms of resonant and nonresonant contributions:

\[
S_{\text{CARS}} \propto |\chi_R^{(3)}|^2 + 2\chi_{\text{NR}}^{(3)} \text{Re}(\chi_R^{(3)}) + |\chi_{\text{NR}}^{(3)}|^2
\]

From equation (29), we see that there are different contributions to the expected line shape of the CARS signal as the signal is detuned from resonance. There is a frequency independent nonresonant term, a frequency dependent resonant term and a mixing term which is proportional to the real part of the resonant term. The parameters used for the simulations below are the same as those used in section 4.3. The three constituents of \(\chi^{(3)}\) are illustrated in figure 5:
Figure 5. Different contributions to CARS line shape (typical max value is 1e-20 (m/V)^2).

We can compare the line shape generated using the FDTD model and our predicted line shape which is the sum of the three constituents. This may be seen in figure 6:

Figure 6. Theoretical and FDTD CARS line shape near resonance (typical max value is 1e-20 (m/V)^2).
We see from figure 6 that the FDTD model matches the predicted line shape reasonably well. There is a slight deviation for detuning below resonance and larger deviation above resonance; however, the deviations are not significant while operating on resonance. This confirms our use of the model for CARS signal generation and allows us to proceed with confidence in further experiments.

The testing undertaken illustrated that the model chosen agrees well with physical systems. It also illustrated the one significant limitation of the model. High intensity or strong nonlinearity can cause catastrophic self-steepeening. This leads to a numerical instability which generates an unphysical electric field. This can become an issue if any point in the system has a very high intensity. For example some experiments were limited since focussing and/or local field enhancements due to scattering increased the electric field to unsustainable levels. This could be overcome by using techniques where the cell size is variable and regions of instability have smaller cell size [4]. However, these multigridding techniques greatly complicate the code while providing little benefit if there are many regions which may experience instability (since most of the code must switched to a small grid size) or the regions of instability are unknown prior to running the simulation. Both drawbacks of multigridding affected our scattering simulations. For such cases where instability did occur, either the geometry was changed or the pulse intensity was reduced to ensure stability. In general the model gives an accurate representation of physical systems and allows us to proceed with confidence for future experiments.
3 Myelin Sheath

A first test case for the model was provided by Dr. Andy Risdale of the Ottawa Health Research Institute (OHRI). Dr. Risdale had taken measurements of live nerve fibers \textit{in vitro} and detected an unusual signal that could not be explained. The signal was a broad bandwidth weak signal that originated from the myelin sheath of the nerve fibers. This signal allowed detailed images of myelinated axons without the addition of exogenous dyes. Dr. Risdale requested we try and determine the origin of this signal in order to determine if it would be viable to use these measurements for further experiments.

3.1 Physical Measurements

The myelin sheath is a highly ordered structure that envelopes the main nerve axon and is found around most nerves. The myelin is white; hence giving rise to the name white matter (it is not present in grey matter). Its main function is to assists in the conduction of action potentials along the nerve. The sheath is lipid rich and exhibits birefringence in both the radial and axial directions [16]. In large nerves, individual fibers are bound together by collagen to form one bundle. In the experiments performed, individual axons were studied by first physically separating the axons at the ends of the main bundle. The axons were then examined after treating the nerve bundle with collagenase which removed the binding collagen and allowed the fibers to separate.

To examine the nerves, a microscope using a femtosecond laser operating around 800 nm was used as the light source. The pulses were approximately 60 fs long and the average power at the sample was varied from 20 to 80 mW. An oil immersion lens (NA 1.3) was used to focus the light onto the sample. A galvanometer was used to raster scan the sample for each image. The raster scanning allowed examination of the whole structure while ensuring heating of the sample and possible photo-damage of the sample was minimized.

Two mutually exclusive techniques were used to examine the output signal. Using dichroic mirrors and short pass filters, the spectrum of the entire signal could be examined
by blocking all wavelengths greater than 680 nm (effectively blocking the incoming laser pulse and any scattered light from that pulse). The spectrometer used to measure the signal had a functional measurement range of approximately 400 to 700 nm. Time-correlated single photon counting (TCSPC) was used for time resolved measurements of the signal. The time measurements were calibrated to use the laser pulse as time zero and provided picosecond time resolved measurements of signal decay.

When the bulk nerve fiber was examined, very little signal in either the forward or backward direction was observed. When nerve endings that had been physically separated were examined, a second-harmonic generation (SHG) was observed. This signal closely resembled the signal which may be observed from collagen taken from other parts of the body. Furthermore, the body collagen and the nerve fiber collagen-axon mixture exhibit a similar fibrous structure when imaged, as may be seen in figure 7. The second harmonic signal is much stronger in forward direction for both samples.

![Figure 7. Second harmonic generation from (a) nerves (running up the page) and (b) collagen (across the page).](image)

After the nerve had been treated with collagenase, a weak broadband signal could be observed. Most of the individual fibers exhibited a signal of similar strength which was localized to the myelin. This signal allowed detailed images of the myelin morphology to be taken since the axon only weakly emitted.
Figure 8. Broadband signal emitted from the myelin sheath.

The signal was detected in both the forward and backward directions and has a similar spectrum in each direction (overall intensity in the forward and backward direction was not assessed by Dr. Risdale). The epi-detected (backward directed) signal was much weaker than the light scattered by the incoming laser pulse (without the short pass filter, the signal could not be distinguished). A sample spectrum taken in the epi-direction is included below.
Using time-resolved measurements, it was found the signal contains at least two decay terms (it was not possible to determine if an instantaneous nonlinear signal was present). The two decay terms had decay constants of approximately 0.5 ns and 2.8 ns. This type of decay is characteristic of fluorescence and this is the likely source of such behaviour. Unfortunately, as mentioned above, it was not possible to differentiate which frequencies were emitted at which times.

3.2 Simulations

Our initial hypothesis was that the myelin sheath has a significantly larger third order susceptibility than the axon, leading to a much larger nonlinear signal caused by self-phase modulation. SHG may contribute since the fiber is birefringent, but the broad bandwidth of the emitted signal is consistent with self-phase modulation. If this is the case, the likely reason this signal is not seen in the bundled fiber (and in the separated ends) is that the presence of the collagen scatters the incoming light, limiting the generation of the signal. Furthermore, if self-phase modulation is the predominant method of generating the signal, we would expect a strong signal in the forward direction but a very weak signal in the epi-direction since the only backwards going signal should originate from reflections from the various interfaces present. This would be consistent with observed signal. Finally, the fact that the myelin is a dense, ordered structure lends credence to the hypothesis that the
nonlinear susceptibility would be higher than that of the axon which is much less dense and is heterogeneous.

To model the axons, a simple model was chosen of two concentric cylinders. Since the axons are very long axially (perpendicular to the direction of laser propagation), a 2-D model was used (periodic in y, absorbing boundaries in x and z). The individual axons vary in size but are on average approximately 10 μm in diameter with the myelin sheath having a width of approximately 1μm which surrounds the axon. The geometry used is illustrated in figure 10.

![Focused Laser](image)

Figure 10. Geometry used to represent myelinated axon.

Two sets of simulations were performed. For the simulations, less intense but shorter femtosecond pulses were used to excite the medium than were used in experiments. This was done since instabilities due to self-steepening were observed in some simulations. The first set of simulations was two 1-D simulations which ignored the curvature of the nerve and the Gaussian spatial profile of the incoming pulse. The first 1-D simulation was of two thin highly nonlinear surfaces surrounding a weakly nonlinear bulk (i.e. pulse hitting the central axis of the nerve). The second 1-D simulation was a shorter bulk substance which was highly nonlinear. This represents hitting the nerve off axis and only interacting with the myelin sheath. For these experiments, the Raman nonlinearity was insignificant, the weakly nonlinear medium had $\chi^{(3)}_{\text{Kerr}} = 1\times10^{-21} \text{ (m/V)}^2$ (similar to water) while the highly nonlinear medium had $\chi^{(3)}_{\text{Kerr}} = 1\times10^{-18} \text{ (m/V)}^2$. The center wavelength used was 790 nm. For both simulations, the epi-detected spectrum was examined. The results of the 1-D simulation support our hypothesis and are included below.
Figure 11. Spectrum from 1-D Simulation: Centered on Axon.

Figure 12. Spectrum from 1-D Simulation: Through Myelin Only.

For the 2-D simulations a tightly focussed Gaussian (objective of NA = 1.2) pulse was used to probe the structure with the incoming pulse being either on or off axis. The off-axis pulse was positioned so that the center of the pulse struck just beyond the axon-myelin sheath boundary. Again, the spectrum of the epi-detected field was then examined for each case.
Figure 13. Spectrum from 2-D Simulation: Centered on Axon.

Figure 14. Spectrum from 2-D Simulation: Off-Center of Axon.

From the spectrums in figures 11 and 13, we see that the epi-detected signal from the center of the axon is very small and is mostly due to the tail edge of the incoming pulse. However, the signal from the off-axis has a much stronger nonlinear signal which exhibits the broadband nature that had been previously measured, as may be seen by comparing figures 9 and 12. The 2-D equivalent in figure 14 does not agree quite as well. One likely reason for this is the placing the focal plane of the pulse before the axon. In the experiments, the pulse was focussed inside the nerve (along the midplane). In our simulations, the pulse
has already diffracted by the time it reaches the myelin with the diffraction being even larger for the off-axis case. Higher input intensity could correct for this, but that led to instability. Furthermore, if the intensity of the 1-D simulation is reduced, the spectrum of the detected signal closely resembles figure 14. These results would seem to confirm our hypothesis that most of the broadband signal comes from continuum generation in the myelin sheath.

To truly confirm our hypothesis, additional tests are required. We would expect that the spectrum to become less broad as the incoming laser intensity is decreased since spectral broadening is proportional to the intensity (increasing the intensity leads to damage and plasma generation which gives a much different signal). We would also expect the forward propagating signal to be much stronger than the epi-detected signal since the epi-signal likely only comes from reflections.

If our hypothesis of a large nonlinear susceptibility being present in the myelin sheath is confirmed, this opens up a few possibilities. First, this would represent a new way of studying nerves using nonlinear microscopy. Many diseases (e.g. multiple sclerosis) are tied to destruction of the myelin sheath. Using this new form of microscopy may present a new way to monitor and study these diseases. Second, if the susceptibility is very large, this may provide clues on ways to design new highly nonlinear organic polymers. This is an area of active research and having a new physical system to examine will offer insight into possible new design approaches. Finally, it may be possible to utilize the myelin sheath itself for some applications. It is biologically compatible and may prove useful in some designs.
4 CARS Microscopy

CARS microscopy is a type of nonlinear microscopy which shows great potential for work with biological systems. The ability to achieve chemical specificity with high resolution and 3-D sectioning achieves the three main objectives of optical microscopy. When CARS microscopy was first demonstrated, there were many problems which limited its use. However, in recent years, new techniques have been developed which have greatly advanced the field and achieved new levels of sensitivity. However, resolution has not improved significantly beyond what was initially achieved. We propose new technique which has the potential to achieve much higher axial resolution than any current nonlinear microscopy (excluding NSOM) which will be called interferometric CARS microscopy or I-CARS. To test this proposed technique, the FDTD model developed was used to test the predicted resolution. These tests agreed with the prediction. A few possible applications of this new technique are presented to conclude.

4.1 Introduction to CARS Microscopy

CARS spectroscopy was first demonstrated by Maker and Tehrune [17] in 1965 and has been used as a tool for chemical spectroscopy of many systems since. Duncan et al. [18, 19] first combined CARS with microscopy using visible dye lasers. However, the required phase matching geometry was difficult to implement with a traditional microscope and required noncollinear input beams. Also, the use of visible light for the pump and Stokes signals led to a large nonresonant background signal due to autofluorescence. This limited its applicability since the nonresonant background is not chemical specific. In 1999, Zumbusch [20] et al. sparked renewed interest in CARS microscopy by employing near-infrared lasers in a collinear geometry. The use of tight focussing ensured phase matching was satisfied in the forward direction [20] making signal detection substantially easier while near-infrared lasers reduced the nonresonant background. The phase matching condition (see figure 15) is relaxed for tight focussing because the short interaction length and the large cone angle of wave vectors near the focus ensures phase matching occurs.
Figure 15. Phase matching condition for CARS generation: \( k_s \) is the Stokes wavevector, \( k_p \) the pump and \( k_{AS} \) the anti-Stokes.

While the nonresonant background was reduced, it remained the limiting factor to achieving higher sensitivity using CARS microscopy. To illustrate this, we look at the generation of the CARS signal in a medium:

\[
P_{\text{CARS}} = \sum P_{\text{NR}} + P_R = (\sum \chi_{\text{NR}} + \chi_R)E_PE_P^*E_S^*
\]

where NR stands for nonresonant, R for resonant, P for pump, P' for probe and S for Stokes. In most experimental situations, the same frequency is used for the pump and probe. The resonant susceptibility is due the Raman susceptibility of the molecules which will be enhanced if the pump and Stokes pulses are tuned to the vibrational mode of the molecule. The nonresonant signal is generated by either nonresonant Raman modes or nonresonant electronic nonlinearities. These three methods of generation are illustrated below.

Figure 16. Three methods of generating the anti-Stokes signal, dashed lines are virtual states, solid real states (a) resonant Raman (b) nonresonant electronic (c) nonresonant Raman.

In many cases, the number of resonant vibrational modes is small and hence the resonant signal is weak. If the nonresonant signal is large in this case, this will limit
detection sensitivity. Several techniques have been developed to reduce this nonresonant background. The easiest technique to reduce nonresonant background is to use longer pulses since this give enhanced spectral resolution. By having the spectral width of the incoming pulses approximately the same as the Raman line width, most of the energy should go into the desired mode. This requires a laser source(s) which can generate phase-matched, tuneable picosecond pulses in the near-infrared, for example from an optical parametric oscillator (OPO). There are cases where using femtosecond pump pulses is desirable (multiplex-CARS which allows one to study many vibrational modes simultaneously), but for most cases, longer pulses are desirable.

Another common technique for eliminating the nonresonant background signal is to make use of epi-detection (E-CARS) [21]. As mentioned above, tight focussing leads to the phase matching condition for CARS generation to be met in the forward direction. The large cone angle of the focus simultaneously allows for the CARS signal to be generated in the epi-direction. However, because of phase mismatch, there is no signal emitted from the bulk material surrounding the resonant particle. Therefore, in the epi-direction, only subwavelength resonant particles are detected (see section 4.2 for further explanation of E-CARS signal generation).

A third way to reduce the nonresonant background is to use counter-propagating pump and Stokes beams which are overlapped at the focus (C-CARS) [15]. This ensures that the CARS signal is only generated from the desired volume. The nonresonant background is normally generated from outside the focal volume, and this is eliminated using C-CARS. Unfortunately, the temporal and spatial overlap necessary using C-CARS can be difficult to implement, limiting the applicability of this technique for many samples.

Polarization sensitive CARS (P-CARS) microscopy relies on the difference in depolarization ratios for the nonresonant and resonant signal [22]. Using a pump and Stokes which are not polarized in the same direction, the nonresonant and resonant signal will also be polarized in different directions related to the difference in depolarization ratios. By using a polarizer in the output beam path, it is then possible to extract a signal which is due only to the resonant portion (within the limits imposed by the polarizer extinction ratio). Even with a
large change in the polarization of the resonant and nonresonant signals, there is always some rejection of the resonant signal. If the change is small, this rejection prevents effective detection of the sample since too much of the resonant signal is rejected.

Coherent control [23, 24] is another method of reducing nonresonant background. With this technique, spectral phase control allows one to interfere the quantum pathways in a molecule so that only resonant signal is generated and nonresonant signal is suppressed. Using this technique, background free CARS using a single femtosecond pulse has been demonstrated [25]. In highly heterogeneous structures, or when using scanning mirrors, this technique can be difficult to implement since it becomes more difficult to overlap all the frequencies at one point in space.

A final technique which has been used for background suppression is pulse-sequenced CARS [26]. If the pump and Stokes pulses are tuned to a resonant vibrational level, some population will remain in that level even after the probe pulse interacts with the sample. However, for nonresonant transitions, there will be no population remaining. Therefore, if a second, time delayed probe pulse is used, a second CARS signal is generated from the remaining excited population. This may be thought of as the resonant level having a much longer dephasing time than the nonresonant levels. The signal from this technique is much weaker than the initial signal since the excited population is much smaller than when the pulses are overlapped.

While all of the above techniques offer improvements in CARS microscopy, they all address background suppression and sensitivity. Other than using NSOM CARS [27, 28], there has been no technique demonstrated to offer improvements in the resolution of CARS microscopy beyond those inherent to nonlinear microscopy. The coherent nature of the CARS signal allows one to design an experiment that would show significant improvements in the axial resolution.

4.2 Interferometric CARS

Under tight focusing, we expect the phase of the incoming pump and Stokes beams to be changing due to the Gouy phase shift and propagation effects. Since the Gouy phase
shift is affecting both beams, we will ignore it for the time being and instead focus on propagation effects. First we examine the change in phase of the forward propagating CARS (F-CARS) signal at the detector if a point particle moves inside the focal volume.

\[ E_{CA} = E_A \exp(ik_{CARS}(c - a)) \]  \hspace{1cm} (31)

while the signal at C due to B is given by:

\[ E_{CB} = E_B \exp(ik_{CARS}(c - b)) \]  \hspace{1cm} (32)

However, this ignores the change in phase of the pump and Stokes beams as they propagate from A to B (i.e. \( E_A \) and \( E_B \) do not have the same phase). Taking this into account, we find:

\[ E_B = E_A \exp(i(2k_{pump} - k_{Stokes})(b - a)) \]  \hspace{1cm} (33)

This can be further simplified by making use of the phase matching condition for CARS:

\[ 2k_{pump} - k_{Stokes} = k_{CARS} \]  \hspace{1cm} (34)

giving us

\[ E_{CB} = E_A \exp(ik_{CARS}(c - a)) \]  \hspace{1cm} (35)
This shows that the CARS signal in the forward direction always adds constructively (hence the large nonresonant signal from a bulk medium). However, this does not hold in the epi-direction.

![Diagram showing E-CARS signal generated by two point particles located inside a focal volume.](image)

Figure 18. E-CARS signal generated by two point particles located inside a focal volume.

If we again compare the detected CARS signal from two different points, but this time comparing E-CARS signals, we find:

\[
E_{DA} = E_A \exp(ik_{CARS} (a - d))
\]

\[
E_{DB} = E_A \exp(ik_{CARS} (a - d) + 2ik_{CARS} (b - a))
\]

We see that the position of the particle in the focal volume changes the phase of the epi-detected signal. When the signal is generated from a bulk medium, all points contribute to the epi-detected signal with a different phase, and hence we have a very small nonresonant signal. However, for a resonant medium which is subwavelength, only a small portion of the Rayleigh range contributes to the signal and this permits some signal to be detected. We expect that the epi-detected signal should initially grow as the particle increases in size since interference will be small but the excitation volume is increasing by a large percentage. Eventually, we should reach a point beyond which the signal will decrease as the size of the sample increases. This increase followed by a decrease as size increase has been confirmed by observation [21] and in models which fully account for tight focussing [15].

The phase change of the epi-detected signal opens up the possibility of a new type of correlation spectroscopy using CARS microscopy. If the epi-detected signal is heterodyned with a reference signal, it is possible extract the phase of the detected signal and from that determine the position of the particle in the focal volume. From (37), we expect the
interference signal to have a periodicity of $\lambda_{\text{CARS}}/2$, where $\lambda_{\text{CARS}}$ is the wavelength of the CARS signal inside the medium. In order to generate the necessary reference signal, either a reflection of the forward going CARS signal can be used, or an externally generated reference.

The first proposed technique would utilize the forward propagating nonresonant signal by reflecting it in the epi-direction. These types of reflections are already present in CARS microscopy, but are insignificant. CARS microscopy is often performed using a confocal microscope. These microscopes use a spatial filter (a pinhole) to reject light emitted from outside the focal volume (this allows 3-D sectioning in linear microscopy). One way to do increase the signal to noise ratio (SNR) of the interference signal would be to relax the usual confocal parameters. By either removing or enlarging the pinhole, more reflected light would be collected at the detector. This would not reduce the axial resolution since the resonant signal is only generated at the focus (and hence provides good axial resolution by default). Ideally, most of the epi-detected nonlinear signal would originate from one strong reflecting surface (e.g. a water-glass interface that naturally occurs in microscopy). This could be artificially designed if the natural back reflections were insufficient (i.e. use a weakly reflecting coating to enhance back reflection).

![Diagram](image1.png)

Figure 19. Proposed geometry for reflectance I-CARS.

The use of reflected nonresonant signal has two drawbacks and one advantage over an externally generated reference signal. One significant disadvantage is that there is no outside control of the amplitude of the reference pulse using this technique. Depending on the geometry used, this may appreciably reduce the SNR. The second disadvantage is that this technique requires the resonant medium to move relative to the reflecting one. If a significant part of the reflection is occurring at the interface of the water and the resonant medium, no phase difference will be observed as the particle moves, spoiling the
measurement. Also, if the whole sample should move (i.e. the microscope slide moves in the axial direction), this technique will not detect the change since a phase change will not occur. The one important advantage of the reflection pulse technique is that the reference signal is generated locally. This reduces the effect of changing external environment and changes in the medium surrounding the resonant scatterer.

Using an externally generated signal is similar to optical heterodyne detection (OHD), where interference effects may be used to increase sensitivity [29]. For the externally generated signal technique, we would make use of an apparatus similar to a traditional interferometer. A CARS signal would be generated and then overlapped with the incoming pump and Stokes signals. This reference pulse could then be extracted at the microscope and be allowed to interfere with the epi-detected signal. A possible apparatus is outlined below.

![Diagram of OHD I-CARS setup](image)

**Figure 20. Proposed geometry for OHD I-CARS.**

Using an externally generated reference pulse, as one can infer from the above discussion, has two advantages and one disadvantage when compared with the reflected technique. Either during generation or extraction, the external signal can be passed through a variable filter and have the amplitude of the pulse changed to match the epi-detected signal generated by the sample, thereby increasing the SNR. Also, since the extraction mechanism is fixed, movement of the whole sample (i.e. the microscope slide), will still show a change in signal. The one drawback of this technique is the building of an interferometer at the input of the microscope. Using a high NA lens, it would be difficult to place the beamsplitter close to the sample. This forces the interferometer to have long arms with many optics in each
arm. This leaves the apparatus prone to vibration and changes of the external environment as well as introducing loss. This is unlikely to be a problem in an optics laboratory, but may be a problem if it is desired to use this technique in a wide range of settings.

It would be possible to combine the two techniques to reduce the drawbacks. By using an externally generated reference pulse which is then reflected, it would be possible to adjust the strength of the reflected pulse. However, this would still have the disadvantage of not being able to detect movement of entire microscope slide. Also, it may prove difficult to phase match the externally generated signal with the locally generated nonresonant signal.

To include the Gouy effect, we will only use the paraxial approximation and not take into account the effects of tight focusing. It has been previously show that for small samples (<0.75 \( \lambda_p \)) the ratio E-CARS and F-CARS signals is the same if tight focusing is taken into account or if only the paraxial approximation is used [15]. Furthermore, since the CARS signal is generated at the focus, we will only look at the on axis phase (i.e. ignore change in phase due to the wave-front radius). We also ignore dispersion in finding the phase. This can be justified by the small lengths (less than a wavelength) that the light propagates over while passing through the focus. With these approximations, we find that the Gouy phase shift is given by [15]:

\[
\eta(z) = \arctan\left(\frac{z}{z_0}\right)
\]

where \( z_0 \) is the half the Rayleigh range and is given by

\[
z_0 = \frac{k \omega_0^2}{2}
\]

and \( \omega_0 \) is given by

\[
\omega_0 = \frac{0.61\lambda}{NA \sqrt{2 \ln 2}}
\]

where \( NA \) is the numerical aperture of the focusing beam. The phase of the electric field is then given by (for on axis beams only):
\[ \phi = kz - \eta(z) \]  \[41\]

Taking (41) into account, (36) and (37) must be changed. This then gives:

\[ E_{DA} = E_A \exp\left\{ i(k_{CARS} (a - d) - 2 \arctan(a / z_p) + \arctan(a / z_s)) \right\} \]  \[42\]

\[ E_{DB} = E_A \exp\left\{ i(k_{CARS} (a - d) + 2k_{CARS} (b - a) - 2 \arctan(b / z_p) + \arctan(b / z_s)) \right\} \]  \[43\]

where \( z_p \) is the Rayleigh range for the pump and \( z_s \) is the Rayleigh range for the Stokes. Comparing equations (36) and (37) with (42) and (43), we see that the Gouy effect will increase the period of the interference signal in the area of the focus. This can be illustrated by plotting the real part of the phase of equations (37) and (43) with “a” taken as zero (particle moving relative to the center of the focus).

**Comparison of Phase Change in I-CARS: Gouy Effect**

![Comparison of Phase Change in I-CARS: Gouy Effect](image)

Figure 21. Comparison of phase change at epi-detector: with Gouy effect vs. without.

Notice that in figure 21 there is more than one period inside the pump Rayleigh range (the Stokes has an even larger Rayleigh range). This indicates that even with the decreased periodicity, we still expect the interference signal to be useful in tracking particle movement.
4.3 FDTD Test of I-CARS

To further test this prediction and the viability of the two methods of generating a reference pulse, a 1-D FDTD simulation was performed (periodic boundary conditions in x and y, propagation along z). This simulation ignored the effect of tight focussing (cannot be accounted for in 1-D), but as shown above, this is a minor correction.

To test the reflection pulse technique, three different media were used with a background index of refraction equal to water. The first medium was a nonresonant CARS medium. To specify this medium, the strength of one Raman pole was set to zero while the other was set to be far off resonance. An electronic nonlinearity was also included in the nonresonant medium. A resonant medium was placed inside the nonresonant medium. The resonant had the same nonresonant Raman pole and electronic nonlinearity as the surrounding medium as well as a nonzero resonant Raman pole. For both the nonresonant and resonant media, dispersion was included and matched to water. The final media specified was a glass medium at the end of the nonresonant medium. The glass used a different dispersion relation than the nonresonant and resonant media but did include the same nonresonant nonlinearities as the other two media.

The decision to use the same dispersion relation for the nonresonant and resonant media was made so that the majority of the reflection would be generated by the glass-water interface. The glass medium would not be nearly so close to the resonant sample in practice (only separated by a few hundred nanometers in the simulation), but because focussing and diffraction are being ignored, this does not have a major effect. Also, the glass should be much thicker (millimetres instead of nanometers), but this was necessary to complete the simulation in a realistic time. This thin glass medium will generate a double reflection instead of the desired single reflection, but the narrowness of the medium means that interference between these two reflections is minimized. In a realistic sample, only the first reflection should play a role since we can use the confocal parameters to reject other reflections.

For the externally generated reference pulse, the same sample as above was used except the glass medium was removed. A test simulation allowed us to determine the
approximate magnitude required for the external signal. The same external signal was then used for all subsequent runs by adding it to the emitted field.

For both simulations, the resonant medium was moved in the z direction for each new trial. The resonant medium used was 200 nm wide. The pump pulse was 1200 nm while the Stokes pulse was 1700 nm. This gave a CARS wavelength of 927 nm. These wavelengths were chosen arbitrarily and for ease of computation. The pulses used had a FWHM of 140 fs, much shorter than the picosecond pulses normally used for CARS. This was done to speed up computation. To compensate for the broad spectrum the femtosecond pulses have relative to picosecond ones, the Raman resonance used was made wider. Furthermore, the off resonance terms were spaced further from the resonance term than in a real system. All of these changes do not alter the basic physics and do not invalidate the proof of principle experiment while greatly reducing the computational time required. Note, that because focussing was not used, the E-CARS signal is generated for any location of the resonant medium within the limits of dispersion. Because of this, the simulation results extend over a range larger than the Rayleigh range of the pump.
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**Figure 22.** Detected interference signal generated using reflection I-CARS.
Figure 23. Detected interference signal generated using OHD I-CARS.

Looking at figures 22 and 23, we see that the periodicity is indeed $\lambda_{\text{CARS}}/(2n)$. We also see that the external reference pulse technique gives a more uniform interference pattern. This is due to the fact that there is a modulation of the F-CARS resonant signal depending on where the resonant medium is placed. This modulation occurs because the position of the resonant medium changes at which point on the incoming pulses the necessary phase matching occurs. The modulation would be washed out by a much larger nonresonant signal in a real sample.

From figures 22 and 23, we can see that the improvement in axial resolution should be greater than $\lambda_{\text{CARS}}/(2n)$. For example, if we measure two points per period (i.e. peak and trough), we achieve a resolution of $\lambda_{\text{CARS}}/(4n)$. Depending on the SNR, it should be possible to achieve even higher resolution. Using $\lambda_{\text{CARS}}/20$ (between seven and eight points per period or nine or ten points with the Gouy effect taken into account), we can estimate the improvement in resolution that can be achieved in a real system. Using a microscope tuned to improve resolution, an axial resolution of 750 nm using CARS with a pump wavelength of 711.5 nm and a Stokes wavelength 908.3 nm of has been reported while looking at a melamine beads ($\omega_s = 3.28 \, \mu\text{m}$) [30]. Using $\lambda_{\text{CARS}}/20$, we would expect to get a resolution of
approximately 30 nm. If this can be experimentally verified, it would represent an improvement of 25 times over what has been reported.

### 4.4 Applications of I-CARS

Achieving a resolution of 30 – 50 nm is better than previously reported values for NSOM CARS (128 nm resolution was reported in [27]), but less than some other types of NSOM [27]. However, CARS microscopy can be used to probe objects deep to the surface whereas NSOM is restricted to surface microscopy. More importantly, CARS microscopy does not require the presence of a tip near the sample and can be performed easily on dynamic, live systems. It should be noted that NSOM does posses significantly better lateral resolution, but for some applications, this would not be an issue.

One such application could be the study of the movement of biomembranes inside a dynamic system. A single membrane is approximately 8 nm thick [31], so this technique can monitor membrane movement on a length scale comparable to that of the sample itself. Many different chemical and biological reactions can cause the membrane around a cell to shrink or swell. Using CARS microscopy, it would be possible to monitor this swell on small length scales with microsecond time resolution (assuming kHz repetition rate laser used for image acquisition). For example, when bacteria invade a cell, the two membranes merge and the cellular volumes are combined. This process would be expected to cause the membrane of both cells to shift significantly, and I-CARS should be able to monitor these movement.

Another possible application is studying the effect of protein insertion inside a membrane. Traditionally, to perform this experiment, a membrane is stretched across a glass slide. Proteins are then added to the membrane. Since the proteins are soluble in the membrane, they will settle inside the membrane and change the surround topography and this may be examined using NSOM or AFM, both of which are slow techniques. Using CARS, the system could be quickly scanned in order to measure the change in topography. Furthermore, if more than one protein type is used, once the change in topography was measured, the CARS signal could be tuned to a Raman mode unique to one of the proteins and locate where each type of protein had settled. This could all be performed remotely and in real-time.
A final application that may be possible is monitoring the transport of material in and out of a cell. For some types of material, protein channels are used as guides for transport in and out of the cell. By monitoring these channels, it would be possible to measure the rate of travel inside the channel and estimate the total number of objects being transported in or out of the cell (there are often many channels in one cell). By measuring these factors, it would be possible to measure the dynamic response of a cell to local stimuli rather than rely on average response of many cells. This would be the biological equivalent of monitoring different constituents during a chemical reaction. With current sensitivity limits, this may not be possible; however, sensitivity of CARS microscopy has improved significantly and is likely to continue to do so. When the sensitivity reaches a sufficient threshold, this monitoring of cell flux will likely prove of great interest.

4.5 1-CARS: Beyond E-CARS

The interferometric technique presented using E-CARS can also be used in C-CARS to improve the resolution in both the forward and epi-directions. In the forward direction (forward defined as direction of propagation of the pump beam), the periodicity is half the Stokes wavelength:

\[ E_{CA} = E_A \exp(ik_{CARS}(c-a)) \]  \hspace{1cm} (44)

\[ E_{CB} = E_A \exp(ik_{CARS}(c-a) + i2k_s(b-a)) \]  \hspace{1cm} (45)

In the epi-direction, the period is one quarter of the pump wavelength (which is smaller than half the CARS wavelength):

\[ E_{DA} = E_A \exp(ik_{CARS}(a-d)) \]  \hspace{1cm} (46)

\[ E_{DB} = E_A \exp(ik_{CARS}(a-d) + i4k_p) \]  \hspace{1cm} (47)

However, taking the Gouy effect into account shows that it has more of an effect for the C-CARS case. This occurs because the partial cancellation that occurs for the E-CARS case (the Stokes field is a complex conjugate, hence the Stokes Gouy phase shift subtracts
from that of the pump and probe) is instead an addition in this case because of the change in the propagation direction:

\[ E_{DA} = E_A \exp\left\{i(k_{\text{CARS}}(a - d) - 2\arctan(a/z_p) - \arctan(a/z_i)) \right\} \]  \hspace{1cm} (48)

\[ E_{DB} = E_A \exp\left\{i\left( k_{\text{CARS}}(a - d) + 2k_{\text{CARS}}(b - a) + 2k_z(b - a) \right) - 2\arctan(b/z_p) - \arctan(b/z_i) \right\} \]  \hspace{1cm} (49)

Using similar reasoning as above and again assuming several sample points per period, we expect a resolution of \(\lambda_p/40\). Using the same numbers as above, we would expect a resolution of approximately 18 nm. This is 1.7 times better than when using E-CARS and 42 times better than what has previously been reported. The one problem with using C-CARS is that generating and introducing the reference signal would be more problematic. Also, for non-interferometric CARS, temporal and spatial overlap of the counter-propagating pulses has less strict requirements than would be necessary for I-CARS (adding another layer of difficulty in implementing this technique).

Finally, the interferometric technique introduced here is applicable to any coherent nonlinear signal which is emitted in the epi-direction from a subwavelength source (either a particle or surface). The period of the interference signal will always be \(\lambda_{\text{nonlinear}}/2n\). Unless a noncollinear geometry is used, forward going signals will not change phase according to where in the focal volume the particle is located. This technique could be used with SHG, for example, to monitor surface movement (similar to using CARS to monitor membrane movement).
5 Microscopic Scatterers

When dealing with nonlinear optics, we are often dealing with mesoscopic heterogeneous systems. The nonlinearity of the system may be contained in the host medium, some dispersed scatterers or both. The scatterers may be dielectrics or metals. These types of systems have been theoretically examined in both the linear and nonlinear regimes, but only with simplifying assumptions which limit the applicability of the solution to certain regimes. The FDTD model that was developed for examining nonlinear microscopy is ideally suited to look at the regimes which are not soluble using analytic arguments.

5.1 Introduction to Mesoscopic Scatterers

A mesoscopic system is generally defined as one where one is not dealing with individual atoms or molecules and it is possible to average over many atoms in order to determine material behaviour, but the system is not macroscopic. For our purposes, mesoscopic refers to a system where the individual components are less than a wavelength of light in length. Some authors require that each component be shorter than a wavelength of light inside the component (i.e. length < $\lambda/n$), but this requirement is not necessary using FDTD.

The linear behaviour of mesoscopic systems has been previously addressed for certain cases. The best known results are those of Lorentz [11], Bruggeman [32], and Maxwell Garnett [33]. Porous silicon has many interesting optical properties in isolation [34, 35] and has been suggested as a possible nanocomposite by filling the pores with another nonlinear substance [36]. Layered structures have been explored both theoretically [37] and experimentally [36, 38].

Lorentz addressed the issue of the local field experienced by a molecule in a homogeneous medium. This correction leads us to expect an enhancement of the nonlinear susceptibility over what is predicted by strictly atomistic theories and is often represented by
the Lorentz-Lorenz law. This correction has been covered in many other sources [11, 39] and will not be addressed further.
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Figure 24. Different mesoscopic geometries: (a) Bruggeman, (b) porous silicon and (c) layered geometry.

The work of Bruggeman dealt with two intermixed components. This may be best thought of as two immiscible liquids which form a chaotic structure. This type of model has been extended to include nonlinearity [40]. Porous silicon may be formed by etching cylindrical holes in silicon. These holes may then be filled with liquids which exhibit nonlinearity. Layered structures are formed using standard deposition techniques and have alternating subwavelength layers which exhibit nonlinearity. These three structures were not investigated during this work, but in principle could be using the FDTD system developed.
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Figure 25. Maxwell Garnett geometry.

We chose to examine Maxwell Garnett structures. These systems are characterized by small spherical inclusions inside a host medium. The decision to look at these systems was made because some kinds of microscopy may be viewed as many independent scatterers which are densely packed. For example, in CARS microscopy, we may investigate a system
in which there are many targeted molecules confined to a small volume, but the individual Raman molecules are non-interacting.

Traditionally in Maxwell Garnett systems, it is assumed that the inclusions have radius \( a \) and the centers are separated by at least a distance \( b \). Furthermore, it is assumed that \( a \ll b \ll \lambda \). These assumptions allow for the prediction of the linear dielectric properties of the system [41 and references therein] and nonlinear susceptibilities [5, 41, 42]. In [5], it is predicted that there will be a reduction of the nonlinear susceptibility if only the inclusions are nonlinear. If the host medium is also nonlinear, however, an enhancement is expected if the dielectric constant of the inclusions is higher than that of the medium. The analysis in [5] extends their results to includes densely packed systems, but the validity of those claims are suspect since the assumption \( b \ll \lambda \) can no longer be preserved.

Some of the previous predictions have been corroborated by experiments. A change in the nonlinear susceptibility was measured in [43] using gold nanoparticles in a very dilute solution where the assumption \( b \ll \lambda \) still holds (fill factor of \( 2.2 \times 10^5 \)). The experimental results agree well with the predictions made using the same analysis as in [5]. Our simulations dealt with dielectric scatterers, not metallic ones, so it is hard to test these results using our model since part of the enhancement was due to a plasmon resonance.

It should be clarified what is meant by densely packed. In both [5] and [41] the solutions derived make use of a filling factor parameter which may range from zero to one. However, for a face-centered cubic structure, which is the most dense structure that may be created using spheres of the same size, the filling factor is only 0.74. This indicates using a filling factor of one requires changing the geometry under consideration. Furthermore, for randomly dispersed inclusions, the filling factor should be substantially less than 0.74. For our purposes, densely packed includes any arrangement where the inclusions are separated by up to a maximum of five times their radius.

For densely packed systems, individual scatterers cannot be treated in isolation. In this case, adjacent inclusions will have dipole fields which will couple to each other, thereby changing the predicted susceptibility. This coupling of inclusions is not addressed in the previous theoretical work and makes it impossible to predict the change in the composite
nonlinear susceptibility for dense packing. Furthermore, scattering from subwavelength structures leads to the generation of a large k-space spectrum (i.e. modes which would normally be evanescent in the dielectric are supported as surface plasmons). Normally these fields cannot propagate since the spectral content of the incoming pulse is exhausted. However, adjacent particles may capture these evanescent fields due to scattering. These fields are not taken into account in the previous theory where only the scattered propagating fields are included.

Other assumptions required by the previous theory may also be tested. The second assumption that $a << \lambda$ may be tested. In this case, the densely packed case is the only one of interest (otherwise it may be reduced to studying Mie scattering). Another assumption which is used is plane-wave excitation of a medium of infinite extent. This is a good approximation when the incoming light has not been focussed and the medium has a very low fill factor. However, if focussing is used or the fill factor increases, it is not clear that the predicted enhancement should still occur since we expect the scatterers to increase diffraction of the pulse. Finally, the predicted enhancement in susceptibility normally only considers instantaneous Kerr nonlinearity. For Raman nonlinearity, the enhancement may be less since the random scatterers may cause the incoming pulses to no longer be phase matched even though other enhancements may play a role.

### 5.2 Simulations

As mentioned above, the model being tested was dielectric spherical inclusions inside a second dielectric medium. However, many of the proof of principle ideas were tested in two dimensions rather than three dimensions. A roughly equivalent model of randomly dispersed spheres for two dimensions is randomly dispersed cylinders which are infinite in extent perpendicular to the plane of propagation. In this case, the radius of the cylinder is given by $a$ and the spacing is given by $b$, the obvious analogs to the three dimensional case. While this model is perhaps better suited to porous silicon, it allows for a simple starting point which requires much less computation than a three dimensional model.
Figure 26. 2-D Geometry used to represent a Maxwell Garnett composite.

The first task was to look for a local field enhancement during scattering. This was done using the two dimensional model with plane wave excitation and absorbing boundary conditions. To test this, we used nonlinear scatterers in vacuum which were densely packed (~ 30% filled). While running these simulations, the program became numerically unstable. The instability was similar to that generated that occurs due to carrier self-steepening. To confirm this and isolate the cause, the electric field over the entire plane of propagation was output previous to the instability occurring. It was observed that the inclusions did not respond instantaneously to the external field and the internal field was in fact weaker than the external one. This is consistent with the fact that the inclusions are dielectric while the host medium is vacuum. It was also observed that the external electric field was amplified when passing between two inclusions. This enhancement effect increased as the inclusions moved closer together. This demonstrates that there is a local field enhancement when inclusions are present. It further demonstrates that tight packing increases the local field enhancement since the field is confined to a smaller spatial volume. This may be illustrated by looking at the figures below.
Figure 27. Electric field along transverse cut through medium while propagation is occurring (inclusion radius of 20 nm, spacing of 20 nm).

From figure 27 we see that a large electric field develops between the inclusions. This field leads to large gradients in the electric field (the source of the instability). We would expect enhanced nonlinear effects if the surrounding medium was nonlinear instead of vacuum based on these observations.

The origin of these large fields is due two effects. The first is the multiple scattering of the incoming field. This scattering leads to an enhanced local electric field at some locations while a reduced local electric field at others. This effect is what has been considered in previous work. With this idea in mind, intuitively we would expect this effect to be enhanced as the difference between the dielectric constant of the inclusion and medium increases. This enhancement with increasing dielectric constant has been previously predicted [5]. This enhancement should affect both the inclusions and the host medium since it is a medium range effect. However, since host medium makes up the bulk of the composite, we expect a larger enhancement if the host is nonlinear. Again, this was also predicted in [5].
The second effect which contributes to the field enhancement is due to the subwavelength changes of the dielectric. These changes create sharp edges which are known to generate large local fields for metals [44] and demonstrate similar effects for polarizable dielectrics. There is also a dipole-dipole coupling of nearby inclusions [45] which contributes to the local fields. This effect has not been accounted for in the previous work. It is enhanced as the packing becomes larger and the spacing between particles becomes smaller. Also, as can be seen above, the enhancement is localized to the host medium and has little effect on the inclusions.

For metallic scatterers, the situation is quite different, however. Metal particles can support the large k-vector spectrum generated by the subwavelength scatterers through surface plasmons and the local field can couple to the particles. This then prevents this energy from escaping the system and traps it if the particles are packed densely enough. This leads to a large enhancement. This type of enhancement may be made even larger by using fractal clusters. In this case, small clusters of densely packed particles are dispersed in a medium. The total system has a low filling factor, but the inside of the clusters is very dense. This system will generate local field enhancements from multiple scatterings from the clusters while gaining the benefits of surface plasmon trapping inside the dense clusters. These fractal systems have been demonstrated to have large enhancements over many other systems [45 - 47]. As mentioned earlier, we did not consider metal particles, but qualitatively, we see effects which would agree with the predictions for fractal clusters.

From these 2-D simulations, other effects beyond local field enhancement became apparent. The pulse is delayed passing through the scatterers as opposed to a homogeneous medium. This implies that the pulse experiences temporal compression while inside the scattering medium. We would expect this to increase the local intensity (either inside or outside the inclusions) and thereby lead to enhanced nonlinear effects.
Figure 28. Time delay of pulse through scattered medium (intensity altered for clarity, field from scattered medium generated using periodic boundaries and a dense medium).

A weak optical trapping effect was also observed which became stronger as the density of scatterers increased (the speed of the pulse reduced to as low as c/2). The output pulse was also lengthened considerably in time after passing through the composite. This can clearly be seen in figure 28. This is due to the photons inside the scattering medium experiencing a random walk due to multiple scatterings. The periodic boundaries ensure all energy eventually exits the composite, but this takes time. After the initial compression causing the time delay, the trapped light remains in the nonlinear medium for a much longer time than in the homogeneous case. However, the light is also at much lower intensities. It may contribute to nonlinear signal, but probably plays a small role.

Another effect observed was that the electric field after the scattering medium was very stochastic. Some points had a stronger electric field than in the uniform case whereas other points were much weaker. This of course may be attributed to the interference of the electric field due to multiple scatterings and the random nature of the scattering.
One other effect of the scatterers was noticed. Depending on the size of the scatterers, the composite acted as a crude frequency selective filter due to unequal scattering and diffraction of different wavelengths of light. To determine if this effect was purely geometrical in nature or related to the nonlinearity of either the scatterers or the medium, simulations were run with only linear scatterers in vacuum using two different frequencies. The short wavelength light was always more strongly scattered than the long wavelength light. Depending where at the output plane the frequency spectrum was measured, the relative strength of the two different frequencies changed greatly. The change in the scattering of the two different frequencies decreased as the scatterers became smaller indicating this is a strictly linear frequency selective behaviour (i.e. particle size determines which frequencies are scattered, the nonlinearity of the system does not play a role).

With confirmation of local field enhancement, it was possible to investigate the effects of this enhancement on nonlinear signals. There were several configurations tested and these will be explained briefly. In the direction of propagation, absorbing boundary conditions were always used. In the two perpendicular directions, either absorbing boundary
conditions or periodic boundary conditions were used. The periodic boundary conditions can be thought of as the examination of a small portion of a macroscopic system or a fiber (a real fiber should have reflecting boundaries, not periodic, but for our purposes this is a minor correction). The periodic boundary conditions also replicate the approximations used in the previous work [5, 41]. The inclusions were specified by a radius and a spacing value. The spacing was the minimum distance between the surfaces of two inclusions (not the distance between the centers). The spacing was always kept above zero to ensure the inclusions did not overlap (overlapped inclusions would be more appropriate for random aggregates, but were not studied).

The incoming excitation was always an ultrafast pulse ($\leq 100$ fs), but it had either a Gaussian or a plane wave spatial profile perpendicular to the direction of propagation. The Gaussian pulse was always taken to have its focal plane at the front of the composite material. Also, the Gaussian pulse was taken to be tightly focussed (spatial FWHM less than a wavelength).

In order to measure the effective nonlinearity, we measured the nonlinear signal generated in the forward direction. This method closely approximates what would be observed during experiments. This also takes into account any reductions in signal due to diffraction or other effects. To measure Kerr and Raman nonlinearities, one or two input pulses respectively were used. If two were used, they were overlapped in time. For Raman nonlinearities, the generated CARS signal was measured. For Kerr nonlinearity, the Fourier spectrum at a point was measured (looking for spectral broadening) and the third harmonic of the incoming pulse was also observed (carrier self-steepening generates a large third harmonic signal). Occasionally, two input pulses were used with a Kerr nonlinearity and the mixing signal (at the CARS frequency) was used as the observable.

The first major conclusion was that using only nonlinear scatterers, there is only a reduction in nonlinear susceptibility compared a uniform medium. This hold for both Kerr and Raman nonlinearities regardless of source or boundary conditions used. This agrees with [5] which predicts that the susceptibility will smoothly increase with fill factor until reaching a maximum when the medium is entirely nonlinear. When considering a medium of infinite
extent (i.e. periodic boundary conditions) excited with a Gaussian pulse, this behaviour was observed, but with one major deviation. The susceptibility was found to experience an initial decrease once the medium was broken up into scatterers that was larger than predicted by theory. After this initial unexpected decrease, the susceptibility scaled with fill factor. The initial drop appeared to scale with particle size and became less of a factor as the individual particles became smaller. If absorbing boundary conditions were used, the effective susceptibility (as measured by the amount of signal detected in the forward direction) had a much larger initial decline and did not scale linearly with fill factor.

Looking at Raman nonlinearity in a nonlinear medium with linear scatterers, several interesting observations were made. Using periodic boundary conditions always generated a larger nonlinear signal than an identical medium with absorbing boundary conditions. Using Gaussian input pulses, there was no enhanced nonlinear signal generation when comparing a composite to a uniform medium (this held for both types of boundary conditions). When using plane wave excitation, there was an enhancement for all periodic cases when compared to the uniform case, but only some composites generated enhancement when absorbing boundary conditions were used. For plane wave excitation, the change of the susceptibility for periodic and absorbing boundary conditions was strongly correlated (as one increased so did the other).

The enhancement for Raman nonlinearity depended on both the spacing between scatterers and the radius of the scatterers. Composites with low fill factors (~5%) using small scatterers (a << \lambda) showed the largest enhancement. Using very low fill factors (i.e. < 5%) gave smaller enhancements and did not alter the incoming pulse significantly (spatial profile similar, little time delay or pulse broadening). Large radius scatterers and/or using a high fill factor (~30%) reduced the effective susceptibility substantially and greatly altered the pulse profile.

Using a Kerr nonlinearity, there was a measured enhancement for many more cases than for a Raman nonlinearity. Again, it was noted that using low fill factors with small radius particles gave the largest enhancement. However, enhanced nonlinear signals could be generated using both Gaussian and plane wave excitation with either boundary condition.
Again, periodic boundary conditions enhanced the nonlinear signal over the absorbing boundary condition case. A final effect was noticed when using two input frequencies and looking at the mixing terms. For a Kerr nonlinearity, smaller scatterers generated higher frequencies more than larger scatterers (i.e. higher order mixing terms were generated preferentially than lower order ones). It is suspected that this behaviour is related to the frequency selective scattering observed in the linear case. It should trap certain frequencies for a longer period of time (preferential scattering), increasing the interaction length and further enhancing the signal.

5.3 Discussion of Results

From the simulations, we see there are two main effects that have been neglected in the previous theoretical development. First, linear frequency dependent spatial effects play a role in determining the effective susceptibility of a nanocomposite. Second, using a medium of infinite extent to predict changes in susceptibility greatly overestimates the enhancement.

In [5] no frequency dependence is included and in [41] the frequency dependence of the material is included, but frequency dependent spatial effects are neglected. From our simulations, it has been observed that different frequencies are scattered unequally depending on particle size. Only in the case of very small scatterers (i.e. at least \(<\lambda/20\)) did this frequency dependent scattering become insignificant. Using the standard assumption that \(a<<b<<\lambda\), we would expect this condition to be met. However, most experiments use nanoparticles (50-100nm in diameter) and visible or UV light, and this will not fulfill the condition for negligible spatial frequency effects. For experiments using two frequencies (i.e. CARS, SFG, etc.), this frequency dependence will most likely reduce the effective susceptibility since the two colours will have a shorter interaction length due to unequal scattering. This is likely part of the reason CARS generation generally showed less enhancement than nonlinear Kerr effect.

The most dramatic effect noticed was the role of diffraction and how including it changes the effective susceptibility. This is best illustrated by looking at CARS signal generation in a nonlinear medium with a low fill factor of small linear scatterers using plane wave excitation. When comparing a uniform medium (no scatterers, periodic boundary
conditions) with a medium with scatterers and absorbing boundary conditions, we see a small enhancement towards the center and a reduction of signal towards the wings (see figure 30).
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Figure 30. CARS signal generated from uniform medium and a medium with linear scatterers and absorbing boundary conditions.

Light from the edge of the medium is partially scattered out of the medium and partially towards the center. This is the main source of the enhancement seen in figure 30. It should be noted that the average nonlinear signal over the entire medium is lower with the scatterers than it is for a uniform medium. The enhancement in figure 30 is illustrative of the medium range local field enhancement due to multiple scattering discussed earlier. If the scattering light is prevented from escaping the medium, we would expect a large enhancement since the local field will be amplified in many places.
Figure 31. CARS signal generated from a nonlinear medium with linear scatterers using absorbing or periodic boundary conditions (N.B. logarithmic scale used).

From figure 31, we see that using periodic boundary conditions does in fact greatly enhance the signal (average signal is more than 50 times larger using periodic boundaries instead of absorbing ones). This illustrates a major deficiency in the current theoretical work. Experimentally, it would be difficult to generate periodic boundary conditions. They may be approximated by using a large beam spot size and measuring at the center, but as can be seen in figure 30, this where we expect the largest enhancement due to scattering and the enhancement does not exist across the entire medium.

As the medium becomes more densely packed, the diffraction effect becomes even larger. For densely distributed linear scatterers, there is only a reduction of the effective susceptibility when using absorbing boundary conditions. Even with the local field enhancements due to tight packing (see figure 27), the diffraction effect reduces the overall signal. If periodic boundary conditions are used with dense packing, the signal becomes very stochastic with some points experiencing a huge enhancement and others a reduction (see figure 29). This is due to the large variation of light direction and phase. Even with the large enhancement that is possible in this case, it is unlikely the signal would be of any practical use because of its random intensity, phase and propagation direction.
6 Conclusion

The field of nonlinear optics encompasses many fields and topics and has been the subject of continuous study since the invention of the laser. Two areas of recent interest have been nonlinear microscopy and the nonlinear optics of composite systems. Nonlinear microscopy is of great interest to the life sciences with its many benefits over traditional microscopy: better spatial resolution, longer excitation wavelength, chemical selectivity and low average power. Mesoscopic optics and nanocomposites open the possibility of designing devices the exhibit greatly enhanced nonlinear effects under user control.

With both nonlinear microscopy and nanocomposites design it is difficult to treat the full, complex system with analytical techniques. However, given the increase in computational power available to researchers over the past few years, it is now possible to address these topics using ab initio calculations. This gives us the possibility of developing new techniques and understanding of the processes involved.

One such numerical technique is the finite difference time domain (FDTD) method. This technique uses Maxwell’s equations along with material models in order simulate real world systems. The model we developed is capable of modeling arbitrary systems with Raman and nonresonant electronic nonlinearities. Several different tests were performed and the model was found to agree very well with experimental and theoretical measurements. The one limitation of the model was an inability to model large spatial gradients in the electric field. However, for many systems, this is not an issue and, in principle, it may be avoided simply by using a smaller resolution.

The FDTD model was used to examine several real world problems. The first problem was to help explain anomalous measurements taken of myelinated nerve fibers. The fibers were found to emit a broadband signal in the epi (backward) direction. This signal did not resemble any known fluorescence or previously observed signals from such fibers. Given the spectral profile and spatial distribution of the signal, it was speculated that the thin myelin layer around the nerve axon had a large nonlinear susceptibility and that the generated signal was due to self-phase modulation. Using the FDTD model, we tested this
assumption using a simple model of the nerve fiber. The predicted nonlinear signal from this simple model agreed with the previously measured signal. With the model as a guide, more measurements can now be taken in order to better understand this system.

Another type of nonlinear microscopy that can be studied with our model is coherent anti-Stokes Raman scattering (CARS) microscopy. This technique has shown great promise for both live cell and tissue imaging. However, for many desired applications, the current sensitivity and resolution must be improved. We have proposed a new technique which utilizes the coherent nature of the nonlinear signal generation in order to vastly improve the axial resolution of CARS microscopy. The phase of epi emitted nonlinear signals from subwavelength particles will depend on where in the focal volume the emitter is located. This phase information can be extracted using an interferometer, allowing us to follow particle movement in the axial direction with better than subwavelength resolution. Depending on the signal to noise ratio of the interferometric trace, it may be possible to achieve a resolution of 18 nm in real system, an improvement of 40 times over what current techniques achieve. This technique was tested using the FDTD model developed and found to agree very well with predictions. Although only CARS was tested with the FDTD model, using this interferometric technique should be able to improve the resolution of any nonlinear microscopy in which the signal is emitted in the epi direction.

The final system examined using the FDTD code developed was a Maxwell Garnett nanocomposite. This type of system is formed by placing spherical inclusions inside a host medium. This type of system has been previously examined under the assumption that the inclusions are small, widely spaced and exist in a medium of infinite extent. Under these assumptions, it has been predicted that the nonlinear susceptibility should be enhanced above that of either isolated constituent due to local field enhancements from scattering from the inclusions. This previous work has been confirmed in the limit of very widely spaced particles where the theory is best suited. However, using the FDTD model, it was shown that the predictions of the previous work fail when the medium becomes more densely packed. The two main reasons for this failure are linear frequency dependent spatial effects and diffraction. The problem of not treating particle-particle coupling in the previous theory was found to be a factor, but was insignificant compared to the other two previously overlooked
effects. The linear frequency dependent scattering occurs when the inclusions are not sufficiently subwavelength (inclusions should be $< \lambda/20$). In this case, different frequencies are scattered by different amounts and in different directions. This greatly affects any predictions made for wave-mixing experiments but has less of an effect if dealing with monochromatic light (the predicted enhancement, however, should be frequency dependent). The larger effect is due to diffraction. Comparing simulations of mediums of infinite extent with those of only finite extent, it was found that the predicted enhancement was greatly overestimated. One reason this effect has not been previously observed is that it becomes more prominent as particle density increases. For very dense systems, there is a large reduction of the nonlinear susceptibility because of this effect, cancelling any enhancement due to particle-particle coupling. It should be noted that particle-particle enhancement is much larger with metallic inclusions instead of dielectric ones and that we only examined dielectrics inclusions.

By applying ab initio calculations to complex nonlinear optics problems, it is possible to reveal the processes at work and better understand the system. These techniques can be applied to many systems, including nonlinear microscopy and nanocomposites. This allows us to search for methods to enhance nonlinear effects while better understanding the limitations that are present.
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