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Abstract

This thesis studies the cycle-based protection schemes for DWDM (Dense Wavelength Division Multiplexing) networks. We first present the MSCC (Min-Sum Cycle Cover) Algorithm for simultaneous detection and protection using the Eulerian graph theory, and then analyze the performance of the algorithm through making comparison of it with other algorithms.

By extending the features of algorithm SLA (Straddling Link Algorithm) and initial ideas for $p$-cycle candidate generation (operations called Add and Join), we formulate more advanced cycle-generation algorithms: SP-Add, SP-Join and SP-Merge. We then use the developed heuristic spare capacity planning algorithms based on weighted or unity capacity efficiency of $p$-cycles, WCIDA, to test the fully restorable $p$-cycle network design. In addition, two capacitated algorithms will be presented and compared with each other.
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Chapter 1
Introduction

1.1 Developments in DWDM and DWDM Networking

Dense Wavelength Division Multiplexing (DWDM) is the process of multiplexing signals of different wavelengths onto a single fiber. The Internet and all its applications use Internet Protocol (IP) packets, making IP the dominant form of all traffic. A few years ago, the only way to send IP packets over a DWDM fiber was to connect the IP routers to ATM switches and then send ATM cells over SONET devices that were connected to a DWDM transport system. This resulted in the five-layer protocol architecture (see Fig 1.1). ATM switches were required for multi-service integration (integrating voice and data). In addition, routers were usually limited in speed compared with ATM switches. SONET was required for aggregation – combining 155Mb/s ATM streams to OC-48 SONET streams – and also for protection. Each layer is designed for a particular function.

- IP – for applications and LAN environments;
- ATM – for virtual circuit/virtual path capacity engineering, flow control, performance monitoring, virtual networking and “QoS guarantees” in the data networking layer;
- SONET – for high quality transport of payload over the physical fiber medium, error monitoring, “OA&M”, TDM synchronization and protection switching;
- DWDM – for increasing capacity, that is, effectively multiplying the capacity of the fibers currently in the ground.

Over the years, IP routers have become significantly faster. With the introduction of quality of service (QoS) in IP the need for ATMs was reduced. Beginning in 1996, packet over SONET or IP over “PPP” over SONET started becoming more popular. In 1999, several router manufacturers announced fast OC-192 interfaces and therefore, the need for traffic aggregation using SONET add-drop multiplexers (ADMs) was questioned [JaDh01].

Routers with SONET interfaces that can fill an entire wavelength have started appearing. The protection and restoration function that is provided by SONET ADMs can
be subdivided between IP and DWDM equipment. In 2000, Ethernet framing seemed to be gaining a foothold with the evolution of 10 Gigabit Ethernet. Some are predicting that eventually, SONET will not be needed and Ethernet will be running end-to-end. Regardless of what data link layer framing (SONET/PPP/Ethernet) is used, the reduced architecture is called IP over DWDM. Thus, IP and DWDM are the only two layers that are required.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td>IP</td>
<td>IP</td>
<td>IP</td>
</tr>
<tr>
<td>ATM</td>
<td>PPP</td>
<td>PPP</td>
<td>MPLS/GMPLS</td>
</tr>
<tr>
<td>SONET</td>
<td>SONET</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DWDM</td>
<td>DWDM</td>
<td>DWDM</td>
<td>DWDM</td>
</tr>
<tr>
<td>Fiber</td>
<td>Fiber</td>
<td>Fiber</td>
<td>Fiber</td>
</tr>
</tbody>
</table>

Figure 1.1: Evolution of Layer Merging/Modifications

IP is used as the generator for data traffic that provides multiplexing, routing, traffic engineering, and restoration mechanisms. DWDM on the other hand, is used as an inexpensive bandwidth facilitator. By eliminating the more costly SONET and ATM equipment, the IP/DWDM combination actually captures all of the required features for end-to-end application support. In such a combination, a coordinated effort should still be implemented for restoration and for path determination mechanisms in the IP and optical layers. (See Figure 1.1)

1.2 Survivability in Optical Networks

In this section, we shall discuss the causes and impact of transport network failures, then survivability in optical networks in different layers.

1.2.1 Transport Network Failures and Their Impact [ToNe94, VePo02, Grov97]

There are many reasons for the failure of a transport network. One frequent occurrence is cable cut. Although it is estimated that any given mile of cable will operate for about 228 years before it is damaged [ToNe94], studies also indicate that, on average, more than one cut occurs each
day for every 100,000 miles of installed cable. According to the FCC, in 2002, metro networks annually experienced 13 cuts for every 1,000 miles of fiber, and long haul networks experienced 3 cuts for 1,000 miles of fiber [VePo02].

Typically, a cable cut causes the immediate loss of 100,000 or more telephone calls and all data connections and other services that are in progress. Indirect effects may include overloads on distant switching machines, the loss of 911 services, the loss of credit card verification service, etc. The preceding explains why network survivability design is very important to the telecommunications industry.

1.2.2 Network Survivability by Layers
Survivability is the ability of a network to continue providing service if a network failure occurs, i.e. a network may be described as survivable if it is possible to construct a path between any two-end nodes in such a way that the path will always remain connected. There are different protection methods for the different layers.

1.2.2.1 Survivability on the Physical Layer [Gro03]
The physical layer, sometimes called Layer 1, is the infrastructure of physical resources on which the network is based: buildings, rights-of-way, cable ducts, cables, underground vaults, and so on. In this layer, survivability considerations are primarily aimed at physical protection of signal-bearing assets and ensuring that the physical layer topology has a basic spatial diversity so as to enable higher layer survivability techniques to function.

1.2.2.2 Survivability on DWDM Layers [MaLe02, PuKu02, Mapa02]
In DWDM layers, different logical topologies can be built up so that there is spare capacity in the fibers on the top of different physical networks, such as a single logical ring, logical ring/cycle covers, p-cycles, and p-trees. All of these will be discussed in depth in Section 1.4. Routing and Wavelength Assignment (RWA) methods can also be used to assign an end-to-end traffic demand and are related to the protection path in DWDM networks in which a survivable network can be obtained (there are numerous references to this in the literature such as [AsSh01], [ShBo00]). This can be modeled as an LP (Linear Programming) problem, which can obtain an optimal solution, except for large networks, where it is time consuming and not feasible in practice. In [GrSh03], the p-cycle concept is extended for path-segment protection.
1.2.2.3 Survivability on SONET Layers [StBa99, Wula90, WuTs95]

SONET network architecture is a well-developed and widely used protection mechanism. For both point-to-point and SHR (Self-Healing Ring) systems, Automatic Protection Switching is used, enabling the network to perform failure restoration in milliseconds (50 ms to detect the failure and to complete the switching process).

APS (Automatic Protection Switching) is used to improve the reliability and the availability performance of SONET transport systems by switching to standby equipment when failures occur. SONET linear APS is defined for (1+1), (1:1), or (1:N) protection architectures in point-to-point systems.

Two typical ring protection schemes are 2-fiber Unidirectional Path Switched Ring (UPSR) and 2 or 4 fiber Bi-directional Line Switched Ring (BLSR). In UPSR, the traffic is only routed in one direction (usually clockwise) unless failure occurs. No communication is required between two end nodes. The protection switching time is less than 50 ms, which is not affected by the number of nodes in the ring. A UPSR only requires two fibers but requests 100% redundancy, which is not efficient.

Unlike UPSR, BLSR can be constructed with either a 2-fiber or a 4-fiber ring. A 2-fiber BLSR is similar to a UPSR, except that traffic is routed in both directions around the ring, which is good for load balancing. In this way the deployed equipment and fiber resources are best utilized. BLSR reroutes the traffic by looping the entire working line signal back onto the protection fiber at both nodes adjacent to a failure [GroV03]. So signaling is required to coordinate at both ends of the failure. The protection switching time is about 50 ms but is restricted to maximum 16 nodes. With BLSR, the protection capacity has to be equal to the working capacity to achieve 100% restorability. In a 4-fiber BLSR, a separate pair of bi-directional fibers is used for the working and the protection path. An advantage of BLSRs over UPSRs is that the channels can be reused around the ring and the protection bandwidth is shared throughout the working span [GroV03].

If the networks have mesh topologies, we can use a ring/cycle cover [MoGr97] for survivability. There also exist DCS (Digital Cross-connect System)-based centralized and DCS-based distributed restoration techniques.
1.2.2.4 Survivability on ATM Layers [AnDo94, SiLa00]

Most of the existing ATM restoration schemes focus on permanent virtual connections. For each permanent virtual connection established, identifiers of the pre-planned backup virtual connections need to be assigned during the connection establishment even though the bandwidth does not need to be reserved.

Further, standard new protocols using OAM cells are needed to accommodate the message passing required by these restoration schemes. In an environment where virtual connections are established on demand, one of the concerns associated with the existing approaches is the potential for VPI/VCI exhaustion that may cause inefficiency due to unusable bandwidth in the network. The slow process of standardization that has prevented the timely implementation of these schemes is another concern. The restoration methods we could use in ATM networks include local rerouting, source rerouting and local-destination rerouting which are similar to link restoration and path restoration.

1.2.2.5 Survivability on IP Layers [StGr99, YeDi00, RaLu00, ThSo01, LaBo02]

Traditionally, when a path fails in IP layers, there are mature routing protocols and algorithms that would find an appropriate alternate route to replace the failed path. However, all these take a minute or more to accomplish the task. The newest protection/restoration method in IP layers is the IP-based pre-configured cycle (\(p\)-cycle) that can be viewed as the combination of IP protocols and \(p\)-cycle topologies [StGr99].

\(p\)-Cycles are implemented as closed-loop virtual circuits. In the event of failure, packets that would normally have been disrupted are encapsulated and immediately diverted by an alternate routing table entry onto a \(p\)-cycle. They travel through the \(p\)-cycle until the failure has been cleared. The normal re-routing protocol, such as OSPF, is also triggered, developing a longer-term global update routing table network-wide. The \(p\)-cycle provides an immediate detour for the packets, and prevents their loss until conventional global routing re-convergence occurs. Thus, the affected traffic will be re-routed around the failure more rapidly than could be accomplished using normal IP protocols.

1.2.2.6 Survivability on MPLS (Multi Protocol Label Switching) Layers [YeDi00]

Since MPLS only uses fixed length labels matched to an index of interfaces on a router, the path routing complexity is significantly simplified. Routers cache all labels from all their neighbors,
and in the event of a path failure, the next available cached label can be retrieved quickly to provide an alternate path.

MPLS protection switching refers to the MPLS layers' ability to conduct a quick and complete restoration of traffic during any changes in the status of the MPLS layer. According to how the protection entities are set up to restore the working traffic upon failure, there is either a dynamic or a pre-negotiated protection. According to how the repairs are affected upon the occurrence of a failure on the working path, there is either an end-to-end (global, centralized) or a local (distributed) repair. Also, according to whether or not the traffic is switched back from the protection path to the working path (once the working path is repaired or restored), there is either a revertible or a non-revertible mode. Finally, according to the relationship between the active/working paths and backup paths, one can have 1+1, 1:1, 1:N protection schemes.

Network protection/restoration is such an important issue in communication networks that this thesis is focused on network protection/restoration problems.
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**Figure 1.2: Classification of Survivability**

### 1.3 Network Survivability Classification

Survivability techniques consist of restoration which is a dynamic operation and protection that is pre-planned (or pre-configured) [RaMu99a]. In this thesis, we mainly discuss the protection
techniques. In Figure 1.2, we categorize the protection schemes by point-to-point and end-to-end (for networks) ([RaMu99a], [RaMu99b], [MaPa02], etc).

There are 4 levels of protection at which various survivability methods can be employed in the context of WDM networks: physical layer, transmission system layer, logical layer and service layer [T1A193]. Each layer has a generic type of demand unit that it provides to the next higher level.

1.3.1 Path Protection vs. Link Protection

In path protection/restoration, when a link fails, the node and the destination node of each connection that traverses the failed link are informed from the nodes adjacent to the failed link [RaMu99a]. The mechanism of finding the protection path and establishing the connection is based on shortest path calculation and end-to-end signaling.

Path protection can be further classified as dedicated path protection (1+1 or 1:1) and shared path protection (1:N or M: N). On the other hand, for link protection/restoration all the connections that traverse the failed link are rerouted around that link [RaMu99b]. In link protection, it may not be feasible to find a dedicated backup path around each link of the primary path. So link protection only considers shared-link protection schemes. The restoration path in both path and link protection schemes can be either pre-computed or dynamically discovered when a failure occurs.

1.3.2 Shared vs. Dedicated Bandwidth

When using dedicated bandwidth, the backup wavelength reserved on the links of the backup path are dedicated to that call, and are not shared with other backup paths, such as 1+1 automatic protection switching. On the other hand, two or more backup paths can use the shared bandwidth on links. One example is that in 1:N automatic protection switching, one unit of protection bandwidth is shared among N working channels. Shared bandwidth is more economic and efficient. Under acceptable signaling overhead, we prefer to have shared protection bandwidth.

1.3.3 Pre-configured vs. Dynamic

A backup path is configured before any failure occurs in the pre-configured method, but in the dynamic method, one has to find a backup path after any failure happens. Notice that the
dynamic method has the advantage of recovery of multiple failures that can occur in a short time if such an algorithm can be handled in real-time.

1.4 Topological Protection Methods

Topology is one of the two key factors for network protection/restoration, the other one is protection bandwidth planning. Topology is concerned with the layout of restoration paths, while protection bandwidth determines how much restoration traffic can go through each of the restoration paths. When talking about network topologies, one may refer to either physical or logical (virtual) topologies.

1.4.1 Physical Topologies in Network Survivability

There are three major types of physical topologies in common use for transport networks: ring, tree, and mesh. Since there are many singly-connected nodes (leaf nodes) in a simple physical tree, and one single physical span cut can completely isolate a sub-tree from the rest of the network, ring and mesh are the two common physical topologies used in survivable transport networks.

BLSR/4 and UPSR rings [WuLa90, MoGr99a] are examples of a physical ring network. Many of the long haul transport networks are becoming physical mesh topologies, such as the USA long haul network and the France Telecom network [MuKi97, Zhan02a]. These networks have an average nodal degree between 3 and 4, and are therefore considered to be sparse mesh networks. Mesh networks have higher bandwidth efficiency than ring networks, but are generally slower in restoration speed [GrSt98].

1.4.2 Logical Topologies in Network Protection

There are many logical topologies for network protection to choose from because, in theory, any logical topology can be overlaid on a physical mesh topology. Some common logical topologies are the following: single logical ring, logical ring/cycle cover, $p$-cycle, and $p$-tree.

1.4.2.1 Single Logical Ring [Zhan01a]

BLSR/2 ring is one example of single logical ring networks. Only two fibers are deployed in BLSR/2, and in each fiber, the total bandwidth is cut into halves for working and protection. The logical operation is the same as BLSR/4.
1.4.2.2 Logical Ring/Cycle Cover [MoGr99a]

In most transport networks of real interest, multiple rings/cycles are usually required for the following reasons: (1) the number of active nodes may exceed the limit for a single ring, (2) the volume of demand may be greater than the maximum ring/cycle size (capacity), and/or (3) the network topology does not have a single cycle that connects all of the nodes in the network.

The method of logical ring/cycle cover is to choose multiple logical rings to cover all the nodes and links in a mesh network. Each of the rings is configured as a self-healing ring based on either TDM or WDM. Thus, fast restoration in physical mesh networks can be achieved.

To find all possible rings/cycles in a network we usually use a depth first search algorithm. The problem is then to find which rings/cycles to include in the cover. Heuristics are usually used since the problem is NP-complete [GaHe94].

The algorithms for the ring/cycle finding include the classical algorithms, such as using the circuit vector space [MaDe76] [MaRe65] [HsHo72], backtracking algorithms [MaDe76], [John75], using the powers of adjacency matrix [MaDe76], and edge-digraph [MaDe76], etc. The heuristic algorithms, with the goal of minimizing costs, include ring node routing [Wase91], Eulerian graph decomposition [GaHe94], and K-shortest-path-based method [Zhan01a], etc.

After solving the ring/cycle finding problem, we have to determine the capacity allocation of each ring, the location of inter-ring transitions, etc. All of these are referred to as ring/cycle planning problems, which can be solved by using linear programming (LP) or heuristic-based algorithms [MoGr99a] [MoGr99b] [ArGr00]. In most cases the redundancy required is more than 100%.

1.4.2.3 p-Tree [Zhan01b]

p-Tree (pre-configured protection tree) is formed by using spare capacity of a mesh network. Several tree-based algorithms have been proposed for pre-configured shared link protection in mesh networks [ShYa04] [ShYa01] [ZhYa02a] [LiYa03].

p-Tree can protect both on-tree links and non-tree links. Unlike p-cycle (see the next section), p-tree can have only one protection path per working link. There are several reasons for developing p-tree schemes: (1) to use in dynamic networks; (2) Trees are localized and scalable; (3) to build in a distributed manner.
1.4.2.4 $p$-Cycle

$p$-Cycle scheme was originally proposed for fault restoration in transport networks (WDM and SONET) [GrSt98]. It is found that the $p$-cycle scheme can achieve 100% restorability with little or no increase of the spare capacity in mesh-based restorable networks while maintaining the BLSR-like restoration speed, which is summed up by the notion of “ring like speed with mesh-like efficiency” [GrSt98].

Unlike ring and other cycle-based protection schemes, $p$-cycles protect not only on-cycle link but also straddling link. Figure 1.3 illustrates the way in which an individual $p$-cycle may be used for failure recovery. Figure 1.3a shows an example of $p$-cycle, Figure 1.3b shows a case where a link on the cycle fails, and $p$-cycle X provides one restoration path. Figure 1.3c shows a scenario where a straddling link fails, $p$-cycle X offers two restoration paths.

It has been shown [StGr00a, StGr00b] that $p$-cycles have the best performance of the restorability among simple trees and linear segments, closed cycles and arbitrary mixtures of all these patterns.
1.4.3 \textit{p}-Cycle Design Issues

Recently the design of $p$-cycle based network is mainly focused on two open and inter-related issues [GrDo02]. The first is the requirement to reduce the complexity of solving optimal $p$-cycle design problems, making it practical to continually re-optimize a $p$-cycle based network in service, adapting to changing demand patterns. The second is to study how to increases the efficiency of a $p$-cycle network with joint optimization of the working path routes and $p$-cycle placement. Based on this consideration, we can group these issues into two kinds of $p$-cycle design in a capacitated network: the “joint” and the “non-joint” designs as follows.

1.4.3.1 Non-joint Design

The “non-joint” design can also be considered as spare capacity only design, of which the optimized capacity design is known as the Separate Capacity Assignment (SCA). In non-joint design, the route for the working path is first determined independently. This is followed by minimization of the spare capacity to support 100% restorability.

This design is reasonable in practice but may not be optimal from the resource utilization point of view. The input of it is the entire lightpath requirement, and the output is the $p$-cycles and spare capacity for the network. There are two approaches that can implement the non-joint design, one is heuristic, and the other one is optimal (SCA). The two steps for heuristic one are $p$-cycle pre-selection and heuristic spare capacity planning, which for SCA are $p$-cycle enumerating and ILP solution for spare capacity planning.

As mentioned before it is an NP-complete problem to find all possible cycles. Fortunately there is a practical heuristic algorithm called SLA (Straddling Link Algorithm) [ZhYa02] to pre-select the $p$-cycle candidate. This can be implemented by two calls of Dijkstra’s algorithm for at most each span in the network, it is very scalable with network size ($O(S\cdot N\cdot \log N)$). For spare capacity planning, the two solutions can be found in [StGr00b, ZhZh04, and KaRe03] for the optimal solution, and in [GrDo02, ZhZh04, and DoHe03] for the heuristic.

1.4.3.2 Joint Design

In this design, joint optimization of route choices (in each working design) and spare capacity assignment is required. It is also known as Jointly optimized Capacity Allocation (JCA) where the choice of route taken by each working demand is optimally coordinated with the spare
capacity assignment decisions so as to minimize total working and spare capacity. In short, with JCA, the working route assignments are chosen in conjunction with survivability considerations. The input of the design is the enumerating eligible working routes or the graph cycles (all possible cycles), while the output of it including not only the p-cycles and spare capacity distribution, but also the working capacity and routes. Basically there are extra capacity savings arise over SCA primarily from working-flow leveling effects, which is discussed in detail in Chapter 5 of [Gro03]. JCA is an “all-in-one” ILP problem and is too complicate to solve. An approach is proposed [GrDo02] to use ILP for p-cycle network design.

1.4.4 Graph Theory

Graph theory and algorithms are very important for the logical topology design. For example, the properties of Eulerian graphs can be used for failure detection/protection.

Every network shall be either Eulerian or non-Eulerian from the view of its topology. According to its property, non-Eulerian graph, which can be transformed to the Eulerian through augmenting paths in between the nodes with odd degree; Eulerian network can be decomposed into several smaller cycles (corresponding to the graph theory concept Eulerian circuits), which can be seen as the monitoring/protection cycles to restore the failed span. The application can be found in [GaHe94] for protection and in [ZeHu04] for failure monitoring. Related definitions and properties on Eulerian Graph can be found in many books on graph theory [Wils72, Temp81, etc].

Several graph algorithms will be used in the above design including: the SP (Shortest Path) algorithms (Dijkstra’s Algorithm [Dijk59] and Floyd’s Algorithm [Floy62]). In practice, Dijkstra’s algorithm is suitable for most shortest-path finding purposes on networks, while Folyd’s is the variation on Dijkstra’s algorithm, the complexity of which is $O(N^3)$, but it is reported often to show $O(S)$ behavior when the average nodal degree is small and long paths tend to have more hops than shorter paths, so it is somewhat better than Dijkstra’s if the network is decentralized.

Minimum Perfect Matching algorithm ([MoSh91], [CoLe90]) has been used in MSCC algorithm. There are two kinds of matching algorithms, the non-weighted and the weighted. For both cases, there are different algorithms for bipartite and non-bipartite [PaSt82, Wils72]. Depth First Search algorithm (DFS) will be mentioned when we discuss the method of generation of p-cycles [e.g. RaFa99].
1.5 Motivation

As discussed before, even a lambda channel failure has the most impact in the network. Therefore, monitoring and protecting/restoring the failure are imperative in the design of DWDM networks. However the techniques considered for transport monitoring and restorations are slow processes, and the methods have no direct regard for capacity congestion effects that may arise from the routing changes. If a lambda channel fails, it is important to monitor and protect or restore it in the first place. Therefore, we are required to address first on the network monitoring and protection/restoration issues in DWDM layer.

1.5.1 Need for a Heuristic Algorithm to Enumerate the p-Cycle Candidates

Both the ring cover and the p-cycle design can guarantee 100% restorability on physical layer for 2-connected networks, while a simple tree cannot in general (e.g. a physical tree can not provide a restoration path to any span which lies on the tree itself because such a failure creates disconnected residual patterns). Compared to ring cover, the significance of p-cycle is that it permits ring-like switching speeds and yet the efficient network capacity plans. According to [GrSt00], the optimized network capacity plans of p-cycles are virtually as efficient as a span-restorable network. Therefore we would like to study p-cycle protection approaches as well.

Previously reported Integer Linear Programming (ILP) methods for p-cycle network design require the enumeration of all simple cycles or a representative sample of the set of all cycles as a starting part. However the number of simple cycles in a graph grows exponentially with the number of nodes and edges in the graph. A suitably sized subset of cycles through "pre-selection" has proven effective in reducing the ILP runtime component. Therefore it is our next intention to do further research on this.

There have been few approaches to solving this NP-complete problem in a reasonable amount of time. Although SLA is an extremely simple and fast procedure to produce high-coverage initial designs for further use in network planning, the cycles produced are generally inefficient for the purposes of providing overall p-cycle network designs for capacitated restorable networks.

The main concern with this algorithm is that the primary p-cycles, as a result of duplication and/or overlap, often fail to share p-cycle spare capacity to cover more than one
straddling span each. To overcome these shortcomings, we would like to study various ideas of building more efficient $p$-cycles by merging simple cycles with existing $p$-cycles.

1.5.2 Need for a Heuristic Algorithm to Plan the Spare Capacity of $p$-Cycle

Although many Integer Linear Programming (ILP) methods for $p$-cycle network design have been presented, they are more suitable for small or medium-sized networks than large ones because of the complexity (NP hard) of the algorithms. Therefore we need to introduce heuristic $p$-cycle algorithm for capacitated network to reduce the complexity of the algorithm.

1.5.3 Need for both Failure Location Detection and Protection/Restoration

Roughly speaking, so far restoration/protection schemes have only considered how to protect a single failure once it has been detected without considering how to accurately identify and locate network failures. In transparent optical networks, faults may propagate to various parts of the network from the original site; as a result, multiple alarms can be generated for a single failure. In order to reduce the number of redundant alarms, also to simplify fault localization, as well as to lower financial investment in network monitoring equipment, failure monitor placement should be optimized for a given network.

All known failure detection mechanisms are invented for electronic/electrical network, and can hardly be applied directly to AONs due to the lack of electrical terminations in AONs [ZeHu04]. Even some of these mechanisms might have been deployed in optical networks with Optical-Electrical-Optical (OEO) conversion, they cannot be transplanted to AONs. Therefore new methodologies and mechanisms are necessary for failure detection in AONs. A monitoring cycle concept is proposed [ZeHu04] as a fault detection mechanism based on decomposing AONs into a set of cycles (a cycle cover) through utilizing independent wavelengths as supervisory channels, in which each cycle is defined as a monitoring cycle and one monitor will be assigned to every cycle of the topology network. It will be very interesting and necessary to find ways to reduce the number of monitors and while satisfying the requirements of detection and restoration. This may also help to simultaneously satisfy the requirements of detection and restoration, which has no research done so far.

1.6 Objectives

Our general objective is to obtain a feasible and efficient logical topology on the mesh physical
network from the distributions of working and unknown spare capacities in a practical mesh network. We would like to minimize the cost of spare capacity with 100% restorability for network protection/restoration. Specially, we are interested in:

1) Finding an efficient detection/protection approach using cycle cover algorithm;
2) Investigating the protection/restoration of the long haul DWDM networks by using $p$-cycle topologies.

Based on the discussion in the motivation, we need to find efficient detection/protection approaches using cycle-cover algorithm or $p$-cycle algorithm. Therefore our objectives include:

3) to find cycle sets to guarantee 100% covering all the spans of the networks;
4) to find the effective $p$-cycle candidate sets in order to reduce the complexity of computation;
5) to find heuristic algorithm to simplify the step of capacity planning;
6) to provide the corresponding protection approaches to restore the failure.

1.7 Methodologies and Approaches

In this thesis, we basically choose the heuristic algorithms instead of the optimatic ones because of the complexity of the latter (up to NP hard).

We first consider the failure detection algorithm, MSCC (Min-Sum Cycle Cover Algorithm), as a good application of Eulerian graph thoery. The MSCC is the simplest among all hueristic algorithms to provide a cycle cover for both detection and 100% protection. Due to the fact that no two cycles have a common edges in Eulerian Graph, the minimum number of monitoring wavelengths incident to each edge can be achieved, so we consider using the Eulerian graph theory on it. The main idea of the algorithm is how to find a family of cycles in which each node and edge of the graph appears at least in one of these cycles in order to minimize the total cost of the network. We shall utilize the properties and basic algorhithms of Eulerian graph, using minimum perfect matching algorithm, Dijkstra shortest path algorithm. We simulate our MSCC algorithm in four different networks, from which we can get better performance compared to the two algorithms in [ZeHu04].

Using the family of primary $p$-cycles generated by Straddling Link Algorithm (SLA) as the starting point, Dr. Grover proposes two merging operations [Gro03], Add and Join, as the basic idea for the $p$-cycle design after the work of SLA [ZhYa02]. The initial idea was to study operations that would transform the set of cycles from SLA into more efficient $p$-cycles and to
develop a fully restorable $p$-cycle network design algorithm based on this approach. The main benefit of such an algorithm is that it avoids any form of explicit cycle-set enumeration. Enlightened by the idea, we composed the heuristic operations to generate more candidates. They are $SP$-Add, $SP$-Merge and $SP$-Join.

When constructing the efficient $p$-cycle candidate set, we also use some graphical concepts and methods such as, the connectivity of a network, the link (node)-disjoint shortest path, KSP (k-Shortest Paths) algorithm, etc. While planning the capacity, we use the heuristic algorithm.

We take redundancy as the efficiency to evaluate the algorithms in the chapter 5, and restorability will be the parameter used to compare the different designs of $p$-cycle and tree in chapter 6.

We shall use the simulations to test our algorithms on the existing networks, such as the US long haul network and the France Telecom network, and we use ILOG CPLEX 7.0 [Ilog00] and AMPL [Ampl00] for ILP solution.

1.8 Contribution and Organization of the Thesis
The following are the contributions of this thesis:
1) The formulation of the MSCC algorithm based on the Eulerian graphical theories and performance analysis: We show that the MSCC algorithm can have better performance in terms of number of monitors and $R_{\text{max}}$ than the two algorithms in [ZeHu04];

2) The algorithms for merging $p$-cycles: $SP$-Add, $SP$-Join, and Merging: We demonstrate the simulation results of the operations in the terms of $AE(p)$, average cycle length, cycle size evaluation, complexity, and optimal evaluation and make comparisons among the operations;

3) The $WCIDA$ heuristic spare capacity planning algorithms based on weighted or unity capacity efficiency of $p$-cycles: the latter one is our contribution. Make the comparison of two capacity planning algorithms.

4) Combining the $p$-cycle pre-selection operation with ILP planning algorithm to form the $Join-ILP$ or $Merge-ILP$ algorithms, and obtaining the better performance.

The remainder of the thesis is organized as follows. Chapter 2 will give the standards for network operations, models, and assumptions for later discussion. In Chapter 3, we will present
an algorithmic approach to solving detection and protection simultaneously using the Eulerian graph theory, and present a comparison and analysis of the performance. In Chapter 4, we contribute to the more advanced cycle generation algorithms: \textit{SP-Add, SP-Join, SP-Merge}. In Chapter 5 we use the developed capacity-planning algorithm to test the fully restorable $p$-cycle network design. One capacitated algorithm will be presented and compared to other \textit{WCIDA(x)} (Working Capacity based Iterative $p$-cycle network Design Algorithm). In Chapter 6, we provide the design guideline according to different considerations, such as objectives, assumptions and network properties. Lastly, conclusion and future work will be discussed in Chapter 7.

1.9 Publication

Chapter 2
Network Operations, Models and Assumptions

We shall provide network operations, network model and assumptions, and give details of two different working capacity distribution models that will be used in later chapters.

2.1 Network Layout and Operation

We consider a general DWDM network with a general mesh topology in the thesis. The architecture we adopt is the most recent IP/DWDM combination (see the part from 2000 to 2004 in Figure 1.1). It is also important to make it clear that the cycle protection here is a logical scheme that can be implemented at the fiber layer and the WDM level. When we speak of "transport networks", we take the system and logical layers together.

A mesh network contains nodes to originate, route and terminate lightpaths, and spans to connect adjacent nodes and through which network traffic is carried. A link in our network graph is an individual capacity unit between adjacent nodes on which switching devices operate to inter-connect capacity. Each end-to-end traffic demand is considered to be directional and therefore served by a pair of uni-directional lightpaths which take on the same route so that it composes the bi-directional traffic between the source and the destination.

Due to the continuity requirement of a light path, conflicts may occur if two lightpaths share the same physical link. By using wavelength converters at intermediate nodes, our network model actually consider data flowing along semi-lightpaths, each of which formed by the concatenation of lightpath segments of various wavelength.

The wavelength routers at each node collect network layer information either from an in-band signaling channel or an out-of-band signaling channel. This is done both periodically and upon each change in topology/wavelength distribution. Therefore, each wavelength router has a local image of the network topology and the distribution of working/spare wavelengths on each link. The wavelength routers can automatically setup end-to-end semi-lightpaths once the source node, destination node, and bandwidth requirement are specified. Upon a physical link failure, the disrupted traffic is rerouted at the WDM layer, according to the local databases of the network topologies at related nodes.
We assume that full wavelength conversion is available on each WDM switch/router, whenever needed. In other words, we care only about wavelength availability in lightpath setup, protection switching or protection rerouting, instead of the wavelength continuity.

In the architecture of dynamic wavelength routing networks there are two key protocols: wavelength routing protocol and wavelength distribution protocol. With the wavelength routing protocol, any change in optical wavelength resource in each fiber link is flooded through the whole network, and trigger each node to update its network resource database accordingly. On the other hand, the wavelength distribution protocol signals the setup and teardown of an end-to-end lightpath.

These two protocols are derived from mature architectures (such as OSPF and LDP) and expected to be comparatively straight forward, yet they are still in prototyping stage and not commercially available. For all those discussions we assume that the wavelength routing and distribution protocols are up and running, such that each node knows the topology of the whole network as well as the wavelength resource on each link, and is able to request a lightpath to another node when needed.

2.1.1 Protection

All restorable mesh networks shall contain both working and spare links distributed among its spans. The working links will be configured into working paths, which will carry the traffic between the network nodes. If there are no failures on the spans, the spare links are unconnected and remain in a stand-by state. In the event of a span failure, the lost traffic, originally flowing through the working links, will be rerouted onto protection paths formed from the spare links.

After 3 working links lost, 3 protection paths are found and the failed span is protected.

Figure 2.1: Protection Path Set formed in Response to a Span Failure
The presence of appropriately placed spare capacity distributed throughout the network can permit the protection of span failures.

Figure 2.1 is an example of a protection path set formed in response to a span failure using the network’s distributed spare capacity. There is a span \(AB\) with three active working demand between \(A\) and \(B\). If the span fails, protection switch will be done along three different paths, \(A-C-B\), \(A-D-B\), and \(A-C-D-B\). Along every path, one spare link between the adjacent nodes will be taken to protect the failure.

### 2.2 Cycle Protection

We consider two types of cycle protections in DWDM layer for link protection: cycle cover and \(p\)-cycle. \(p\)-Cycle has been introduced and discussed in Section 1.4.2.4.

In cycle cover design, the entire network is divided into smaller cycles in such a way that each edge comes under at least one cycle. Basically traditional ring network planning is to find a low-cost cycle cover and to have other protection links along the cycle protecting the whole cycle. In this approach, every span may be covered by more than one cycle. Thus the problem for cycle cover is formulated in such a way to minimize the redundancy of protection links. In most cases the redundancy required is more than 100%.
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**Figure 2.2: WDM capacity-slice nodal device for \(p\)-cycle**

#### 2.2.1 Node Device for Cycle Protection in DWDM layer

Figure 2.2 is a nodal device portrayal for a simple \(p\)-cycle \(ABCD\), where the span \(AD\) is a straddler (a straddling span that is not a span on the \(p\)-cycle but its two end nodes are on the
cycle). Fig. 2.2b depicts the implementation of node A that functions like an ADM (Add/Drop Multiplexer). Span AB has two channels, one working and the other spare (for protection) interfaced optically to node A through a port (a port is an optical interface for the two wavelength channels here); likewise for span AC. As for span AD, there can be a number of working links (wavelength channels) routed into spans AB and AC, or terminated locally through a local access tributary add/drop interface. In the figure here, we are only showing four channels in two logical groups (two pairs of straddling links) interfaced to node A through two ports.

If failure occurs on any pair of straddling links (wavelength channels) along AD, it can be restored by switching the two wavelengths into the spares of spans AB and AC. In another word, each straddling port provides shared protection access through the two halves of the respective p-cycle. This is unlike a ring ADM which forms the cycle ACDB using only the working wavelength of spans AB and AC, because a straddling-span interface would carry additional working ports to node D.

In summary, if a node has a nodal degree \( d = 2 \), only a traditional ADM is needed which is the same as the traditional SONET ring. If a node has a degree \( d > 2 \), one would need ADM devices to support up to \((d-2)\) physical straddlers.

### 2.3 Graph Models

We consider a general mesh DWDM network described by a graph \( G(N, S) \), where \( N \) represents the set of physical nodes (which are wavelength routers), and \( S \) represents the physical spans in the network. We use \( W(e) \) to represent the working capacity in span \( e \), and \( S(e) \) to represent the spare capacity in span \( e \).

A graph \( G \) is **simple** if it has no parallel spans or self-loops. Two spans are **parallel** if they are incident on the same pair of end nodes, and a **self-loop** is a span that begins and ends on the same node. A graph is called a **multigraph** if it has more than one span in parallel between one or more pairs of vertices. A **complete** graph on all \( N \) nodes is a graph where every node is connected by a unique span to all \((n-1)\) other nodes.

A graph in which a number \( w_{ij} \) is associate with every span \( \{i, j\} \) is called a **weighted graph** and the number \( w_{ij} \) is the **weight** of span \( \{i, j\} \). In transport networks these weights often represent cost, distance, or capacity. A graph is called a **capacitated** graph if the span weights
represent capacities, and a problem is called \textit{capacitated} if it requires capacity determination or solving a routing problem with assigned capacities.

We use the term \textit{link} to denote an individual capacity unit between adjacent nodes on which switching devices operate to inter-connect capacity. Thus a \textit{span} is a physical entity consisting of the set of all parallel working or/and spare logical links between adjacent connected nodes of the network graph. The so-called “homogeneous network” is thus a generally protecting networks in which all spans are assumed to have identical amounts of installed channel capacity. We will present other terminologies in the text as they arise.

In graph theory, a \textit{walk} is any sequence of adjacent edges in a graph. A \textit{walk (or a path)} is closed if its origin and destination nodes are the same. In general, a closed walk is called a \textit{cycle} or \textit{circuit}, and might figure-8 on itself and pass through the same nodes more than once. A closed simple walk is called a \textit{simple or elemental cycle}.

A \textit{cycle cover} is any decomposition of $G$ into elementary cycles such that each edge is present in at least one cycle. A \textit{Hamiltonian cycle} is a cycle that connects all of the vertices in a graph, and passes through each only once. Hamiltonian cycles have a special relationship to $p$-cycle networks because a single Hamiltonian has a potential protection to every span of the graph.

The edges in a planar graph can divide the plane into $S-N+2$ non-overlapping regions called \textit{faces}. Faces need not be produced explicitly. For example, during the cycle generating cycles in Chapter 4, we only need to find the shortest cycle (in term of the number of hops) for which it is an on-cycle span.\textsuperscript{1}

\textit{Average nodal degree} is the mean number of connected links in each node of a network. It shows the connectivity of a network. The \textit{Mean (or Average) protection path length} is defined to be the average number of hops along the protection routes. It is very important in evaluating the performance of a protection scheme because it represents the restoration time for a network during a link failure. Usually, it is preferable to have a shorter path. Likewise, the \textit{Average $p$-cycle length} (in hops) is defined to be the total number of hops of all $p$-cycles divided by the total number of $p$-cycle.

\textsuperscript{1} While this will not necessarily produce the set of faces in all cases, it is equivalent, or nearly so, in most real transport networks. The purpose is only to enrich the candidate cycle set.
**Complexity** of an algorithm is defined to be number of steps in computation with respect to the number of nodes and links in a network. It is the direct measure used to evaluate whether the algorithm is feasible or not. Usually, a lower complexity means an algorithm can run faster. Naturally, we prefer to choose the protection scheme with a lower complexity to protect a network.

In later chapters, we also use the performance measures of efficiency metric, redundancy, and restorability that are defined as follows:

a) The *a priori efficiency metric* $AE(p)$ measures the potential efficiency of using a particular cycle as a $p$-cycle. Let $S_{c,p} =$ # of on-cycle, $S_{s,p} =$ # of straddlers, $c_i =$ unit cost of span $i$. Then mathematically,

$$AE(p) = \sum_{X \subseteq C} \frac{2 \cdot |S_{s,p}| + |S_{c,p}|}{|S_{c,p}|},$$

(2.1)

where $X_{p,j} = 1$ if span $j$ is on cycle, $X_{p,j} = 2$ if span $j$ is a straddler,

![Figure 2.3: One Example on $p$-cycle Operation](image)

Using Fig. 2.3 as an example, we know the $AE$ of the closed path A-B-C-A is 1, because there are no straddlers for the cycle. If we hypothesize A-B-C-A as a primary cycle as obtained by SLA, we can perform the following operations: find the cycle-disjoint shortest path for the edge AB, which is A-D-E-B. After merging the path with the cycle, and removing the edge AB itself (AB is a straddler and not an on-cycle span), we can obtain another closed path, A-D-E-B-C-A, which has a better AE score: $(1*2+5)/5 = 1.4$. 
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We can use this operation along the primary cycle to get one more effective $p$-cycle, A-D-E-B-H-C-F-A, for which the AE is $(3*2+7)/7 = 1.857$. Therefore we can get the subset without enumerating the whole cycle set.

b) Redundancy of a network is a measure of architectural efficiency for a survivable transport network, and is defined as the pure ratio of spare to working channel counts. Mathematically,

$$Redundancy = \frac{\sum_{i=1}^{S} s_i}{\sum_{i=1}^{S} w_i}, \quad (2.2)$$

where $s_i$ is equal to the number of spare links present on span $i$, $w_i$ is the number of working links present on the span $i$, and $S$ is the total number of spans.

c) Restorability of a network is a measure of survivability, and is defined as the pure ratio of protected working to working channel counts. Mathematically,

$$Restorability = \frac{\sum_{i=1}^{S} p_i}{\sum_{i=1}^{S} w_i}, \quad (2.3)$$

where $p_i$ is equal to the number of protected working capacities on span $i$, $w_i$ is equal to the number of working capacities on the span $i$, and $S$ is the total number of spans.

Figure 2.4: Unit-Working-Capacity Model
2.3.1 Working Capacity Model

There are two primary models we use throughout this thesis: the unit-working-capacity model and the non-unity working capacity model.

![Non-unity Working Capacity Model]

**Figure 2.5: Non-unity Working Capacity Model**

In the unit-working-capacity model, the working capacity in each link of the network is the same. For simplicity, we can assume that this amount of working capacity in the link is equal to one unit, and hence the name “unit-working-capacity model” as shown in Fig.2.4. We are interested in finding a logical topology (using spare capacity) that can provide restoration routes for all the working links with a minimum number of logical links. We observe that any such topology would only need one unit of spare capacity on each link in order to achieve 100% restorability. In other words, the topology in this simple case will not be constrained by the spare capacity (or the total capacity per link) as long as we have a unit-spare-capacity per link as well (one unit for the working, and the second as spare for protection).

The second model is the non-unity working capacity model, in which the working capacity in each link is different (e.g. Fig.2.5). If the total capacity of a span is fixed, then the spare capacity in each physical span is also determined by the working capacity (difference between the total and working capacities).

Assuming the end-to-end traffic demand is 1, we use the shortest path first method to find a working path for this demand. Then we can calculate the working capacity in each link. After that, the problem of building a logical topology based on these spare capacities so as to obtain the best restoration for the working capacities becomes a more challenging one.
Table 2.1: Statistical data for some networks using the unit working capacity model

<table>
<thead>
<tr>
<th>Item</th>
<th>Canada</th>
<th>NSFNET</th>
<th>ARPA2</th>
<th>SmallNet</th>
<th>BellCore</th>
<th>Cost239</th>
<th>ARB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes</td>
<td>13</td>
<td>14</td>
<td>21</td>
<td>10</td>
<td>15</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>Number of Links</td>
<td>23</td>
<td>21</td>
<td>25</td>
<td>22</td>
<td>28</td>
<td>26</td>
<td>33</td>
</tr>
<tr>
<td>Average Nodal Degree</td>
<td>3.54</td>
<td>3</td>
<td>2.38</td>
<td>4.4</td>
<td>3.73</td>
<td>4.73</td>
<td>3.3</td>
</tr>
</tbody>
</table>

2.3.2 Simulated Networks

The following all the few networks we use in this thesis for testing, some of these are small because it is not feasible to use a long route to cover all the nodes for protection with the performance measure of restoration time in the unit-working capacity model.

Thus, in the unit-working capacity model, the simulated models we use are arbitrarily chosen small mesh networks. The statistical data of the unit-working capacity networks are shown in Table 2.1, while their layouts are provided in the Appendix A.6. The network “ARB” is an arbitrarily generated one with 20 nodes and 33 links and the network is non-Eulerian.

Table 2.2: Statistical data for some existing networks using in non-identical working capacity models

<table>
<thead>
<tr>
<th>Item</th>
<th>USA</th>
<th>France</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes</td>
<td>28</td>
<td>44</td>
</tr>
<tr>
<td>Number of Links</td>
<td>45</td>
<td>71</td>
</tr>
<tr>
<td>Average Nodal Degree</td>
<td>3.21</td>
<td>3.18</td>
</tr>
</tbody>
</table>

With the non-identical working capacity model, in order to compare the performance of our algorithms with other previously studied protection schemes, we have run our algorithms in the same networks as in [ShYa01, Zhan01a and Zhan01b]. The statistical data of these networks are shown in Table 2.2. The layouts of these networks can also be found in the Appendix A. We use two capacity models for the assignment of spare capacity according to the different objectives.
2.4 Assumptions

The following assumptions are used for the rest of the thesis, special assumptions for different algorithms will be mentioned in the context of the thesis:

1) Each unit of capacity is one wavelength. This implies that the total capacity of a link is the total number (an integer) of wavelengths available on this link.

2) The spare capacity is infinite, and therefore the restorability is 100% for analysis the redundancy of the network.

3) Wavelength routers are used in each node, and spare capacity can be shared.

4) Only one physical link may fail at a given time. This can be approximately true because there are usually built-in backup modules as well as a backup power supply for critical equipment like backbone WDM routers. Therefore, we shall mainly focus on protection against a single physical link failure, which happens most often in real world networks.

5) Both the wavelength distribution protocol and the wavelength routing protocol can gather all the required network topology information to guarantee proper network operation.

6) Full wavelength conversion is available on each WDM router. This is because we are only concerned with wavelength availability in the light-path setup and in the protection rerouting, rather than wavelength continuity.

7) In a central algorithm, i.e., a node knows all the information of the network.
Chapter 3

The Min-Sum Cycle Cover Detection/Protection Algorithm (MSCC)

In this chapter, we propose and study a heuristic algorithm, called the Min-Sum cost Cycle Cover algorithm (MSCC) for reducing cycle covers that can be used for both detecting and protecting a link failure. To describe the algorithm, we introduce the objective of the algorithm, review some basic graph theory and algorithms, present an analysis of the algorithm and compare the performance with the $p$-cycle later.

3.1 Principles of MSCC

MSCC is a graphic algorithm in which we use some basic graph theory and algorithms such as, Dijkstra Shortest Path algorithm and Minimum Weight Perfect Matching (MPM) algorithm, etc. The algorithm is based on the properties of an Eulerian graph. The main idea of MSCC is to decompose a network into a set of cycles so that all nodes and links of the given network are covered by at least one cycle. Before describing the algorithm, we need to summarize the basic definitions.

3.1.1 Basic Graph theory

The Eulerian graph properties are essential ingredients of our MSCC algorithm. An Eulerian trail can be defined as a walk on the graph edges of a graph, which uses each graph edge exactly once.

![Eulerian network](image)

**Figure 3.1: An Eulerian network**

A connected graph has an Eulerian trail if and only if it has at most two graph vertices of odd degree, and an Eulerian trail which starts and ends at the same graph vertex. Eulerian cycle (or
circuit) is an Eulerian trail which starts and ends at the same graph vertex. An Eulerian graph can therefore be defined as a graph containing an Eulerian circuit. In other words, if we can find a Eulerian cycle in a graph, the graph is Eulerian. There could be more than one Eulerian cycles in an Eulerian graph. A chain in a graph is a sequence of vertices from one vertex to another using the edges. The length of a chain is the number of edges used.

From the viewpoint of a topology, a network can be said to be Eulerian if there exists a single cycle that covers every link. The famous Euler Theorem proved by Euler is that a graph is Eulerian if and only if every node has an even degree, which means every node is incident to an even number of links. Every Eulerian cycle can be decomposed into a cycle cover.

Here we need to explain the difference of Eulerian cycles and Hamiltonian cycles. A Hamiltonian cycle visits all nodes once, not necessarily traversing all spans, while an Eulerian cycle crosses all spans once, but may revisit nodes. Take Figure 3.1 as an example, the cycle A-B-C-D-E-F-A is a Hamiltonian cycle, and the cycle A-B-F-D-B-C-D-E-F-A is an Eulerian Cycle.

![Diagram](image)

a. Non-Eulerian Graph

![Diagram](image)

b. An Eulerian Graph obtained by adding edges

**Figure 3.2: From Non-Eulerian graph to Eulerian graph**

The network in Figure 3.1 is an Eulerian graph that can be broken into a cycle cover of 3 small cycles: A-B-F-A, B-C-D-B and E-F-D-E. One property of an Eulerian graph is that if all links on a ring/cycle in an Eulerian graph is deleted, the remainder of the graph is still Eulerian. For example, removing any small cycle (A-B-F-A, B-C-D-B, or E-F-D-E), the remainder is still an Eulerian graph.
On the other hand non-Eulerian networks with some nodes with odd degrees can not be decomposed to independent cycles. In Figure 3.2, the nodes A, B, D and E all have odd degrees. Since each link connects only two nodes, the total number of odd-degree nodes is even. Thus one can expand the network by adding new links between pairs of nodes with odd degrees and obtain a new Eulerian network \( N' \). We call such graph an augmented Eulerian network. Taking Figure 3.2 as an example, by adding a link between A and E, and between B and E, the new graph will be Eulerian.

It should be noted that when one augments a network \( G(N,S) \) by adding a new link to connect a pair of odd degree nodes, the new link can be considered as additional routing along paths of existing links. Any routing through the added path does not change the parity of the degree of the nodes in the middle of the path routed through. That is, if a node has an even degree and an added path is routed through it, then the number of links incident upon the node is increased by two and hence the node still has an even degree. So after adding links that connect the pairs of nodes with odd degree, the network does indeed become the Eulerian one.

If we traverse an Eulerian graph by following its links until a node is re-visited, the traversed part forms a sub-cycle. If we now remove this sub-cycle from the Eulerian graph and repeat this operation by traversing the remainder until all links are removed, this is equivalent to decomposing the Eulerian cycle into a cycle cover \( C \) consisting of all sub-cycles. Due to the fact that no two cycles in \( C \) have a common link, we can use a minimum number of monitoring wavelengths in each link.

Basically, a network \( N \) with \( m \) links may have \( 2^m \) different cycles\(^2\) and, hence \( 2^{2^m} \) (a doubly exponential number of) different subsets (combinations) of cycles. To determine whether one of the candidates has the best cycle cover is an NP-hard problem. To solve this problem, an algorithm to find one cycle cover of the network to minimize the cost may be useful. We thus invent the MSCC algorithm in the following section. Before we do that, we need to introduce the MPM standard algorithm first.

\[
^2 \text{It is a rough evaluation. The number of fundamental plus extended cycle in } G(N,S) \text{ is of } O \left( 2^{[S\mid |N\times|]} \right).\]
3.1.2 The MPM (Min-weight Perfect Matching) Algorithm

We shall use the minimum-weight matching algorithm [PaSt82] to convert the non-Eulerian graph to the Eulerian, so we need to introduce some related definitions and facts.

Let $G$ be a graph with weights assigned to its edges. A matching $M$ in $G$ is a subset of edges such that no two edges in $M$ are incident to the same vertex. A matching is perfect if every node in $G$ is incident to an edge in $M$. The weight of a matching $M$, denoted by $\text{weight}(M)$, is the sum of all weights assigned to edges in $M$. A minimum weight perfect matching is a perfect matching $M$ such that, for every other perfect matching $M'$ in $G$, weight $(M) \leq$ weight $(M')$.

Our goal is to find a cycle cover $C$ for a network to make the weight minimal. We use the following formulation to find the optimal matchings of $(G, w)$, where $G(N, S)$ is a complete graph $K_{2n}$, and $w$ is the non-negative weight function. We also introduce the adjacency matrix $A=(a_{ij})_{n \times n}$ of $G$, where $a_{ij} = 1$ if nodes $i$ and $j$ are adjacent, else $a_{ij} = 0$, as well as the non-negative weight function $w_{ij}$ equal to the number of hops between nodes $i$ and $j$.

**Input:** The topology of a graph $G$ with $A=(a_{ij})_{n \times n}$;

**Output:** A cycle cover with minimum weight;

**Constraint:** A perfect (or real complete) matching must exist.

The above formulation can be solved by the Edmonds Algorithm [PaSt82] as summarized in Appendix D. It has been proved that using LP (Linear Programming) always give an integral optimal solution that corresponds to a matching. Unfortunately the LP approach does not give a polynomial time algorithm due to an exponentially large number of constraints. Instead we found out that using a dual-operation will lead us to an efficient algorithm for the general matching problem. This is reformulated as follows.

Consider all subsets of the integer set $\{1, 2, 3 \ldots n\}$ where $n$ is the number of the nodes which has an odd cardinality greater than one. It is not hard to check that there are $Q = 2^{n-1} - n$ such subsets. Let $S_1, S_2, \ldots, S_Q$ be an enumeration of these subsets, then the integer $s_j$ is selected such that the cardinality $|S_j| = 2s_j + 1$. We also add additional constraint (see D3 in Appendix D.2) in order to guarantee an optimal solution that is an integer. Using $w_{ij}$ be the weight of the edge $(i,j)$ as introduced above, and then using the dual D of the equation D1, D2 and D3 in Section D.2 of Appendix D, we now formulate the problem as
\[
\text{Max } \sum_{i=1}^{a} \alpha_i + \sum_{k=1}^{N} s_k \beta_k
\]

Subject to
\[
\alpha_i + \alpha_j + \sum_{i,j \in S_k} \beta_k \leq w_{ij} \quad \text{for all } i, j \leq n \tag{3.1}
\]
\[
\beta_k \leq 0, \quad \text{for all } k \leq N \tag{3.2}
\]

where \( \alpha_i \)'s are the dual variables to indicate whether a perfect matching exists (corresponding to the constraints in D1), and \( \beta_i \)'s are the dual variables to satisfy the odd cardinality variable \( s_j \) as discussed above (thus satisfying Constraint D3).

It has been proven [MoSh91, CoLe90] that such a matching can be obtained in time bounded by \( \mathcal{O}(N^3) \), where \( N \) is the number of nodes. The solution given in [PaSt82] has a complexity of \( \mathcal{O}(N^4) \) and its implementation is provided in Appendix D.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>...</th>
<th>j</th>
<th>...</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>( w_{1,2} )</td>
<td>...</td>
<td>( w_{1,j} )</td>
<td>...</td>
<td>( w_{1,n} )</td>
</tr>
<tr>
<td>2</td>
<td>( w_{2,1} )</td>
<td>-</td>
<td>...</td>
<td>( w_{2,j} )</td>
<td>...</td>
<td>( w_{2,n} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>i</td>
<td>( w_{i,j} )</td>
<td>( w_{2,j} )</td>
<td>...</td>
<td>( w_{i,j} )</td>
<td>...</td>
<td>( w_{i,n} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>n</td>
<td>( w_{1,n} )</td>
<td>( w_{2,n} )</td>
<td>...</td>
<td>( w_{j,n} )</td>
<td>...</td>
<td>-</td>
</tr>
</tbody>
</table>

**Figure 3.3: The Minimal Weight Matrix between the Nodes with Odd Degree (j > i)**

In order to find the minimum weight perfect matching and also the augmented paths, we need to construct another graph \( G' \). Let \( G'(N', S') \) be a graph such that \( N' \) is the set of all nodes with odd degrees in \( N \) and \( S' \) is the set of all possible edges between nodes in \( N' \), i.e. \( G' \) is a complete graph on the odd degree nodes of \( N \). Let an edge \((x, y)\) in \( G' \) have a weight \( c \), where \( c \) is the weight of the minimum weight path \( P \) between \( x \) and \( y \) in \( N \). In other words, a path \( P \) between nodes \( x \) and \( y \) now becomes an edge with a weight \( c \) in \( G'(N', S') \), where \( c \) is the sum of the weights on all links \( e_t, e_2, ... e_{\alpha} \) along the path \( P \) in \( G(N, S) \). Since there exist multiple paths
between \( x \) and \( y \), \( c \) is the minimum sum among all paths \( P \) between \( x \) and \( y \). The desired minimum matching now becomes a complete matching of the nodes in the \( G' \).

Let \( n \) be the number of nodes in \( N' \), then Figure 3.3 depicts the matrix of minimal weight between the nodes with odd degree, where \( w_{i,j} \) (\( j > i \)) in the \( i \)th row and \( j \)th column is the minimal distance between node \( i \) and \( j \). Since the weight on an edge \( AB \) is usually equal to that of the edge \( BA \), the minimum weight matrix is symmetrical, very often we only need to consider the upper right half of the matrix.

![Graph and matrix]

a) Node 1, 2, 3 and 4 has odd degree  
b) The minimum weight matching is \( \{(1,2), (3,4)\} \)

**Figure 3.4: Finding the Minimum Cost Matching among the Odd-degree Nodes in a Canada network**

### 3.1.2 An Example

Figure 3.4 is an example of finding and adding the shortest path (minimum) matching among the odd-degree nodes, by which the network can be converted to an Eulerian graph.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

**Figure 3.5: The minimal weight matrix between the nodes with odd degree in Canada network**
There are \( n = 4 \) nodes with odd degree in Figure 3.4a, i.e. node 1, 2, 3 and 4. If we assume the weight for every edge is 1, then we can find the distance between any pair of nodes. For example, there are many paths between nodes 1 and 3, such as 1-2-5-3, 1-2-5-6-4-3, 1-5-3, but the path 1-5-3 is the shortest with path length of 2 hops.

Then all of the possible perfect matchings are: \{((1,2), (3,4)), ((1,3), (2,4)), and ((1,4), (2,3))\}, where \((x,y)\) represents the edge with end nodes \( x \) and \( y \). Note the perfect matching must be composed by two different edges according to the definition of perfect matching, otherwise it cannot be called perfect according to the definition. For example, the matching \{((1,2))\} is a matching, but not a perfect matching. Since the minimum weight matrix is symmetrical in this case, and we only need to consider the upper right half of the matrix. According to the weight found on every edge in Figure 3.5, we can determine the weight sum for all of the possible matchings in the following:

1) 1+1= 2 for (1,2) and (3,4);
2) 2+3=5 for (1,3) and (2,4);
3) 3+2=5 for (1,4) and (2,3);

By sorting the above matching according to the sum weight, we determine the matching \{((1,2), (3,4))\} has the minimum matching. The minimum weight matching delivers the result, (1,2) and (3,4), in shadow as shown in Figure 3.6.

In our next step, we need to augment these found shortest paths between node 1 and node 2, and between node 3 and node 4, from which we can obtain a Eularian graph.

The MPM algorithm is crucial for the MSCC algorithm. After implementing MPM, we can find not only the matching among the nodes with an odd degree, but also the relevant shortest paths between the node pairs in the matching by using SP algorithm. No matter when we augment or delete the shortest paths on the graph, we know it can be converted to an Eularian graph according to Euler Theorem. Adding the shortest paths can minimize the change in the graph, and make the first-found cycle smaller for MSCC because what we chose is the min-cost cycles. We will provide the detail in the following section.

### 3.2 Finding Cycle Cover

We need to decompose the network into a cycle cover so that we can protect every link using one of the cycles. We first provide a theorem that form the base of our MSCC algorithm aimed at
forming circuits (routing through more than two nodes) in the decomposed network. The following theorem provides the theory base for which two different matching forms cycles in \( G' \).

**Theorem 3.1** Consider any two completely different perfect matchings, \( M_1 \) and \( M_2 \) (i.e. \( M_1 \cap M_2 = \emptyset \)) in the complete graph \( G' \), then by concatenating their edges alternatively at a commonly shared node in \( G \), then we obtain cycles.

![Diagram](image)

**Figure 3.6:** The walk \( L \) is not closed

**Proof:** The proof is by contradiction. According to the procedure discussed above, we connect the edges alternatively in matchings \( M_1 \) and \( M_2 \). We assume there exists a path \( L \) that is not closed when we exhaust all of the edges in the two matchings (in \( M_1 \cup M_2 \)) (see Figure 3.6).

Since the walk is not closed according to the assumption, its origin and its destination nodes can not be same. Therefore there are two possibilities:

1) The destination \( B \) is only incident to one edge (see Figure 3.6(a)), so the nodal degree of \( B \), \( d(B) = 1 \);

2) The destination \( B \) is the same with other nodes (but not the origin) on the walk (see Figure 3.6(b)), then degree of \( B \), \( d(B) = 3 \), because \( B \) is both the middle node and end nodes on the walk, it incident to 3 different edges.

But both of the possibilities are contradictory to the definition of the perfect matching, every node in \( G' \) is incident to one edge in a perfect matching, thus every node in \( G' \) is incident to two different edges in \( M_1 \cup M_2 \), so \( d(B) = 2 \). Therefore the assumption is false.
Let us analyze the following examples that illustrate two different cases. In a complete graph $G'$ with eight nodes which are the all nodes with odd degree in a graph $G$ (physical topology not shown here). Figure 3.7(a) shows the first perfect matching $M_1$ with $\{(1,6), (2,7), (3,8), (4,5)\}$, while Figure 3.7(b) is the second perfect matching $M_2$ with $\{(1,7), (2,8), (3,5), (4,6)\}$. Let us start with one edge from $M_1$, say $(1,6)$. Then we have to choose another from $M_2$, which shares the common node 6. We find the edge $(4,6)$ from $M_2$. Thus the walk is now 1-6-4. In the same way, we can find the edge in $M_1$ to continue the walk. By choosing the nodes from two perfect matchings alternatively, while sharing a common node between two concatenated edges. We can finally obtain one walk that is closed, 1-6-4-5-3-8-2-7-1, as shown in Figure 3.7(b).

Figure 3.8 shows that the number of final walks can be more than one. By merging two different perfect matchings, simple cycles can be formed. In this example, we assume $M_1 =$
\{(1,5), (2,6), (3,7), (4,8)\} and \(M_2 = \{(1,6), (2,5), (3,8), (4,7)\}\) According to the theorem and procedure, we can only get cycles: 1-5-2-6-1, and 3-8-4-7-3 because a circuit was formed before every node is routed.

3.2.1 MSCC Algorithm

Based on the discussion above, the general procedure is to convert a non-Eulerian graph to Eulerian by augmenting the first minimum weight perfect matching in \(G'\), which corresponds to the shortest paths connecting the same node pairs with odd degree in \(G\). The second minimum perfect matching is another one with no common edge with the first one. Generally speaking, we obtain the second minimum perfect matching by setting the weight of the edges in the first minimum perfect matching to infinite.

A cycle cover is then obtained by connecting the first and the second minimum weight perfect matching in \(G'\) which corresponds to the shortest paths connecting the same node pairs with odd degree in \(G\) to form one or more cycles. After removing the cycles, the remaining graph is still Eulerian. By starting from one of the remaining edge, we find the shortest path between the end nodes, and remove the edge and the path that form a cycle. We continue the operation until there are no edges and nodes left.

Let the weight function \(w: S \rightarrow R^+_0\), let \(N\) be the set of nodes, and \(N, N'\) the number of nodes and nodes with odd degree, respectively. Then the procedure of MSCC \((G, w; C)\) can be described as following:

1. Group all nodes with odd degrees into a set \(N', \) i.e. \(N' = \{v \in N: d(v) \text{ is odd}\}\), where \(d(v)\) is the degree of the vertex \(v\);
2. Determine \(w_{xy}\) for all \(x, y \in N'\), where \(w_{xy}\) is the weight for the shortest path between \(x\) and \(y\) in \(G\);
3. Generate the complete graph \(H\) on \(N'\) with weight \(w_{xy}\) to determine a perfect matching \(K\) of minimal weight for \((H, w)\).
4. Determine the shortest path \(W_{xy}\) from \(x\) to \(y\) in \(G\) to form the set \(W = \{W_{xy}, x, y \in N'\}\).
5. For each span \((x, y) \in K\) with the corresponding \(W_{xy}\) found, add the parallel edges to \(G\). Let \(G'\) be the multigraph thus defined.
6. Mark all of edges of on \(W\), determine the second minimum weight perfect matching using the unmarked edges in \(X\);
7. Find the shortest path \(W'_{xz}\) from \(x\) to \(z\) in \(G\), and generate the set \(W' = \{W'_{xz}, x, z \in X\}\);
8. Merge the paths in \(W\) and \(W'\) to form a set of simple cycle \(C_o\), to be removed. After removal, the resultant multigraph is now an Eulerian graph \(G''\);
(9) Select an edge $E_i$ in $G''$ as the first edge, and find the shortest path between its two end nodes, then merge the path and the edge to form a set of simple cycles $C_i$ for removal;

(10) Repeat step (9) to find the cycle $C_i$, $i = 2, 3, 4, ..., k$, for a $k$ when the edge set of the network $G''$ becomes empty.

(11) Save all of the $C_i$, and denote $C = \{ C_i \}$, $i = 1, 2, 3, ... k$.

This procedure is also captured in the pseudo code below:

```plaintext
MSCC (G, w; C)
{
    Let set $N' = \{ n \in N: d(n) is odd \}$, where $d(n)$ is the degree of the node $n$;
    for (int $x=0$; $x<N'$; ++$x$)
        for (int $y=0$; $y<N'$; ++$y$) find the distance of shortest path $d(x, y) = Floyds(x, y, N, N')$;
    Let $H$ be the complete graph on $X$ with weight function $d(x, y)$.
    $K$ = MPM($H, d$) (comments: Find minimal perfect matching $K$ for $H$)
    for ((x, y)$\in$ X; x$\neq$N'; ++x, ++y)
        find shortest path $W_{xy}$;
        $W = \{ W_{xy} , x, y \in N' \}$
    Marked all the spans and nodes on the path of the minimal match, and denote as $M'$;
    find the shortest path $W'_{xz}$ from $x$ to $z$ in $G \backslash M'$, and denote $W' = \{ W'_{xz} , x, z \in N' \}$;
    remove all the paths, which form a cycle set $C_0$, in $W$ and $W'$ from $G$, $G'' = G \backslash C_0$, $C_0 \rightarrow C$
    let $S'' = number of spans in G''$
    for (s = 0; $s < S''$; ++s )
        if ($G''$ = NULL)
            find the shortest path $p_s$ between two end node of s using Dijkstra shortest path algorithm,
            $i = 0$
            set $C_{i+1} = p_s \cup S$
            $C_{i+1} \rightarrow C$
            $G'' = G \backslash C_{i+1}$
        }
    }/* end MSCC

Floyds(A, B; N, N')
{
    for (int $A=0$; $A<N'$; ++$A$)
        for (int $B=0$; $B<N'$; ++$B$)
            if ($\text{Adj}[A][B]$)
                for (int $C=0$; $C<N'$; ++$C$)
                    if ($\text{Adj}[B][C]$)
                        if ($\text{Adj}[A][C]+\text{Adj}[B][C] < \text{Adj}[A][C]$)
                            $\text{Adj}[A][C] = \text{Adj}[A][B]+\text{Adj}[A][C]$;
        }
}

3.2.2 An Example

Take the topology of Canada (Appendix A3) as an example. We have previously determined the first minimum weight perfect matching in Section 3.1.2 and Figure 3.5. Now we augment the
links along the corresponding shortest paths 1-2 and 3-4; and obtain an Eulerian graph. Then we mark the edges along the found shortest paths, and find the 2\textsuperscript{nd} minimum perfect match, which is \{(1,3), (2,4)\} shown in Figure 3.9.

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
1 & - & 1 & 2 & 3 \\
2 & 1 & - & 2 & 3 \\
3 & 2 & 2 & - & 1 \\
4 & 3 & 3 & 1 & - \\
\end{array}
\]

\textbf{Figure 3.9: finding the 2\textsuperscript{nd} minimum perfect matching in Canada Network}

![Graph](image)

(a) Find the 2\textsuperscript{nd} minimum perfect matching  
(b) Find the ring cover for the Eulerian graph

\textbf{Figure 3.10: Implementing the MSCC to Canada network}

As shown in the Figure 3.10, we can find the corresponding shortest path 2-5-6-4 between the node pair of 2 and 4, and 1-5-3 for that of 1 and 3 (following steps (1) to (4)). Then we augment the path to make the graph Eulerian (step (5)) and find the second minimum matching (step (6)). Now by connecting the two groups of shortest paths, we can obtain one cycle, which is 1-2-5-6-4-3-5-1, which contains two simple cycles: 1-2-5-1 and 3-4-6-5-3 (step (7) and (8)).

After removing the close path 1-2-5-6-4-3-5-1, the graph becomes an Eulerian graph again. Then using Dijkstra’s shortest path algorithm, we can find 5 cycles covering the remaining graph as shown in the Figure 3.10 (b)(step (10) and (11)).
3.3 Performance Analysis and Evaluation

According to the design, not only our MSCC can find the cycle cover, but it can also find the min-sum cost cover, which is very significant to network detection and protection because it can guarantee fully detection and 100% restorability for every link can be protected by at least one cycle.

We shall analyze the MSCC algorithm in three ways: computation complexity, comparison with other fault detection algorithms, and comparison of the redundancy with the p-cycle design. We use Microsoft Visual C++ 6.0 to implement of MSCC. We shall also make use of our heuristic algorithm SP-Join & WCIDA (to be detailed in the Chapters 4 and 5) to provide redundancy of p-cycles for comparison.

3.3.1 Complexity Analysis

We have discussed before that the complexity of finding cycle cover can be up to double exponential. But MSCC algorithm can guarantee the polynomial time complexity.

<table>
<thead>
<tr>
<th>Item</th>
<th>Canada</th>
<th>NSFNET</th>
<th>ARPA2</th>
<th>SmallNet</th>
<th>BellCore</th>
<th>Cost239</th>
<th>ARB</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Nodes</td>
<td>13</td>
<td>14</td>
<td>21</td>
<td>10</td>
<td>15</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td># of Links</td>
<td>23</td>
<td>21</td>
<td>25</td>
<td>22</td>
<td>28</td>
<td>26</td>
<td>33</td>
</tr>
<tr>
<td># of Nodes with Odd Degree</td>
<td>4</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>

Our MSCC algorithm consists of determination of various shortest paths. To find a shortest path, we can implement either the Dijkstra's shortest path algorithm, which has the complexity of $O(S+N \log N)$, or the Floyd's Algorithm, the complexity of which is $O(N^3)$ where $S$ is the number of spans and $N$ is the number of nodes. The complexity of finding the shortest paths is $O[N^3 (S+N \log N)]$ (using Dijkstra's shortest path algorithm) which has been used twice in the algorithm, where $N'$ is the number of nodes with odd degrees.

Considering the above, the upper bound of complexity of MSCC is max $\{O[N^3 (S+N \log N)]$, $O(N^3 N^3)\}$. Therefore the MSCC algorithm has a polynomial time complexity. The
Table 3.1 is the evaluation of number of nodes with odd degree for some typical networks. From the results of Table 3.1 discussed later, we observe that \( N' \) is a fraction of \( N \) or \( O(N) \). Therefore the complexity in the worst case is \( \max \{ O[ N^3 (S+N \log N)], O(N^6) \} \)

3.3.2 Comparison between MSCC and Other Fault Detection Algorithms

We simulate our MSCC algorithm in four different networks, from which we can get better performance when compared to two other detection algorithms: Heuristic Depth First Searching (HDFS) and Shortest Path Eulerian Matching (SPEM) in [ZeHu04] (as reviewed in Ch. 1), which are two heuristic fault detection algorithms. Although HDFS and SPEM can obtain the good performance on number of monitors, we found MSCC can obtain even better results by making the performance comparison.

We tested and compared the proposed failure detection mechanism using MSCC on four example networks: NSFNET, ARPA2, SmallNet, and Bellcore, as shown in Appendix A.4. The basic properties have been shown in Tables 2.1 and 3.1, including the number of nodes, links and average nodal degree, and the number of the nodes with odd degree.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>NSFNET</th>
<th>ARPA2</th>
<th>SmallNet</th>
<th>Bellcore</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDFS</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>SPEM</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>MSCC</td>
<td>3</td>
<td>12%</td>
<td>16.0%</td>
<td>21.4%</td>
</tr>
</tbody>
</table>

The performances of the three cycle finding algorithms are compared in terms of the relative costs for fault detection. Let \( R_{\text{link}} = \frac{T}{L} \), where \( T \) is the number of required transceivers for monitoring, and \( L \) is the number of links in the networks. The comparison results are listed in Table 3.2, which show that MSCC is most cost efficient because of using least cycle monitors for meshed network failure detection, compared to the other two heuristic algorithms.
3.3.3 MSCC Redundancy Performance on Various Protection Designs

Table 3.3 composes the design on Canada net, Cost239, ARB and NSFNET using MSCC algorithm. The denotation “XnYs” represents X nodes and Y spans. For example, 13n23s represents there are 13 nodes and 23 spans in the network.

<table>
<thead>
<tr>
<th>Networks</th>
<th>Canada</th>
<th>Cost239</th>
<th>ARB</th>
<th>NSFNET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes and Spans</td>
<td>13n23s</td>
<td>11n26s</td>
<td>20n33s</td>
<td>14n21s</td>
</tr>
<tr>
<td>Number of node with odd degrees</td>
<td>4</td>
<td>6</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Number of cycles in the cycle cover generated from MSCC</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Redundancy for MSCC</td>
<td>108.7%</td>
<td>111.5%</td>
<td>118.2%</td>
<td>123.8%</td>
</tr>
<tr>
<td>Number of p-cycles required</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Redundancy for p-cycle</td>
<td>56.5%</td>
<td>42.3%</td>
<td>60.6%</td>
<td>66.7%</td>
</tr>
</tbody>
</table>

The redundancy is obtained by equation (2.2) in Ch. 2. Here we assume the network is unit-working-capacity model, i.e. \( w_i = 1 \) for every \( i \). Therefore \( \sum_{i=1}^{S} w_i \) becomes the number of links, \( S \). Since every link failure needs to be protected by a cycle, we augment the shortest paths to the network to generate the cycle cover. Therefore \( \sum_{i=1}^{S} s_i \) is the sum of \( S \) and the number of augmenting edges. Take Canada network as an example, we have \( S = 23 \), according to the analysis of Section 3.2, and the number of augmenting links is 2. Therefore \( \text{Redundancy} = \frac{(23+2)}{23} = 108.7\% \). From the results of redundancy for MSCC, we can see that the redundancies are all more than 100% for all cases, comparing to these of the p-cycle design.

But from the view of protection, the redundancy generated by MSCC is always more than 100% even for the unit-working capacity networks. The number of augmented links will be the dominant factor in the redundancy. We implement the algorithm for networks (see in Appendix A 4) in which we just consider the unit-working capacity case, and compare the results to the p-cycle design. If the network is not unit-working capacity, the redundancy will be much higher.
than that for unit-working, because the spare capacity will be chosen to fit the biggest working copies on the cycle and this leads to higher redundancy.

Although $p$-cycle can achieve better redundancy efficiency by using $p$-cycle for protection (see Table 3.3) than the cycle covers obtained by MSCC, the $p$-cycle design cannot be used to detect failure because we cannot detect the link failure for the straddlers.

3.4 Application of MSCC: Failure Detection and Protection

In order to detect a network failure, a transceiver/monitor can be assigned to one node in each cycle along with a spare link that will act as a loopback supervisory channel. Usually all of the optical network performance indices, including optical power, optical spectrum, optical signal-to-noise ratio, and more importantly, bit error ratio, can also be measured along each monitoring cycle. Once a fault occurs in any link or node belongs to such a cycle, the monitor will trigger an alarm in this monitoring cycle and invoke a procedure to achieve fault detection and isolation. Consequently if the failure happens on a link, we will use the same channel as a spare link to protect the failure link.

Our graphical algorithm MSCC can be used for network failure detection and protection under the following proper assumptions: (1) network demands are routed a priori, (2) the cost of the network is a linear function of the demand on each span, (3) cycle capacity is not a constraint (i.e. idealized cycles that can handle as much demand as traverses a span), (4) the network topology is fixed, and (5) the cycle set covers every link in the network graph $G$.

Because the number of transceivers required for monitoring (also called monitors) is determined by the number of cycles in the cycle cover of each network example, we also use the ratio between the number of required transceivers and the number of links in a network in [ZeHu04], to measure the relative costs for fault detection.

The results in Table 3.1 show that MSCC is more cost efficient because of using less cycle monitors for meshed network failure detection, when compared to the other two heuristic algorithms.

3.5 Concluding Remark

Based on the above discussing, we know that the MSCC is designed to detect or monitor the failure and guarantee 100% restoration because every link can be located in a cycle, and after detecting the failure, and at same time minimize the total cost of the whole network. Compared
to other heuristic failure detection algorithms, MSCC on one hand can obtain the better performance on the view of number of monitors and relative cost of detection. Considering the protection on the other hand, MSCC is not better than $p$-cycle design because of the redundancy is more than 100%, but $p$-cycle can not be used to detect failure because the failure on straddlers can not detected. We can get the conclusion that MSCC is a better choice for failure detection rather than for the protection design.

Based on the above discussion, in the following chapters of the thesis, we will focus on $p$-cycle scheme solely on the view of restoration/protection.
Chapter 4
Algorithmic Approaches for Efficient Enumeration of Candidate $p$-Cycles

We will first study two basic operations on primary $p$-cycles, namely operations \textit{Add} and \textit{Join} proposed by Prof. Grover. As an extension, we have formulated the more generalized \textit{SP-Add} (Add operation using Shortest Path), \textit{SP-Join} and \textit{SP-Merge} algorithms to operate of pre-selection of $p$-cycles.

4.1 Design Consideration

Dr. Grover proposes two merging operations [Grov03], \textit{Add} and \textit{Join}, as the basic idea for the $p$-cycle design after the work of SLA [ZhYa02]. The initial idea was to study operations that would transform the set of cycles from SLA into more efficient $p$-cycles and to develop a fully restorable $p$-cycle network design algorithm based on this approach. The main benefit of such an algorithm is that it avoids any form of explicit cycle-set enumeration. Some performance evaluation will be provided at the end. First of all, we need to formulate the problem as follows:

\textbf{Input:} The topology of the network, including number of nodes $N$, spans $S$, and end nodes of every span, cost for every span (to simplify the problem, we consider the cost as the hop number);

\textbf{Output:} $p$-Cycle candidate set;

\textbf{Constraints:} The cycles generated should be simple cycles, which cannot route the same node or span more than once.

Before we get to our heuristic algorithm, we shall summarize the Straddling Link Algorithm (SLA) to introduce the concepts and terminology used in this chapter.

4.2 Straddling Link Algorithm

The SLA [ZhYa02] attempts to generate $p$-cycles with respect to each network span. The main idea of SLA is to find a $p$-cycle that uses that span as a straddling span relationship. Specifically, we determine two node-disjoint shortest paths while restricting use of the span itself in either route. The two routes are then combined end-to-end to form what we have subsequently called a
primary p-cycle. The intent of the process is to generate a set of cycles with exactly one straddling span each, although from topological necessity some such cycles have more than one straddling span, and in other cases (typically involving degree-2 nodes) no primary cycle exists for a specific span. However, most primary cycles do contain no more than the single intended straddling span, and although their efficiencies will be better than simple cycles, they are relatively inefficient compared to other cycles that can be constructed in the network having many more straddles and hence potential efficiency in a capacitated design.

![Figure 4.1: One Set of Primary p-cycles for a Small 11-node 16-span Network Generated by the SLA](image)

Figure 4.1 shows a small network in which eight of spans have a primary cycle. Each graph in Figure 4.1 highlights one span (of the straddling relationship, the dashed line), and its primary cycle. By construction, all of the primary cycles will have at least one straddling span. However, it is possible that a primary cycle will have more than one straddler. In Figure 4.1, the primary cycles shown in panels (a) and (c) are actually the same cycle, each have two straddlers.

Since each primary cycle has at least one straddling span, then the p-cycle score of a primary cycle is

\[ AE(p) \geq \frac{2 + |S_{c,p}|}{|S_{c,p}|}, \]  

(EQ4)

where \( S_{c,p} \) is the number of on-cycle spans. In most cases, a primary cycle has exactly one straddler, and so the inequality in (EQ4) becomes a strict equality.
4.3 Pre-selection Operations to $p$-Cycle Candidate

SLA is extremely fast and totally without exhaustive enumeration of the cycle-set based on the topology. On the other hand, if the set of such nominally “single straddler” cycles from SLA are used directly as the basis of a capacitated network design, the result is collectively quite inefficient because there are many small $p$-cycles of both low $AE$ and actual efficiency. So we would like to improve the performance by introducing the Add and Join operators in the following.

Add and Join operations are intended to operate on suitable pairs of primary cycles (and subsequent cycles) to create new $p$-cycles with more straddling span relationships and hence higher efficiency.

4.3.1 The Add Operation

The Add operation operates on a pair of primary $p$-cycles when each has the other’s straddler as one of their on-cycle spans, and (for reasons to be explained) the two straddler spans involved are not adjacent in the graph.

![Figure 4.2: An example of the Add conditions and Operation on Two Primary p-Cycles](image)

As an example, consider primary $p$-cycles $c$ and $e$ in Figure 4.1, and examine the qualifying condition and the resulting Figure 4.2. The key is that each cycle originally contains the other’s straddler, and the resultant $p$-cycle contains both straddling spans as its new straddlers.

The exclusion condition of “contra-adjacency” means that the two straddlers cannot be both adjacent to each other and have their common node arrived at in opposite directions if a clockwise (or counterclockwise) “tour” of each of the two primary $p$-cycles is taken. The resulting $p$-cycle may have a straddling relationship to the two spans as a concatenated sub network.

As a forbidden case, examine $p$-cycles $e$ and $f$ in Figure 4. The result in Fig 4.3 illustrates the set union is not strictly a cycle, nor does the identifiable outer cycle component by itself
protect either previous straddler span.

![Diagram](image)

**Figure 4.3: Add Operation is not Allowed if the Straddling Spans are “Contra-adjacent”**

Mathematically, an *Add* operation is possible on any two primary *p*-cycles \{A\} and \{B\} with straddling spans \(i_{s(A)}\) and \(i_{s(B)}\) when \(i_{s(A)} \in \{B\} \cap i_{s(B)} \in \{A\} \cap \{ i_{s(A)} \) not contra-adjacent to \( i_{s(B)} \) \}, in which case the new *p-cycle* becomes \(\{C\} = \{A\} + \{B\} \equiv \{ \{A\} - i_{s(B)} \cup \{B\} - i_{s(A)} \}\). The resultant *p-cycle* \(\{C\}\) is then of total length (in hop counts): \(|\{C\}| = |\{A\}| + |\{B\}| - 2.

![Diagram](image)

**Figure 4.4: Example of the Join condition and operation on primary p-cycles**

4.3.2 The Join Operation

The *Join* operation is possible when a pair of primary *p*-cycles have exactly one, non-straddler, span in common (i.e., on their cycles’). As an example, consider primary, *p*-cycles 2 and 6 in Fig. 4.1, the qualifying condition and the result are illustrated in Fig 4.4.

Mathematically, a *Join* operation is possible on any two primary *p*-cycles \{A\} and \{B\} with straddling spans \(i_{s(A)}\) and \(i_{s(B)}\) when \(|\{B\} \cap \{A\}| = 1\). Under this condition the new *p-cycle* becomes \(\{C\} = \{A\} + \{B\} - \{\{A\} \cap \{B\}\}\). The resultant *p-cycle* \(\{C\}\) is then of total length (in hop counts) \(|\{C\}| = |\{A\}| + |\{B\}| - 1\). Thus the three straddling spans \(\{i_{s(A)}, i_{s(B)}, i_{s(C)}\}\) where \(\{i_{s(C)}\} = \{A\} \cap \{B\}\) is a new straddler formed out of the single span where both previous primary *p*-cycles have now been joined.

*Join* is provably somewhat more advantageous than *Add* because it adds one straddler (+2
on score) and deletes one span (-1 on cost), whereas Add keeps the same number of straddlers (+0 on score) but deletes two spans from the total spans (-2 on cost).

4.3.3 Application of Add and Join to a Network
We now use the network of Figure 4.1 as a working example to show how an all-pairs application of Add and Join (where possible) on a network’s primary p-cycles can produce a more efficient set of p-cycles. In the network example, there are seven unique primary p-cycles (remember that (a) and (c) are the same cycle), so we need to inspect only 21 combinations of cycle pairs for possible application of Add or Join.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>Add/Join</th>
<th>AE(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>a</td>
<td>c</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>a</td>
<td>d</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>a</td>
<td>e</td>
<td>Add</td>
<td>1.44</td>
</tr>
<tr>
<td>a</td>
<td>f</td>
<td>Add</td>
<td>1.44</td>
</tr>
<tr>
<td>a</td>
<td>g</td>
<td>Join</td>
<td>1.6</td>
</tr>
<tr>
<td>a</td>
<td>h</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>b</td>
<td>c</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>b</td>
<td>e</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>b</td>
<td>f</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>b</td>
<td>g</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>b</td>
<td>h</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>c</td>
<td>d</td>
<td>-</td>
<td>n/a</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>Add/Join</th>
<th>AE(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>e</td>
<td>Add</td>
<td>1.67</td>
</tr>
<tr>
<td>a</td>
<td>f</td>
<td>Add</td>
<td>1.67</td>
</tr>
<tr>
<td>a</td>
<td>g</td>
<td>Join</td>
<td>1.80</td>
</tr>
<tr>
<td>c</td>
<td>h</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>d</td>
<td>e</td>
<td>Add</td>
<td>1.75</td>
</tr>
<tr>
<td>d</td>
<td>f</td>
<td>Add</td>
<td>1.50</td>
</tr>
<tr>
<td>d</td>
<td>g</td>
<td>Join</td>
<td>1.67</td>
</tr>
<tr>
<td>e</td>
<td>f</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>e</td>
<td>g</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>e</td>
<td>h</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>f</td>
<td>g</td>
<td>Add</td>
<td>1.50</td>
</tr>
<tr>
<td>f</td>
<td>h</td>
<td>-</td>
<td>n/a</td>
</tr>
<tr>
<td>g</td>
<td>h</td>
<td>Add</td>
<td>1.57</td>
</tr>
</tbody>
</table>

Table 4.1 summarizes the combinations of primary p-cycles where either the Add or Join operation is feasible and gives the resultant p-cycle efficiencies; we ignore the cycle in Figure 4.1 (a) since it is the same as the one in Figure 4.1 (c). The resultant p-cycles have efficiencies ranging from 1.50 up to 1.80, with an average of 1.64, as compared to the original primary p-cycles whose efficiencies range from 1.29 up to 1.57 with an average of 1.40 (an improvement of 17%). In Table 4.1, a, b, c, d, e, f, g, h represent the graphs in Figure 4.1, respectively. AE(p) is the score of the p-cycle.

4.4 The SP Merge Algorithm
Although Add and Join operations result in more efficient p-cycles, programming the determination of pairs of cycles that satisfy the conditions required for the operations is complex.
However, *Add* and *Join* serve only as a conceptual stepping-stone to the following class of simpler operations, which we can perform on individual \( p \)-cycles, as opposed to \( p \)-cycle pairs. So we consider operations *SP-Add*, which merge the shortest path (SP) between the two end nodes of the spans on the primary cycles. They will eventually be utilized in our new algorithm to improve the primary \( p \)-cycle from the SLA.

### 4.4.1 The *SP-Add* Operation

The *SP-Add* operation uses the shortest path (Dijkstra) algorithm [DuGr94] to merge the cycle-disjoint shortest path and the path between the end nodes of an on-cycle span in the primary cycle, with the purpose of forming a simple cycle from the merged paths. A *simple cycle* is defined here to be a loop without repeating edges or nodes.

![Diagram](image)

**Figure 4.5: The *SP-Add* Operation for Primary Cycle-2**

Figure 4.5 illustrates the concept of a simple cycle and the operation of *SP-Add* for primary cycle \( a \) of Figure 4.1. We have indexed the nodes in Figure 4.1 to facilitate description. We can ignore span (3,4) because it is the original straddling span of the cycle, i.e. it merges the 2\(^{nd}\) shortest path (3-2-1-4) and the cycle-disjoint shortest path (3-5-6-7-4) between node 3 and node 4. For node 5 and node 6, we can find the cycle-disjoint SP 5-8-9-6 (disjoint with the cycle 5-6-7-4-1-2-3-5) that can be merged with path 5-3-2-1-4-7-6 to form a simple cycle (Figure 4.5(a)). The SP between node 6 and node 7, path 6-9-10-7, can also be merged with the path 5-3-2-1-4-7-6 to form a simple cycle (See Fig 4.5(b)).

On the other hand, we find no cycle-disjoint SP between nodes 1 and 2 so that we can merge it with cycle \( a \) to form a simple cycle. The same discussion fits for node 1 and 4 (node 3
and 5, 4 and 7). If we implement the above algorithm, recounting the same cycles may happen because the design of the algorithm. For example, in Figure 4.1, two cycles (cycle (a) and cycle (c)) generated by two different spans are the same one.

**Save_Cycle** (NewCycle, CycleSet)
{
    If CycleSet == NULL
        Add NewCycle to CycleSet;
    Find the CycleSet \( i \) from CycleSet, in which the length of cycles is same with NewCycle;
    For every cycle \( p \) in CycleSet \( i \)
    {
        forward_route = \{node on p enumerated in the formal order\};
        backward_route = \{node on p enumerated in the backward order\};
        If the first node of NewCycle belongs to p;
            If not,
                If every other node on NewCycle is exactly the same as that in backward_route orderly
                    If not, add the cycle in the CycleSet;
                Else continue;
            End If
    End If
}
}

**Figure 4.6: Pseudo-code of the Save_Cycle Algorithm**

We can now describe the *SP-Add* algorithm by the pseudo-code in Figure 4.7.

**SP-Add(OriginalCycleSet)**
{
    /* NewCycleSet is the name space for the new generated cycles. Its initial value is empty set. */
    Initialize NewCycleSet
    For each cycle \( p \) in OriginalCycleSet{
        Mark all spans and nodes on cycle \( p \)
        For each span \( i \) on cycle \( p \) {
            Set route \( r_0 \) = \{the on-cycle nodes on the directed route between two nodes of span \( i \}\)
            **Dijkstra** \( (i, \text{unmarked spans/nodes}) \rightarrow r' \)
            If \( r' ! = \text{NULL} \) returns the route \( r' \)
            {
                Add route \( r' \) to route \( r_0 \) to get route \( r \)
                If route \( r \) is simple cycle
                    **Save_Cycle** (x, NewCycleSet);
            }
        }
    }
    Unmark all spans and nodes
    Return NewCycleSet
}

**Dijkstra**()
{
    Find the shortest route \( r \) between the end nodes of \( i \) using unmarked spans and nodes only
    Return route \( r \);
}

**Figure 4.7: Pseudo-code of the SP-Add Algorithm**
The inputs of the function are the set of primary $p$-cycles, the adjacent list of the topology, the number of the nodes and spans, and the primary cycle set based on SLA, while the output is the merged cycles combining the spans on the primary cycle and the cycle-disjoint shortest path between the end nodes of an on-cycle span. To implement the algorithm, we start with an existing set of cycles, and for each cycle taken one cycle at a time, we visit each span in the cycle to see if a route that is node-disjoint from the cycle exists between the span’s end nodes. If so, we create a new cycle as described above, and move on to the next span on the cycle, and so on for each cycle. The function returns the new set of cycles created, at most one new cycle for every pairing of original cycle and span on the cycle.

Note that the $Add$ operation discussed before becomes a special case here. The simple cycle requirement can guarantee that no “stub” spans, which are like the start node in Figure 4.3, exist.

4.4.2 The $SP$-Join Operation

The $SP$-Join operation is similar to the $SP$-Add except that after we merged a cycle-disjoint route to the cycle, we do not stop and continue to start the first span of the new cycle use the $SP$-Add one more time and seeking another span that we can transform into a straddler in the same manner. We do this until we have visited every span in the original cycle. Each time we expand the cycle by adding a route to it, we ensure that it is not only cycle-disjoint from the original cycle, but also to every previous route we have added.

![Figure 4.8: The $SP$-Join Operation for Primary Cycles](image)

Figure 4.8 illustrates the concept of a simple cycle and the operation of $SP$-Join (Join operation using Shortest Path) for primary cycle $a$ of Fig. 4.1. For example, as we have discussed in the $SP$-Add operation, the SP 6-9-10-7 can be merged with cycle $c$ to form a simple cycle, meanwhile the SP (10-11-7) between node 7 and node 10 can be merged again to the current cycle path 6-5-3-2-1-4-7 to form a simple cycle, we keep on the procedure until we can not
merge with more cycle-joint path to the cycle. Therefore we finally obtain the cycle 1-2-3-5-6-9-10-11-7-4-1.

Beside the cycles generated by iteratively implementing SP-Add, we also add the primary cycles to the cycle candidate set, and finally we add the set of faces to the accumulated set of candidate cycles for a subsequent capacity planning design. In the SP-Join algorithm, we don’t explicitly produce the faces themselves, but rather we find for each span the shortest cycle for which it is an on-cycle span. While this will not necessarily produce the set of faces in all cases, it is equivalent, or nearly so, in most real transport networks. The purpose is only enrichment of the candidate cycle set. Note that the France network is actually nonplanar, so strictly speaking, a complete set of faces does not exist.

**SP-Join** *(OriginalCycleSetA)*

```plaintext
{ Initialize SPAddCycleSetB
  SPAddCycleSetB = SP-Add (OriginalCycleSetA) 
  Initialize NewCycleSet (Comments: the NewCycleSet is the set containing new generating cycles)
  For each cycle p in SPAddCycleSetB {
    Set route r₀ = {the on-cycle nodes on the directed route between two nodes of span i}
    For each span i on route r₀ {
      Mark all spans and nodes on r₀
      Add_Cycle (route r₀)
      Unmark all spans and nodes
    }
    Add OriginalCycleSetA to NewCycleSet
    Add SPAddCycleSetB to NewCycleSet
  }
  Add_Cycle (route r₀)
  { Mark all spans and nodes on route r₀
    For each span i on route r₀ {
      Dijkstra (i, unmarked spans/nodes)→r’
      If r’! = NULL returns the route r’ {
        Add route r’ to route r₀ to get route r
        If route r is simple cycle
          Save_Cycle (r, NewCycleSet)
          Unmark all spans and nodes
        }
        Add_Cycle (route r)
      }
    }
}
```

**Figure 4.9: Pseudo-code of the SP-Join Algorithm**

We use a recursive function *Add-Cycle* to implement the iterative operation. SP-Join can be described by the Pseudo-code in Fig 4.9.
4.4.3 The SP-Merge Operation

If we can merge where possible all shortest paths between two end nodes of an on-cycle span, we can avoid even more unnecessary duplication of coverage by a set of primary \( p \)-cycles.

Take Figure 4.10 as an example, and consider the primary cycle A-C-B-E-D-A that was formed by combining path A-C-B and path A-D-E-B, the two edge-disjoint shortest paths of the straddler AB.

![Figure 4.10: Merge the shortest paths on cycle ACBEDA](image)

**Figure 4.10: Merge the shortest paths on cycle ACBEDA**

**SP-Merge(OriginalCycleSet)**

{ Initialize NewCycleSet
  For each cycle \( p \) in OriginalCycleSet {
    Set route \( r_0 \) = \{the on-cycle nodes on the directed route between two nodes of span i\} Mark all spans and nodes on route \( r_0 \)
    For each span \( i \) on route \( r_0 \) {
      **Dijkstra** (i, unmarked spans/nodes) \( \rightarrow r' \)
      If \( r' \neq NULL \) returns the route \( r' \) {
        Add route \( r' \) to route \( r_0 \), get the route \( r \)
        Mark all spans and nodes on route \( r \)
        If route \( r \) is simple cycle
          **Save_Cycle** (\( r \), NewCycleSet)
      }
    }
    Unmark all spans and nodes
  }
  Return NewCycleSet
}

**Figure 4.11: Pseudo-code of the Algorithm SP-Merge**

For each on-cycle span, we can search out the shortest paths between its two end-points. Then we merge the path that can form a simple cycle with the on-cycle span. For example, we
can merge A-F-C, the shortest path of span AC with the primary cycle A-C-B-E-D-A. Likewise, we merge C-H-B, the shortest path for span CB; we merge E-I-D for span ED; and finally D-G-A for DA. Consequently, we obtain the cycle A-F-C-H-B-E-I-D-G-A that can cover all nodes in the graph, and the \( p \)-cycle score is improved from \((5+2)/5 = 1.4\) to \((9+14)/9 = 2.6\). Motivated by the above observation, we propose the \( SP-Merge \) algorithm presented in Figure 4.11. In the algorithm we also save the intermediate generated cycles to extend the candidate cycles.

### 4.5 Performance Analysis

We test the 3 algorithms, \( SP-Add \), \( SP-Join \) and \( SP-Merge \), based on the topologies of USA Long Haul network and the France Telecom network. We tabulated the results to compare the algorithm and analysis of the size of the candidate cycle sets and time complexity.

The USA Long Haul network is a 28-node, 45-span network [MuFi97], and the France Telecom network is a 43-node, 71-span European long haul network inspired by France Telecom’s network [FrTe03]. Both networks have sets of working span capacities that arise from shortest-path mapping of one lightpath requirement between each node pair. This produces working channel counts on spans ranging from one to 97, and averaging 28.3 in the USA network and ranging from one to 224, and averaging 54.5 in the France network.

<table>
<thead>
<tr>
<th>( p )-cycle length</th>
<th>USA SLA</th>
<th>USA SP-Add</th>
<th>USA SP-Merge</th>
<th>USA SP-Join</th>
<th>France SLA</th>
<th>France SP-Add</th>
<th>France SP-Merge</th>
<th>France SP-Join</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average ( p )</td>
<td>6.25</td>
<td>7.63</td>
<td>9.07</td>
<td>14.71</td>
<td>6.26</td>
<td>7.61</td>
<td>9.13</td>
<td>18.25</td>
</tr>
<tr>
<td>AE (( p))</td>
<td>1.37</td>
<td>1.6</td>
<td>1.53</td>
<td>1.80</td>
<td>1.39</td>
<td>1.41</td>
<td>1.54</td>
<td>1.96</td>
</tr>
<tr>
<td>Number of ( p )-cycles</td>
<td>24</td>
<td>57</td>
<td>102</td>
<td>374</td>
<td>34</td>
<td>89</td>
<td>154</td>
<td>879</td>
</tr>
</tbody>
</table>

#### 4.5.1 AE \(( p)\) and the Average Cycle Length

In Table 4.2, we compare the performance of \( SP-Add \), \( SP-Join \) and \( SP-Merge \) on the sets of primary cycles in the two test case networks, in terms of average \( p \)-cycle length (in hops) and average unit cost \( p \)-cycle efficiencies (AE). From the above results, we can see that \( SP-Join \) can obtain the best \( AE(p) \), which improves the SLA by 25% for USA and 41% for France.
4.5.2 Size of the Candidate Cycle Set

Based on the SLA design, we can claim that the upper bound of the number of cycles obtained is $S$. With no more than $S$ primary cycles, $SP-Add$ and $SP-Merge$ can generate $SN$ (number of cycle multiples the length of possible longest cycle) cycles at most, and in the worst case, $SP-Join$ will generate no more than $SN(N-5)$ cycles, because the SLA forms a cycle from at least 4 nodes, and the $SP-Add$ from at least 5 nodes. Actually the number of $p$-cycles produced by $SP-Join$ will be much less because:

1. If one of the lengths of shortest paths is more than 1, we will use less steps than $N-5$ steps;
2. The function $Save\_Cycle()$ can be used to avoid reenumerating the same cycles produced by different straddlers;
3. There are many on-cycle spans for which node-disjoint shortest path between its end nodes does not exist.

The above pre-selection operations significantly reduce the number of $p$-cycles as candidates. For example, 7321 cycles can be found in USA network using ILP, about 15 ($\sim 7321/495$) times of that of using $SP-Join$.

Since SLA uses Dijkstra's shortest path Algorithm of which the time complexity is $O(S+N \log N)$, SLA has a complexity of $O(S^2 + SN \log N)$.

From the design discussed above, we know every cycle is generated using Dijkstra SP algorithm exactly once, therefore the number of cycles the algorithm generated determines how many times the Dijkstra's SP algorithm is executed. Consequently, the time complexity of the algorithm is the product of the number of cycles and complexity of Dijkstra's SP algorithm. Finally, the complexity of $SP-Add$ and the $SP-Merge$ is ($NS^3 + S^2 N^2 \log N$), because as discussed $SP-Add$ and the $SP-Merge$ can generate at most $SN$ cycles. The complexity of $SP-Join$ is $O [(NS^3 + S^2 N^2 \log N)^*(N-5)]$, because the number of $p$-cycle is $SN (N-5)$ at most.

In summary, all three operations have a polynomial time complexity.

4.5.3 The Pre-Select ILP Model: An Optimality Example

To test if our heuristic algorithm works well, we incorporate the SCP ($p$-Cycle Spare Capacity Placement) ILP model [GrSt00] with the operations we developed above to build up our PSILP (P re-Select ILP) model. We then run it in a capacitated network, and use the output in an
optimal model to plan the spare capacity according to the real working link distribution. Finally, we can compare the results with those obtained from the pure optimal cycle selection algorithm. Here we shall take the SP-Join as an illustration because the procedure can produce more candidate cycles. We can obtain the optimal p-cycle set when we use these candidate cycles as input to the ILP (Integer Linear Programming) as show in Equation (4.1) and presented as SCP in [GrSt00].

Let $P$ be the set of p-cycles, $E$ the set of all network spans, and $S = |E|$ the number of network spans. Let $s_j$ and $w_j$ be respectively the number of spare and working links on span $j$. Let $n_i$ be the number of unit capacity copies of cycle $i$ in the p-cycle design. The parameter $p_{i,j}$ is the number of spare links required on span $j$ to build a copy of p-cycle $i$. The value of $p_{i,j}$ is 1 if cycle $i$ passes over span $j$; otherwise it is 0. The parameter $c_j$ is the cost of span $j$. The parameter $x_{i,j}$ is the number of paths that a single copy of p-cycle $i$ provides for restoration of span $j$. The parameters $x_{i,j}$ and $p_{i,j}$ are evaluated in advance for each cycle in $P$. Note that $x_{i,j}$ can be either 0,1 or 2 for every $i, j$. It is zero if either or both of the end nodes of prospective failure span $j$ are not on the cycle $i$, it is 1 if both of the span end nodes are on the cycle and are adjacent along the cycle. The value of $x_{i,j}$ is 2 if both of the failure span end-nodes are on the cycle but they are not adjacent to one adjacent to one another on the cycle, i.e. span $j$ has a straddling relationship to cycle $i$.

Minimize $\sum_{j=1}^{S} c_j s_j$

s.t. $s_j = \sum_{i=1}^{P} p_{i,j} \cdot n_i \quad \forall (j \in E)$

$w_j \leq \sum_{i=1}^{P} x_{i,j} \cdot n_i \quad \forall (j \in E)$

$n_i \geq 0 \quad \forall i = 1, 2, \ldots P$ \hspace{1cm} (4.1)

The traditional pure ILP is to find all of the possible cycles using FDS (First Depth Search) algorithm, and plan the capacity according to SCP. We take Canada network as an example (see Figure 2.4).
If we use the Pure ILP by using DFS algorithms, we can find 410 cycles. Based on the cycle set, we can get 5 different optimal cycles if we implement the SCP model. The results of the computation simulation can be seen in Figure 4.12 where one obtains a logical redundancy of 53.8% by implementing pure ILP. The solution composes seven unit-capacity p-cycles (we call a unit capacity as a copy) using five distinct cycles. Three of them (c, d and e) are Hamiltonian cycles, the other two (b and f) are not. The number of copies is the number of unity-capacity p-cycles instantiated on each of the cycles shown.

![Diagram](image)

a) the capacitated Canada network  
b) 1 copy  

c) 1 copy  
d) 2 copies  

e) 2 copies  
f) 1 copy  

**Figure 4.12: Pure ILP Optimal Capacitated p-cycle Design**

We can obtain the optimal redundancy by using the *SP-Join* algorithm, but without enumerating all of the possible cycles. Using the *SP-Join* for Canada networks, we can obtain 127 cycles, from which we can implement four distinct cycles by using seven unit-capacity p-cycles as shown in Fig 4.13. The logical redundancy is also 53.8%. Since the size of the
candidate set has decreased from 410 to 127 cycles (decreased to 31%), the complexity is consequently decreased. This example shows how efficient our heuristic algorithm can be.

Below we list the results for other networks in Chapter 5.

![Diagrams](image-url)

a) the Capacitated Canada Network  
b) 2 copies  
c) 3 copies  
d) 1 copy  
e) 1 copy

**Figure 4.13: SP-Join ILP Optimal Capacitated p-cycle design**

Unlike using SP-Join, we cannot obtain optimal results by implementing SP-Add and SP-Merge. We got only 9 cycles from SP-Add and a redundancy of 74.05% under the same assumption of working capacity. From SP-Merge, we only obtained 8 cycles and redundancy is 64.56%. The results for other networks are listed in Chapter 5
4.6 Concluding Remark

To make the heuristic pre-selection more efficient for the capacitated network, we have introduced in this chapter three operations based on the SLA algorithm: $SP$-$Add$, $SP$-$Join$ and $SP$-$Merge$. By producing non-primary $p$-cycles with more straddling span relationships, and hence network capacity efficiency, the study allows us to appreciate the unnecessary duplication of coverage that a set of primary $p$-cycles may involve and to seek out further methods to improve the $p$-cycle score.

We tested the operations to get some performances such as the size of the candidate set, the average length, and the scores. Through our SPILP exercise, we have also shown that $SP$-$Join$ operation is very efficient because the redundancy can be up to the same with using the pure ILP. Comparing to SP-Join, redundancy by using SP-Add and SP-Merge are 74.05% and 64.56% respectively. Together with the comparison results from Chapter 5, we shall demonstrate that the SP-Join provides the best performance.
Chapter 5

P-Cycle Algorithm for Capacitated Networks

Since many Integer Linear Programming (ILP) methods for p-cycle network design can only handle small or medium-sized networks, we develop in this chapter a developed, heuristic, capacitated, iterative, design algorithm for use in large networks. And we make comparison between two different algorithms.

5.1 Design Consideration

In an actual design where working capacities differ on each span, one can expect to see p-cycles of different sizes, not only the cycles of high a priori efficiency because true efficiency is essentially dependent on protection of working capacity not protected by other p-cycles in the design. We focus on the heuristic solution of spare capacity planning problem described in the following:

Input: \( G(N, S) \), topology of the network with \( N \) the set of nodes and \( S \) the set of spans; \( s \) is the number of spans and \( n \) is number of nodes; and the p-cycle candidate set is \( P \); the working capacity distribution for every spans is \( W = \{ w_j, \ 0<=j<=s, \) where \( w_j \) is the working capacity of span \( j \} \).

Output: The spare capacity distribution \( \{ s_j, \ 0<=j<=s, \) where \( s_j \) is the spare capacity of span \( j \} \)

Constraints: The spare capacity cannot be greater than the working capacity for every span in the network.

Take the Canada network in Figure 4.12 as an example, we can see only three of the five cycles are the Hamiltonian (which has the best \( AE \ (p) = 2.54 \)), where the other two are not. However, they are actually the key part of an economic solution because of differential working capacity considerations. Smaller but more precisely placed p-cycles are required to match the actual capacity distribution to be protected, thus complementing the Hamiltonians.

In view of this, we shall first introduce two more meaningful efficiencies: the weighted capacity efficiency \( E_w \), and the unity capacity efficiency \( E_u \). These new measures give us not only the evaluation of a p-cycle's ability to protect hypothetical working capacity, but also give us an indication of a p-cycle's suitability to a specific working capacity state. There could be
other efficiencies, but here we just tried two known measures. The difference of them is $E_w$ is not working capacity weighted measure; while in $E_u$ we consider the working capacity as a weight. For example, if two $p$-cycles have common score, if we use $E_u$ as efficiency, we can randomly choose one of them, but according to the definition of $E_w$, we will choose the $p$-cycle which can protect more working capacity. In the specific case, the unit working capacity model, it is obviously that the two efficiencies are the same.

The formulas are the following, respectively. Let $S$ be the set of spans in the network, $c_i$ be the cost of a unit of capacity on span $i$, and $X_{p,i}$ be the number of protection relationships available to span $i$ from $p$-cycle $p$ ($X_{p,i} = 1$ if $i$ is an on-cycle span, and $X_{p,i} = 2$ if $i$ is straddling span). Then the weighted capacity efficiency is

$$E_w(p) = \frac{\sum_{\forall i \in S} w_i X_{p,i}}{\sum_{\forall i \in S | X_{p,i} = 1} c_i}.$$  \hfill (5.1)

In (5.1), $w_i$ is the amount of unprotected working capacity on span $i$ at the present time. Also we have the unity capacity efficiency of the $p$-cycle,

$$E_u(p) = \frac{\sum_{\forall i \in S} \alpha_i X_{p,i}}{\sum_{\forall i \in S | X_{p,i} = 1} c_i},$$  \hfill (5.2)

In (5.2), $\alpha_i = 1$ if the current working capacity on the span $i$ is not zero, and $\alpha_i = 0$ otherwise.

Note that $E_w$ considers capacity as the weight in the efficiency formula (5.1); it is possible not to only guess a $p$-cycle’s ability to protect the hypothetical working capacity, but also to determine the actual suitability in a specific working capacity. That is, cycles that can provide more working capacity should have a higher priority to be chosen. In view of this efficiency $E_w$ is more effective than $E_u$. Equation (2.1) is the special case for $E_w$ if we assume $w_i (i = 1, 2, ..., s)$ always is 1, and also special case for $E_u$ if we assume the working capacity on each span is not zero.

Taking advantage of the two efficiencies, our heuristic algorithms will be designed to protect one unit working capacity every time using the cycle. After that, remove the working capacity that has been protected and consider the unprotected working capacity in the same way until all of the working capacity will be protected.
5.2 Efficiency-Based Algorithms

The two different efficiencies can be used to implement our WCIDA which stands for the Working-Capacity-based Iterative $p$-cycle network Design Algorithm (WCIDA) according to the two different efficiencies. The basic steps are as follows:

1. Enumerate all of the candidate cycles according to the algorithm described in Chapter 4 (e.g. SP-Join or SP-Merge, etc) and determined a unity or non-unity working capacity on each span;
2. For each candidate cycle, calculate the actual efficiency (could be either of $E_w$ or $E_u$) of each $p$-cycle;
3. Select the $p$-cycle with the maximal actual efficiency (the best cycle), if there is more than one cycle with the same maximal efficiency, then randomly choose one;
4. Subtract one unit from each on-cycle span in the cycle we just placed, and two from each straddler, which updates the working capacity values of the network. These new working capacity values represent the amount of as yet unprotected working capacity on each span;
5. Repeat step (2) through (4) until the working capacity in each span is reduced to 0;
6. Obtain the redundancy from the total number of copies of the spare links and copies of the working links.

\textbf{WCIDA(X)}

\{ \text{Initialize CycleSet, work[], and CycleUse[]} \\
\text{CycleSet = } \textit{EnumerateCycles()} \\
\text{While work[i] > 0 for all spans i} \\
\{ \\
\text{BestCycle} = 0 \\
\text{For each cycle p in CycleSet} \\
\{ \\
\text{Calculate X(p)} \\
\text{If X(p) > X(BestCycle)} \\
\{ \\
\text{BestCycle} = p \\
\} \\
\} \\
\text{CycleUse[BestCycle] = CycleUse[BestCycle] + 1} \\
\text{For each on-cycle span i in BestCycle} \\
\{ \\
\text{work[i] = work[i] - 1} \\
\} \\
\text{For each straddling span i in BestCycle} \\
\{ \\
\text{work[i] = work[i] - 2} \\
\} \\
\} \\
\text{Return CycleSet and CycleUse} \\
\}

\textbf{Figure 5.1: Pseudo-Code of WCIDA(X)}

The pseudo-code of the algorithm using the efficiency $X(p)$ (either $E_w(p)$ or $E_u(p)$) is in Figure 5.1. In the pseudo-code, the \textit{EnumerateCycles()} function is merely a space-holder for whatever
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method we wish to use to enumerate a set of cycles. Since we use the output of \( SP-Merge \) or \( SP-Join \) as the input for \( WCIDA(X) \), we have the following variations: \( Join-WCIDA \) and \( Merge-WCIDA \) output of \( SP-Merge \) or \( SP-Join \) as inputs.

For example, \( Join-WCIDA(X) \) denotes the approach where we use \( WCIDA(X) \) to plan the spare capacity for the network from the candidates generated by \( SP-Join \).

### 5.3 Performance Evaluation

We implement the two capacity planning algorithms \( WCIDA \ (E_{w}) \) and \( WCIDA \ (E_{u}) \) in two difference models: one is identical working capacity network, and the other is non-identical working capacity network. Four different networks (Canada, USA, France and Europe) have been tested based on the candidates generated from \( SP-Merge \) and \( SP-Join \), respectively. After that, the heuristic and ILP algorithms are compared in terms of complexity and redundancy.

We implement the ILP model using AMPL and CPLEX 7.0. Here we test 4 networks (Canada, USA, France, and Europe), and we run the simulations of our algorithms on 1.2 MHz Intel processor using MS Windows 2000 with 2GB of Ram. We run the simulations of our algorithms on 1.2 MHz Intel processor using MS Windows 2000 with 2GB of RAM.

![Image of graphs with ILP 56.5% and SP-Join 56.5%]

\[
N = 13 \\
S = 23 \\
d = 3.54
\]

**Figure 5.2: \( p \)-Cycle Solutions for an Identical-Working Hamiltonian Network**
5.3.1 Identical Working Capacity Network

For the networks with unit working capacity, it is obvious that we can obtain the same redundancy for \( X = E_w \) and \( X = E_s \) because the working capacity is 1 for every span. According to the definition of \( E_w \) and \( E_s \), we can easily find that \( E_w = E_s \).

We take the Canada network in Fig. 5.2 as an example. We first run the ILP to obtain the optimal solution, which happened to be a Hamiltonian cycle as well. We obtained a redundancy 56.5%. We then tried Join-WCIDA(\( X \)) and Merge-WCIDA(\( X \)) for \( X = E_w \) and \( X = E_s \) respectively), and found the Join-WCIDA (\( E_w \)) algorithm can provide the optimum performance. Although the Hamiltonian cycles are different obtained by using SP-Join and ILP, they provide the same redundancy because of the property of Hamiltonian cycles.

<table>
<thead>
<tr>
<th>Network</th>
<th>Canada</th>
<th>USA</th>
<th>France</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SP-Merge</td>
<td>SP-Join</td>
<td>SP-Merge</td>
<td>SP-Join</td>
</tr>
<tr>
<td>Spare/working</td>
<td>13/23</td>
<td>13/23</td>
<td>36/45</td>
<td>37/45</td>
</tr>
<tr>
<td>Hamiltonian</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Redundancy</td>
<td>56.5%</td>
<td>56.5%</td>
<td>80%</td>
<td>82.22%</td>
</tr>
</tbody>
</table>

We have tabulated the results for 4 different networks in Table 5.1. Take Canada network as an example in Table 5.1. Since we assume it to be a unit working capacity model, we found the total working capacity is 23 (the number of span). Also whether we use SP-Merge (or SP-Join) or not, the result is still a Hamiltonian cycle, and the spare capacity is the number of nodes. The redundancy is therefore the same at 56.5%.

Case of Hamiltonian Cycle

From the above result, we appear to have found a Hamiltonian cycle a topology is the best solution with 100% restoration and observe that the least Hamiltonian and redundancy is \( s/n \). The conclusion can be obtained theoretically below: i.e. the redundancy of Hamiltonian cycle is the lowest bound.
Consider now a Hamiltonian network of average nodal degree $d$, with $n$ nodes and $s$ spans. Every span has two end nodes, giving the average nodal degree $d = 2s/n$ or $s = n*d/2$ and $\ AE(p) = [n + 2*(s-n)]/n = (2s-n)/n$. According to the definition of a Hamiltonian cycle, the length of the cycle is the number of nodes; therefore the number of spare link on the cycle is equal to the number of nodes $n$. According to the working capacity distribution of the network, we know that every span reserves a channel for working, so the total working capacity is the number of the spans $s$.

Based on the above facts, a simple calculation of the logical (i.e., hop-count based) redundancy in this homogenous case would be:

$$
\sum_{i=1}^{s} \frac{S_i}{W_i} = \sum_{i=1}^{s} \frac{n}{s} = \frac{n}{n*d/2} = \frac{2}{d}.
$$

Thus, where applicable, a single Hamiltonian $p$-cycle is considered to be extremely efficient for networks with unit-working capacity. The result $(2/d)$ would be the lower bound on redundancy for a strictly homogenous network. However, in a general case without being strictly homogenous, a straddling span can actually carries twice as much working capacity as the capacity of the $p$-cycle that protects it. Therefore if we take this into account in the lower bound, the sum of working spans will be:

$$
\sum_{i=1}^{s} W_i = n*1 + (s-n)*2 = n + 2*(n*d/2-n) = n(d-1).
$$

So the redundancy is

$$
\sum_{i=1}^{s} \frac{S_i}{W_i} = \frac{n}{n(d-1)} = \frac{1}{d-1}.
$$

It is an NP-complete problem to check whether a topology is Hamiltonian. So far there are no efficient algorithms to find the Hamiltonian cycle in the network. But using our heuristic algorithm, The Hamiltonian cycle can sometimes be obtained (such as, by using $SP$-$Join$ algorithm), but there is no guarantee, because there are no efficient algorithm can guarantee it even for the Hamiltonian graph.

### 5.3.2 Non-Identical Working Capacity Network

For a non-identical case, we assume all demands take the shortest-path to produce the working
capacities on each span (also see Chapter 2). The traffic matrix of Canada network (in Table 5.2) is an example of the end-to-end demand distribution. In this matrix, the number 1 in $i^{th}$ row and $j^{th}$ column, stands for the unit traffic in between the node pair $i$ and $j$.

<table>
<thead>
<tr>
<th>Table 5.2: Traffic Demand Matrix for the Canada Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13</td>
</tr>
<tr>
<td>1 0 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>2 1 0 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>3 1 1 0 1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>4 1 1 1 0 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>5 1 1 1 1 0 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>6 1 1 1 1 1 1 1 0 1 1 1 1 1</td>
</tr>
<tr>
<td>7 1 1 1 1 1 1 1 0 1 1 1 1 1</td>
</tr>
<tr>
<td>8 1 1 1 1 1 1 1 1 0 1 1 1 1</td>
</tr>
<tr>
<td>9 1 1 1 1 1 1 1 1 0 1 1 1 1</td>
</tr>
<tr>
<td>10 1 1 1 1 1 1 1 1 0 1 1 1 1</td>
</tr>
<tr>
<td>11 1 1 1 1 1 1 1 1 0 1 1 1 1</td>
</tr>
<tr>
<td>12 1 1 1 1 1 1 1 1 1 0 1 1 1</td>
</tr>
<tr>
<td>13 1 1 1 1 1 1 1 1 1 1 0 1 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5.3: Distribution Matrix of Working Capacity for the Canada Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13</td>
</tr>
<tr>
<td>1 0 4 6 8 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>2 4 0 0 0 0 0 0 11 0 0 0 0</td>
</tr>
<tr>
<td>3 6 0 0 0 9 0 9 0 0 0 0 0</td>
</tr>
<tr>
<td>4 8 0 0 0 1 5 0 0 0 0 0 0</td>
</tr>
<tr>
<td>5 0 0 9 1 0 4 0 0 0 0 0 0</td>
</tr>
<tr>
<td>6 0 0 0 5 4 0 10 0 3 0 0 0</td>
</tr>
<tr>
<td>7 0 11 9 0 0 10 0 0 7 0 14 0 0</td>
</tr>
<tr>
<td>8 0 0 0 0 0 0 0 0 2 5 0 0 0</td>
</tr>
<tr>
<td>9 0 0 0 0 3 7 2 0 0 0 0 0</td>
</tr>
<tr>
<td>10 0 0 0 0 0 0 0 0 5 0 0 7 0</td>
</tr>
<tr>
<td>11 0 0 0 0 0 0 14 0 0 7 0 6 7</td>
</tr>
<tr>
<td>12 0 0 0 0 0 0 0 0 0 0 6 0 6</td>
</tr>
<tr>
<td>13 0 7 0 0 0 0 0 0 0 0 7 6 0</td>
</tr>
</tbody>
</table>
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Table 5.3 is the working capacity distribution matrix according to the traffic matrix using a shortest path routing. In the matrix of Table 5.3, the number in $i^{th}$ row and $j^{th}$ column is the working capacity on the span between node $i$ and $j$. Appendix B also provides the working capacity distribution of other networks.

| Table 5.4: Redundancy Comparisons between WCIDA ($E_\omega$) and WCIDA ($E_u$) |
|------------------|-----------------|-----------|-----------|
|                  | Europ           | Canada    | USA       | France    |
| ADD-- WCIDA($E_\omega$) | 74.42%          | 74.05%    | 116.26%   | 117.24%   |
| ADD-- WCIDA($E_u$)     | 74.42%          | 81.65%    | 121.21%   | 122.01%   |
| MERGE-- WCIDA($E_\omega$) | 53.49%          | 64.56%    | 102.51%   | 110.6%    |
| MERGE-- WCIDA($E_u$)   | 53.49%          | 67.09%    | 112.33%   | 119.8%    |
| JOIN-- WCIDA($E_\omega$) | 47.67%          | 56.96%    | 94.89%    | 98.89%    |
| JOIN-- WCIDA($E_u$)    | 55.81%          | 64.56%    | 97.32%    | 113.10%   |

We test the algorithms WCIDA ($E_\omega$) and WCIDA ($E_u$) respectively using Canada network. We use 127 cycles produced by SP-Join algorithm in Canada network as the input $p$-cycle set. If we use $E_u$ as the efficiency, we can get 8 distinct $p$-cycles. The sum of spare capacity is 102, giving a redundancy of 64.56%. The maximum length of candidates is 13, and the minimum length is 4. If we use $E_\omega$ as the efficiency, we can get 7 distinct $p$-cycles, the sum of spare capacity is 90, and redundancy is 56.96%. The maximum length of candidates is 13, and the minimum length is 4.

We have also tried $Add$-$WCIDA(E_\omega)$, $Add$-$WCIDA(E_u)$, $Merge$-$WCIDA(E_\omega)$, $Merge$-$WCIDA(E_u)$, $Join$-$WCIDA(E_\omega)$ and $Join$-$WCIDA(E_u)$ in four networks: Canada, USA, Europe (cost 293), and France network. The simulation results can be found in Table 5.4.

We also built up the comparison charts in Figure 5.4 and 5.5. From the results, we can sum up the following conclusions based on the outputs:

1) Smaller but more precisely placed $p$-cycles could be the parts of candidates because of the differential working capacity considerations;

2) $E_\omega$ is more effective as the actual efficiency than $E_u$. 
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Join-WCIDA ($E_w$) appears to have the lowest redundancy requirement among all networks. The plausible reason can that $E_w$ is more capacitated than $E_u$ because if there are two cycles with same $E_u$, we will randomly choose any of the cycles by using Join-WCIDA($E_u$), but
the cycle with more working capacity will have a higher priority by using Join-WCIDA($E_w$). Obviously the latter choice is more efficient. Therefore Join-WCIDA ($E_w$) can obtain better performance on the point of view of redundancy.

Another important finding is that the Hamiltonian cycle does not perform well for the networks with non-unit working capacities. Since the distribution of the working capacities is not even for this kind of networks, one Hamiltonian cycle can not guarantee 100% restoration. Although more copies of Hamiltonian cycles can guarantee 100% restoration, the trade-off is the increase in redundancy. Therefore considering different cycle varieties, especially smaller cycles, can usually obtain even more efficient p-cycles set. If we review the example in Section 4.5.3, we find there are four different cycles provide the optimum redundancy by using our PSILP algorithm, but only two of them are Hamiltonian cycles; the other two are not.

### Table 5.5: Comparison between Heuristic and Optimal Algorithm

<table>
<thead>
<tr>
<th>Network</th>
<th>Canada</th>
<th>USA</th>
<th>France</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$SP$-Merge</td>
<td>$SP$-Join</td>
<td>$SP$-Merge</td>
<td>$SP$-Join</td>
</tr>
<tr>
<td>#of p-cycles</td>
<td>70</td>
<td>127</td>
<td>102</td>
<td>374</td>
</tr>
<tr>
<td>Min hops</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Average hops</td>
<td>7.4</td>
<td>8.6</td>
<td>9.1</td>
<td>14.7</td>
</tr>
<tr>
<td>Max hops</td>
<td>13</td>
<td>13</td>
<td>20</td>
<td>28</td>
</tr>
<tr>
<td>Total working</td>
<td>158</td>
<td>1273</td>
<td>4043</td>
<td>86</td>
</tr>
<tr>
<td>Redundancy (ILP)</td>
<td>53.8%</td>
<td>91.44%</td>
<td>96.19%</td>
<td>44.19%</td>
</tr>
<tr>
<td>Redundancy (WCIDA)</td>
<td>64.56%</td>
<td>56.96%</td>
<td>102.51%</td>
<td>95.52%</td>
</tr>
<tr>
<td>Difference</td>
<td>10.76%</td>
<td>3.16%</td>
<td>12.15%</td>
<td>4.08%</td>
</tr>
</tbody>
</table>

### 5.4 Comparison between Optimal and Heuristic Algorithms

Based on the conclusion of the last session, we consider using the $WCIDA$ ($E_w$) algorithm for capacity planning. To compare the optimal and heuristic algorithms, we assume their input or the cycle candidates are of the same candidate group (say using $SP$-$Join$). See Table 5.5.
From the results, we find that the difference between the optimal and heuristic algorithms is no more than 5%. But the complexity of the heuristic algorithm is quite a bit lower than the optimal one. Considering the CPU time, the difference is not too much, for example, for Canada network, the CPU time of both of ILP and heuristic (WCIDA \((E_w)\)) algorithm are 130 ms, and the reason is the size of input is quite small.

As discussed before, the heuristic algorithm is faster than the optimal algorithm, because of the complexity. The time complexity of WCIDA algorithm is of the same order as the number of cycles, i.e. \(O(C)\), where \(C\) is the number of \(p\)-cycles. Therefore if we take the \(SP\)-Join as the \(p\)-cycle producing algorithm, the complexity of WCIDA will be \(O(SN^2)\). However the ILP is a NP-hard problem.

**Specific Cycle()**

```plaintext
{ 
  For every span \(S_i\),
  { 
    Initial StraddlerSet \(_i\); OncycleSet \(_i\) 
    While (working[i]>0)
    { 
      For every \(p\)-cycle \(P_j\)
      { 
        If \(S_i\) is a straddler of \(P_j\)
        working = working[i] -2;
        Save \(P_j\) in StraddlerSet \(_i\);
        If working[i] <=0
        Return;
      }
      if working[i] >0
      For every \(p\)-cycle \(P_j\)
      { 
        if \(S_i\) is a on-cycle span of \(P_j\)
        working = working[i]-1;
        Save \(P_j\) in OncycleSet \(_i\);
        If working[i] <=0
        Return;
      }
    }
  }
}
```

*Figure 5.6: Pseudo code of enumeration of protection for specific span*
5.5 Real time Operation

What we discussed now is to provide (pre-plan) specific $p$-cycles with a single span failure. It is called real-time because we want to recover in real-time whenever and wherever this span failure occurs.

For all candidate cycles, we test every span $s_i$ to see if it is one of straddlers in the candidate cycle, if so we save the cycle as one of the protection cycles of $s_i$, and reduce 2 copies links of $s_i$. When we try all of the candidate cycles, and the span is no longer a straddler for all candidate cycle and not all of the working capacity in the span have been protected, we will try all the cycle to see if the span is on-cycle for every cycle, if so we save the cycle as protection cycle of $s_i$, and reduce one copy for the total working capacity, until all the span can be saved.

This process happens after the WCIDA algorithm to use the obtained cycles. The pseudo code is the following Fig 5.6: In this algorithm, we will give the higher priority to $p$-cycle on which the specific span is of the straddler relationship because the span can protect two copies using one copy of spare capacity.

![Diagram](image)

$p$-Cycle 1: restores $3 \times 2 = 6$ paths

$p$-Cycle 2: restores 2 paths

$p$-Cycle 3: restores 2 paths

$p$-Cycle 4: restores $2 \times 2 = 4$ paths

Figure 5.7: Illustrating of the real time phase
Figure 5.7 is an example to illustrate how to choose efficient p-cycles to protect a failed span. In this figure, the failed span has 14 copies working capacities to be recovered. Using the above algorithm, we find 5 p-cycles from which the span can be protected 100%, where p-cycle #1 provides 6 protection paths for the failure spans, p-cycle #2 provides 2 paths, p-cycle #3 provides 2, and p-cycle #4 provides 4 as well, so the total protection paths is 6+2+2+4= 14.

5.6 Concluding Remark

In this chapter, we propose the heuristic algorithm WCIDE to plan the spare capacity of the network. Two efficiency algorithms have been tested based on the real networks. We find that the $E_w$ is better than $E_u$ as a parameter of the heuristic algorithm through comparing the redundancy under the same condition for different network.

Another conclusion we can draw is that the SP-Join is generally better than SP-Merge, because the former can get more efficient p-cycles as candidates, so it is closer to the optimal results. Because the difference of redundancy between ILP and SP-Join-WCIDA ($E_w$) is very small, less than 5%, and the heuristic algorithm is of lower time complexity, we can claim the SP-Join-WCIDA ($E_w$) is feasible and efficient.
Chapter 6
Design Guideline

Our research has provided a relatively complete design of optical failure detection and protection scheme. We consider a general DWDM network with a general mesh topology in the thesis. The cycle protection is always a kind logical scheme that can be implemented at the fiber layer, the DWDM or OC-n channel layer, etc. The following are three design guidelines for using algorithms for different goals in network planning and evaluations.

6.1 For Failure Detection with Limited Capacity
If detection is the only objective, the MSCC algorithm is a good choice, especially for the small unit-working capacity networks. We allocate a spare capacity for failure monitors. Once the single failure being detected by the cycle monitors no matter where the failure is, on the spans or on the nodes of a network, we can pre-configure the detection cycles to detect it, and then the spare channel can be shared to protect the failure. The main point of the MSCC algorithm is to find a min-cost cycle cover of the network so that every span relies on one of the cycles. The design can be applied to the non-unit working capacity network, if the failure happens to one link of the span.

The disadvantage of MSCC is the cost or the redundancy for the protection; in general, the redundancy of the networks is more than 100%. So if we just consider the purpose of protection, the ring speed and mesh efficiency design, \(p\)-cycle, will be a better solution because of its efficiency.

Requirements of Current Networks:
Size of the network: small networks (# of nodes \(\leq 20\), # of links \(\leq 30\)),
Working capacity: not special requirement;
Spare capacity: at least one;
Connectivity: bi-connected;
Design Procedure:
1. Check if the network is the Eulerian, if so decompose the network to small cycles by removing the span and the shortest path between the two end node in the remaining graph;
2. If the network is non-Eulerian, implement the MSCC and find the cycle cover for the network;
3. Reserve a channel along every cycle from the cover for monitor;
4. Once a failure happens, trigger the monitoring procedure; let the monitor route along the cycle to locate the failure.

6.2 For Failure Detection/Protection of Networks with Limited Capacity
If both detection and protection are the goals of research, MSCC algorithm is still a good choice, especially for the small unit-working capacity networks. The procedure is therefore very similar to the above except with some difference as noted below.

Requirements of Current Networks:
Size of the network: small networks (# of nodes <=20, # of links <= 30);
Working capacity: unit working capacity;
Spare capacity: at least one;
Connectivity: bi-connected;

Design Procedure:
1. Check if the network is the Eulerian, if so decompose the network to small cycles by removing the span and the shortest path between the two end node in the remaining graph;
2. If the network is non-Eulerian, implement the MSCC and find the cycle cover for the network;
3. Reserve a channel along every cycle from the cover for both detecting and protecting;
4. Once a failure happens, trigger the monitoring procedure by letting the monitor route along the cycle to locate the failure.
5. Protect the failure by switching the working link where the failure happens to the spare link on the protection path of the cycle.
6.3 For Failure Protection of Networks with Unlimited Capacity

This is the scenario for networks where working links can be 100% restorable i.e. the spare capacity can be unlimited, we would recommend implementing the joint design using heuristic algorithms.

To find the pre-selected $p$-cycle candidates, we use the cycles generated by SLA as seeds, and repeat the Dijkstra's shortest path algorithm to extend the cycles to bigger ones in order to get the improving efficiency, the SP-Merge and SP-Join work very well both for the unit and non-unit working capacity small network. But for more complicate network (such as USA and France), the SP-Join seems more efficient than others.

For the capacity design step, we also use the heuristic method WCIDA, and so far we find the $E_w$ is the best as efficiency to plan the spare capacity through comparing to the other one. Especially the redundancy output of the heuristic algorithm is very close to the optimal one.

Requirements of Current Networks:
Size of the network: no specific requirements (suitable for the big network like France, USA, etc.);
Working capacity: no specific requirements;
Spare capacity: unlimited;
Connectivity: bi-connected;

Design Procedure:
1. Find the efficient $p$-cycle candidates using SP-Merge or SP-Join;
2. Use the WCIDA algorithm to find spare capacity on every span and the redundancy of the network;
3. If the failure happens on the span level, find the all the possible $p$-cycle to protect it.
Chapter 7
Conclusion

We have proposed a heuristic algorithm using the Eulerian graph theory to solve the failure-detecting/protection problem. To reduce the span time of fault detection and survivability, the detection channel can be shared as a spare one to restore from the failure. A comparison with other detecting algorithms has shown that the SCC algorithm can provide better performance at the expense of >100% redundancy. This algorithm can achieve two objectives despite its scarcity of spare capacity.

We have also developed and tested heuristic algorithms for providing $p$-cycle survivable transport network designs. The basic approach is to first enumerate a set of $p$-cycle candidates based on a primary set (generated from SLA) through different operations, such as $SP$-$Add$, $SP$-$Join$, and $SP$-$Merge$. Through testing, we find that the set of $p$-cycle has high individual (for a single $p$-cycle) and collective (for the whole network) efficiency. We have found a simple algorithm for capacitated $p$-cycle design without enumerating all of the possible cycles. We also found the $SP$-$Join$ operation is generally better than $SP$-$Merge$, because the former can get more efficient $p$-cycles as candidates; so it is closer to the optimal results.

Any of above operations can be used to get the input cycles for planning capacity stage where we also take the heuristic (iterative) algorithms based on different actual efficiencies ($E_\omega$ and $E_u$). After comparing the two efficiencies, we find that $E_\omega$ has better performance than $E_u$. The heuristic capacity-planning algorithm is of less complexity than the optimal algorithm, and very close to the optimal results.

7.1 Future Work
There is still improvement desired of our achievement in this thesis. Further development of algorithms based on Add and Join search strategy can be studied. Consider how to decrease the size of the candidate set to make it more efficient because we found the final solution of the subset is quite small in size. Take the Canada network for example; although the $SP$-$Join$ has decreased the number of candidates from 410 to 126, the final solution of $p$-cycles is just 4
distinct cycles, which is 3.17% of the total $p$-cycles. The large amount of $p$-cycles not only require too much memory, but also make the process of planning capacity more complicated, so reducing the size of the candidate to a smaller set is very necessary. A possible solution is to delete the non-essential cycles during the process of generating the $p$-cycle candidate, which could be the next project.

Another possible solution is to design a protection algorithm to solve the multi-failure problems. A third way is to get the simulation results within the limitation of the hops or length of cycles according to the actual requirements.
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Appendix A
Topologies of the Sample Networks

This appendix stipulates the physical topologies and snif files of the few networks used in the evaluation of our algorithms in Chapters 4 and 5. The "snif" file describes the node to link adjacency relationships between the nodes and spans (links) in a network graph. For example, from the snif file of the USA long haul network, we can see that there are 28 nodes in the network; span 1 connects nodes 1 and 2, span 2 connects nodes 1 and 5. The 'Cost' column is 1 and represents the number of hops.

A.1 Topology of USA Long Haul Network

The topology part of "snif" file:

<table>
<thead>
<tr>
<th>Span</th>
<th>NodeA</th>
<th>NodeB</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>11</td>
<td>1</td>
</tr>
</tbody>
</table>
A.2 Topology of France Telecom Network

The topology part of "snif" file:

<table>
<thead>
<tr>
<th>Span</th>
<th>NodeA</th>
<th>NodeB</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>----</td>
<td>---</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>12</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>13</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>14</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>16</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>17</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>18</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>19</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>19</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>17</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>17</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>29</td>
<td>15</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>36</td>
<td>37</td>
<td>1</td>
</tr>
<tr>
<td>31</td>
<td>15</td>
<td>38</td>
<td>1</td>
</tr>
<tr>
<td>32</td>
<td>14</td>
<td>38</td>
<td>1</td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>39</td>
<td>1</td>
</tr>
<tr>
<td>34</td>
<td>39</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>35</td>
<td>40</td>
<td>41</td>
<td>1</td>
</tr>
<tr>
<td>36</td>
<td>40</td>
<td>42</td>
<td>1</td>
</tr>
<tr>
<td>37</td>
<td>41</td>
<td>42</td>
<td>1</td>
</tr>
<tr>
<td>38</td>
<td>41</td>
<td>43</td>
<td>1</td>
</tr>
<tr>
<td>39</td>
<td>42</td>
<td>43</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>42</td>
<td>34</td>
<td>1</td>
</tr>
<tr>
<td>41</td>
<td>34</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>42</td>
<td>37</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>43</td>
<td>35</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>44</td>
<td>36</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>45</td>
<td>35</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>46</td>
<td>36</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>47</td>
<td>22</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>48</td>
<td>23</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>49</td>
<td>20</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>21</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>51</td>
<td>25</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>52</td>
<td>24</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>53</td>
<td>24</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>54</td>
<td>23</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>55</td>
<td>23</td>
<td>27</td>
<td>1</td>
</tr>
<tr>
<td>56</td>
<td>24</td>
<td>27</td>
<td>1</td>
</tr>
<tr>
<td>57</td>
<td>27</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>58</td>
<td>35</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>59</td>
<td>28</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>29</td>
<td>30</td>
<td>1</td>
</tr>
</tbody>
</table>
A.3 Topology of the Canada Network

<table>
<thead>
<tr>
<th>Span</th>
<th>NodeA</th>
<th>NodeB</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>6</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>7</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>7</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>8</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>8</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>11</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>11</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>12</td>
<td>13</td>
<td>1</td>
</tr>
</tbody>
</table>
A.4 Topologies of the Other Networks for MSCC

NSFNET: 14 nodes, 21 links

ARPA2: 21 nodes, 25 links

SmallNet: 10 nodes, 22 links

Bellcore: 15 nodes, 28 links

COST239: 11 nodes, 26 spans

ABB: 12 nodes, 26 spans

NSFNET: 16 nodes, 26 spans
Appendix B
The Working Capacity Distribution of the Sample Networks under the Unit-end-to-end Demand

This appendix stipulates the working capacity distribution for different networks under unit end-to-end traffic model that we discussed in Chapter 5.

B.1 The France Network

<table>
<thead>
<tr>
<th>Span</th>
<th>NodeA</th>
<th>NodeB</th>
<th>Working Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>18</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>19</td>
<td>69</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>5</td>
<td>71</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>8</td>
<td>39</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>9</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>10</td>
<td>57</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>12</td>
<td>35</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>8</td>
<td>93</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>15</td>
<td>107</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>5</td>
<td>77</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>17</td>
<td>53</td>
</tr>
<tr>
<td>17</td>
<td>12</td>
<td>13</td>
<td>63</td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>19</td>
<td>13</td>
<td>15</td>
<td>87</td>
</tr>
<tr>
<td>20</td>
<td>14</td>
<td>15</td>
<td>89</td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>16</td>
<td>89</td>
</tr>
<tr>
<td>22</td>
<td>16</td>
<td>4</td>
<td>75</td>
</tr>
<tr>
<td>23</td>
<td>17</td>
<td>18</td>
<td>42</td>
</tr>
<tr>
<td>24</td>
<td>18</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>25</td>
<td>19</td>
<td>20</td>
<td>46</td>
</tr>
<tr>
<td>26</td>
<td>19</td>
<td>22</td>
<td>52</td>
</tr>
<tr>
<td>27</td>
<td>17</td>
<td>22</td>
<td>41</td>
</tr>
<tr>
<td>28</td>
<td>17</td>
<td>36</td>
<td>58</td>
</tr>
<tr>
<td>29</td>
<td>15</td>
<td>35</td>
<td>226</td>
</tr>
<tr>
<td>30</td>
<td>36</td>
<td>37</td>
<td>25</td>
</tr>
<tr>
<td>31</td>
<td>15</td>
<td>38</td>
<td>30</td>
</tr>
<tr>
<td>32</td>
<td>14</td>
<td>38</td>
<td>2</td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>39</td>
<td>59</td>
</tr>
<tr>
<td>34</td>
<td>39</td>
<td>40</td>
<td>49</td>
</tr>
<tr>
<td>35</td>
<td>40</td>
<td>41</td>
<td>21</td>
</tr>
<tr>
<td>36</td>
<td>40</td>
<td>42</td>
<td>22</td>
</tr>
<tr>
<td>37</td>
<td>41</td>
<td>42</td>
<td>24</td>
</tr>
<tr>
<td>38</td>
<td>41</td>
<td>43</td>
<td>5</td>
</tr>
<tr>
<td>39</td>
<td>42</td>
<td>43</td>
<td>37</td>
</tr>
<tr>
<td>40</td>
<td>42</td>
<td>34</td>
<td>113</td>
</tr>
<tr>
<td>41</td>
<td>34</td>
<td>35</td>
<td>118</td>
</tr>
</tbody>
</table>
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## B.2 the USA Network

<table>
<thead>
<tr>
<th>Span</th>
<th>NodeA</th>
<th>NodeB</th>
<th>Working Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>27</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>7</td>
<td>73</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>8</td>
<td>64</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>13</td>
<td>19</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>9</td>
<td>19</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>7</td>
<td>67</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
<td>8</td>
<td>126</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>10</td>
<td>58</td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>12</td>
<td>55</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>14</td>
<td>145</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>10</td>
<td>31</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>11</td>
<td>82</td>
</tr>
<tr>
<td>18</td>
<td>11</td>
<td>12</td>
<td>37</td>
</tr>
<tr>
<td>19</td>
<td>11</td>
<td>22</td>
<td>97</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>25</td>
<td>36</td>
</tr>
<tr>
<td>21</td>
<td>12</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>22</td>
<td>13</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>23</td>
<td>14</td>
<td>15</td>
<td>10</td>
</tr>
</tbody>
</table>
Appendix C
Protection $p$-Cycle Obtained for the USA Network

In this appendix, we use the USA network as an example to present the results obtained with our algorithm. These results include the total number of spans of a network, the total number of nodes, the candidate $p$-cycles, the number of copies of $p$-cycles, and the total working and spare capacity and redundancy of the network. Details can be found in our internal CCNR report.
Appendix D.
Graph Theory Algorithms

D.1 Binary Heap Implementation of Dijkstra’s Algorithm

We would like to implement Dijkstra’s algorithm using a binary heap. In this algorithm heap \( H \) would be the collection of nodes with finite temporary distances while the key of a node would be its temporary distance. The following subroutines are also required to carry out this algorithm and can be found in [Zhan02a]:

1) create-heap\((H)\): Create an empty binary heap
2) find-min\((i, H)\): Find and return a node \( i \) of minimum key.
3) insert\((i, H)\): Insert a new node \( i \) with a predefined key.
4) decrease-key\((\text{value}, i, H)\): Deduce the key of node \( i \) by ‘value’.
5) delete-min\((i, H)\): Delete a node \( i \) of minimum key.

\textit{heap-Dijkstra algorithm:}

\begin{verbatim}
begin
create-heap\((H)\);
d(\(j\)) := \(\infty\) for all \( j \in \mathbb{N}\);
d(\(s\)) := 0 and pred(\(s\)) := 0;
insert(\(s\), \(H\));
while \(H \neq \emptyset\) do
begin
find-min\((i, H)\);
delete-min\((i, H)\);
for each \((i, j) \in A(i)\) do
begin
value := \(d(i) + C_{ij}\);
if \(d(j) > value\) then
if \(d(j) = \infty\) then
\(d(j) := value\),
pred\((j) := i\), and insert\((j, H)\);
else set \(d(j) := value\), pred\((j) := i\), and decrease-key\((value, i, H)\);
end;
end;
end;
\end{verbatim}
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D. 2 MPM (Minimum-weighted Perfect Matching) Algorithm

This algorithm supplements the explanation in Section

Let \( A = (a_{ij})_{n \times n} \), where \( a_{ij} = 1 \) if nodes \( i \) and \( j \) are adjacent, else \( a_{ij} = 0 \) be the incidence matrix of

\( G \), the non-negative weight function \( w, x = (x_e)_{e \in E} \) and \( x_e \in Z^+ \cup \{0\} \). Mathematically, the model of MPM can be described as follows:

Min \( w x^T \)

subject to \( A x^T = I^T \) and \( x \geq 0 \),

Let \( w_{ij} \) be the weight of the edge \((i,j)\), and \( x_{ij} \) is a variable for \( i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, n \), where \( n \) be is the number of nodes. The value of \( x_{ij} = 1 \) means that the edge \((i,j)\) is included in the matching, whereas \( x_{ij} = 0 \) means that it is not. We can formulate the general matching problem for non-bipartite weighted graph (called the Primal Problem) as follows:

Min \( \sum_{i,j} w_{ij} x_{ij} \)

subject to

\[ \sum_{j=1}^{n} x_{ij} = 1 \quad i = 1, 2, \ldots, n \] \hspace{1cm} (D1)

\[ x_{ij} \geq 0 \quad 1 \leq i \leq j \leq n, \] \hspace{1cm} (D2)

\[ \sum_{i,j \in S_k} x_{ij} + y_k = s_k, \quad y_k \geq 0 \quad \text{for} \ k = 1, 2, \ldots, N, \] \hspace{1cm} (D3)

where \( y_k \) is the slack variable to satisfy the constraint D3.

Instead of providing a procedure for the Primal solution, we provided in the following the procedure of the Dual problem to be solved in Section 3.1.2:

Input: The topology of the graph \( H \), and an \( n \times n \) symmetric matrix \( \{ w_{i,j} \} \) of nonnegative integers; \( n \) is even.

Output: The perfect matching \( M \) which has the smallest total cost under \( w_{i,j} \).

\[ MPM(H, w) \]

\{ for all \( v_i \in V \) do \( x_i = \frac{1}{2} \min_j \{ w_{ij} \} \); for all \( k \) do \( y_k = 0 \); \( M = \phi \); (comment: initialize the maximum matching of \( G \)) \( J_{\phi} = \phi \); (comment: \( J_{\phi} \) contains all odd sets \( S_k \) with \( y_k < 0 \)) while \( |M| < n / 2 \) do begin

\}
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construct the admissible graph $G_j$ by including all edges $[v_i, v_j]$ with $x_i + x_j + \sum_{i,j \in \delta_k} y_k = w_{ij}$,

and shrinking all sets $S_k$ in $\tilde{J}_b$;

find the maximum matching in $G_j$ starting from the current matching $M$;

let $G_c$ be the current graph at the conclusion of the (unweighted) maximum matching algorithm for $G_j$;

let $O$ be the set of outer vertices in $G_c$, $I$ the set of inner ones, $\Psi_O$ the set of outer pseudonodes, and $\Psi_I$ the set of inner pseudonodes;

calculate $\theta_1 = \min(\delta_1, \delta_2, \delta_3)$ (comment: Equations 3.3)

for all $v_j \in O$ do $x_j = x_j + \theta_1$;

for all $v_j \in I$ do $x_j = x_j - \theta_1$;

for all $S_k \in \Psi_O$ do $y_k = y_k - 2\theta_1$;

for all $S_k \in \Psi_I$ do $y_k = y_k + 2\theta_1$;

recover the maximum proper matching $M$ of $(V, J_b)$ from the maximum matching of $G_j$;

let $\tilde{J}_b = \left\{ S_k \in \tilde{J}_b \cup \Psi_O : y_k < 0 \right\}$

end