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Abstract.

The multiconfiguration time-dependent Hartree-Fock (MCTDHF) and multiconfiguration time-dependent Hartree (MCTDH) methods are employed to investigate nonperturbative multielectron dynamics in finite quantum systems. MCTDHF is a powerful tool that allows for the investigation of multielectron dynamics in strongly perturbed quantum systems. We have developed an MCTDHF code that is capable of treating problems involving three dimensional (3D) atoms and molecules exposed to strong laser fields. This code will allow for the theoretical treatment of multielectron phenomena in attosecond science that were previously inaccessible. These problems include complex ionization processes in pump-probe experiments on noble gas atoms, the nonlinear effects that have been observed in Ne atoms in the presence of an x-ray free-electron laser (XFEL) and the molecular rearrangement of cations after ionization. An implementation of MCTDH that is optimized for two electrons, each moving in two dimensions (2D), is also presented. This implementation of MCTDH allows for the efficient treatment of 2D spin-free systems involving two electrons; however, it does not scale well to 3D or to systems containing more than two electrons.

Both MCTDHF and MCTDH were used to treat 2D problems in nanophysics and attosecond science. MCTDHF is used to investigate plasmon dynamics and the quantum breathing mode for several electrons in finite lateral quantum dots. MCTDHF is also used to study the effects of manipulating the potential of a double lateral quantum dot containing two electrons; applications to quantum computing are discussed. MCTDH is used to examine a diatomic model molecular system exposed to a strong laser field; nonsequential double ionization and high harmonic generation are studied and new processes identified and explained. An implementation of MCTDH is developed for nonuniform tensor product grids; this will allow for the full 3D implementation of MCTDHF and will provide a means to investigate a wide variety of problems that cannot be currently treated by any other method. Finally, the time it takes for an electron to tunnel from a bound state is investigated; a definition of the tunnel time is established and the Keldysh time is connected to the wavefunction dynamics.
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Chapter 1

Introduction

The past few decades have seen rapid development in two particular areas — nanoscience and attosecond science. Finite few-body quantum systems are pervasive in both of these areas. However, a theoretical treatment of the dynamics of these systems is extremely difficult.

In nanoscience quantum dots (artificial atoms) are extremely important. These artificial atoms possess properties that are similar to real atoms and molecules. However, quantum dots (QDs) can be created in a laboratory environment and their electronic properties manipulated. This allows for the effects of electron-electron interactions to be observed. Quantum dots are important in quantum computing as they have the potential to lead to a viable realization of qubits [1,2]. Furthermore, they are used in nanotechnology to create some of the smallest switches and transistors [3,4]. As electronic devices get smaller they begin to behave more like finite quantum systems [5]; the motion of the electrons within these device becomes important [6]. While there has been much theoretical investigation into the time-independent properties of these finite quantum systems (see Ref. [7] and references therein), very little has been done to address their dynamics.

In attosecond science, significant advances in experimental techniques involving atoms and molecules exposed to strong laser fields have been made over the past decade. The development of molecular tomography and dynamic imaging techniques have made it possible to gain insight about the processes that atoms and molecules undergo during chemical reactions. This has generated a wealth of experimental observation as to the time-dependent behaviour of atoms and molecules exposed to strong-field laser fields [8–21]. Multielectron excitation and relaxation processes in noble gas atoms have been observed with subfemtosecond resolution. More recently, x-ray free-electron laser (XFEL) experiments have shown nonlinear atomic responses in neon atoms [20]. In molecules, it was observed that the structural rearrangement of the cation occurs within a few femtoseconds after ionization [14]. In addition, femtosecond time resolution observations of chemical reactions have been performed [19]. Further, correlated electron spectra seem to indicate complex ionization processes and have shown a molecular alignment dependence in the ionization yield [13]. To understand these phenomena, new theoretical tools are needed.

Solution of the time-dependent Schrödinger equation (TDSE) for multi-electron systems has been limited to the single active electron (SAE) approximation or to systems involving only two electrons such as He [22-25] and H$_2$ [26-31]. The methods employed in these calculations either do not take proper account of correlation (time-dependent Hartree-Fock) or are not viable for more than two electrons (full-dimensional solution of the TDSE, time-dependent configuration interaction). Thus, more advanced methods and tools are needed to analyse and understand the processes that have been observed.
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In order to make progress toward solving the above problems we have developed a multiconfiguration time-dependent Hartree-Fock (MCTDHF) code that is capable of performing calculations on multielectron systems in 1 - 3D. MCTDHF, as described below (see Sec. 1.1.4), provides an efficient way of representing the multielectron wavefunction and this code will provide a powerful tool that can be used towards making significant advances in the theory surrounding atoms and molecules in strong laser fields. The remainder of this chapter is dedicated to providing an introduction to the numerical methods that will be employed in subsequent chapters. This chapter concludes with a brief outline.

1.1 Numerical integration of the time-dependent Schrödinger equation

Here the numerical solution of the TDSE
\[ i\hbar \frac{\partial \Psi}{\partial t} = H \Psi, \]  
(1.1)
is considered. The n-electron Hamiltonian, in SI units and Born-Oppenheimer approximation, is given by,
\[ H = \sum_{i=1}^{n} \left\{ \frac{1}{2m} \left( \frac{\hbar}{i} \nabla + eA(r_i, t) \right)^2 + U(r_i, t) - e\chi(r_i, t) \right\} + \frac{1}{4\pi\epsilon_0} \sum_{i<j} \frac{e^2}{|r_i - r_j|} \]  
(1.2)
where \( m \) is the mass of the electron, \( e \) is the elementary charge, \( \epsilon_0 \) is the permittivity of free space and \( U(r, t) \) is the binding potential. An explicit time dependence is included in \( U(r, t) \) to allow for the manipulation of the trap — as is common in many nanophysics applications. Finally, \( A(r, t) \) and \( \chi(r, t) \) are the vector and scalar potentials respectively of an external field; their relation to the electric field \( E(r, t) \) and magnetic field \( B(r, t) \) are given by
\[ E(r; t) = -\nabla \chi(r; t) - \frac{\partial}{\partial t} A(r; t) \]  
(1.3)
\[ B(r; t) = \nabla \times A(r; t). \]  
(1.4)

The TDSE in Eq. 1.1 is invariant under the quantum gauge transformation
\[
\begin{align*}
A(r; t) &\rightarrow A(r; t) + \nabla \phi(r; t) \\
\chi(r; t) &\rightarrow \chi(r; t) - \frac{\partial}{\partial t} \phi(r; t) \\
\Psi(r; t) &\rightarrow \exp \left[ -\frac{i}{\hbar} \phi(r; t) \right] \Psi(r; t).
\end{align*}
\]
For the problems involving external fields considered here, the calculations will be done in dipole approximation — the dimensions of the system are much smaller than the wavelength of the external field. As such, the spatial dependence of the vector and scalar potentials, and consequently the electric and magnetic fields, is dropped so that they are now purely time-dependent. Further, \( B(t) = 0 \) as problems involving magnetic fields are also not considered. For problems involving external fields there are two common gauges used: (i) length gauge and (ii) velocity gauge. In the length gauge \( A(t) = 0 \) and \( \chi(r, t) = r \cdot E(t); \) in the velocity gauge \( \chi(r, t) = 0. \)

For practical computational purposes the Hamiltonian in Eq. 1.2 presented in SI units, is not ideal. As such, in all computations, atomic units (a.u. or at.u.) are used. One exception
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is chapter 5 where a unit system specific to a harmonic trap is presented. In the atomic unit system, units of length are given by the Bohr radius,

\[ a_0 = \frac{4\pi\epsilon_0 \hbar^2}{m e^2}, \]  

(1.6)

units of energy by the Hartree energy,

\[ E_h = \frac{m e^4}{(4\pi\epsilon_0 \hbar)^2}, \]  

(1.7)

and units of time given by \( \hbar / E_h \). In this unit system, the Hamiltonian in Eq. 1.2, presented in dipole approximation and length gauge, becomes,

\[ H_{\text{lg}} = \sum_{i=1}^{n} \left\{ -\frac{1}{2} \nabla_i^2 + U(\mathbf{r}_i, t) - \mathbf{r}_i \cdot \mathbf{E}(t) \right\} + \sum_{i<j}^{n} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} \]  

(1.8)

and in dipole approximation and velocity gauge it is

\[ H_{\text{vg}} = \sum_{i=1}^{n} \left\{ \frac{1}{2} \left( \frac{1}{i} \nabla_i + \mathbf{A}(\mathbf{r}_i) \right)^2 + U(\mathbf{r}_i, t) \right\} + \sum_{i<j}^{n} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|}. \]  

(1.9)

Unless otherwise specified, atomic units are used throughout.

A solution of the TDSE is easily accessible for most systems containing a single electron. When more than one electron is involved the solution is not so straightforward. First consider a single He atom where each electron is able to move in the three spatial dimensions; the wavefunction is then a 6D function. If we wished to represent the wavefunction on a grid using 100 points for each grid axis, the wavefunction would have \( 10^{12} \) points. This already stretches the limits of the most powerful supercomputers available. Fortunately, in the case of He a coordinate system can be found that reduces the dimension of the problem and makes the calculation tractable. Now consider Ne, the next noble gas in the periodic table. Unlike He, a convenient coordinate transformation does not exist to simplify the problem. Suppose we wish to be more conservative with the number of points we use and choose 10 points per dimension to model Ne. Then the resulting wavefunction will require \( 10^{30} \) points to represent the full wavefunction. The amount of memory alone required to store the wavefunction would be \( 1.6 \times 10^{19} \) TB. Thus, in order to make this problem tractable, approximate methods need to be used. The sections that follow will introduce methods that are used to solve that TDSE and discuss the strengths and weaknesses of each.

1.1.1 Split-operator method

The split-operator (SPO) method is a straightforward and easily implemented way of solving the TDSE. Consider a Hamiltonian \( \hat{H} = \hat{T} + \hat{V} \) where \( \hat{T} \) is diagonal in the momentum space and \( \hat{V} \) is diagonal in coordinate space. Let \( \hat{U} \) be the unitary operator for a time-step \( \Delta t \); this is given by

\[ \hat{U} = e^{-i\hat{H} \Delta t}. \]  

(1.10)

The SPO method splits the operator \( \hat{U} \) into a product of exponential operators whose arguments are diagonal. In order to achieve this the Baker-Campbell-Hausdorff (BCH) theorem \[32\]

\[ e^{\hat{A}} e^{\hat{B}} = \exp \left( \hat{A} + \hat{B} + \frac{1}{2} [\hat{A}, \hat{B}] + \frac{1}{12} ([\hat{A}, [\hat{A}, \hat{B}]] - [\hat{B}, [\hat{A}, \hat{B}]] + \ldots) \right) \]  

(1.11)
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is required. Simple application of the BCH theorem to (1.10) will yield the expression

$$\hat{U} = e^{-i\hat{T}\Delta t} e^{-i\hat{V}\Delta t} + O(\Delta t^2) \quad (1.12)$$

which is correct to first order in $\Delta t$. Generally this first order expression is not good enough and thus a higher order expression is required. By applying the BCH theorem twice it is possible to obtain the second order expression

$$\hat{U} = e^{-i\frac{\hat{T}\Delta t}{2}} e^{-i\hat{V}\Delta t} e^{-i\frac{\hat{T}\Delta t}{2}} + O(\Delta t^3). \quad (1.13)$$

Eq. (1.13) is the most commonly used SPO method; it provides a good balance between numerical accuracy and computational work load. While it is possible to derive higher order expressions for $\hat{U}$, these forms are generally not desired due to the computational effort required to implement them.

The second order SPO expression is used in Chap. 2 to solve the TDSE for a $2 \times 2D$ system and in Chap. 6 to solve the TDSE for a $2 \times 1D$ system of interacting electrons. For larger systems — more electrons or higher dimensions — the SPO method is not feasible due to the need to represent the two-body Coulomb potential.

### 1.1.2 Time-dependent density functional theory

Density functional theory (DFT) [33] is a widely used approach for solving the time-independent Schrödinger equation; see appendix A for an introduction to DFT. Its time dependent counterpart — time-dependent density functional theory (TDDFT) — is often presented as a viable option for examining non-perturbative multielectron dynamics. While (TD)DFT calculations are not performed here, a brief introduction to the theory and a discussion of some the challenges that face TDDFT will be given in this section.

For time-dependent problems DFT has been extended to TDDFT by the Runge-Gross (RG) theorem. The RG theorem is analogous to the Hohenberg-Kohn (HK) theorem [33] of DFT and states:

**Theorem 1.1.1 (Runge-Gross Theorem).** For every single-particle potential $U(r, t)$ which can be expanded into a Taylor series in the neighbourhood of $t = t_0$ an invertible map $G : U(r, t) \rightarrow \rho(r, t)$ is defined by solving the TDSE with a fixed initial state and calculating the corresponding density.

The original statement of Theorem 1.1.1 and its subsequent proof is given in reference [34]. The RG theorem also holds for piecewise analytical potentials and is a special case of a more general theory [35].

In TDDFT the action integral, can be written as a functional of the density,

$$A[\rho] = F[\rho] - \int_{t_0}^{t_1} dt \int dr U(r; t) \rho(r, t) \quad (1.14)$$

where $F[\rho]$ is the universal functional of the density defined by,

$$F[\rho] = \int_{t_0}^{t_1} dt \langle \Psi(t) | i \frac{\partial}{\partial t} - T - V \rangle \Psi(t) \rangle \quad (1.15)$$

The exact density of the system is found when $\rho$ satisfies

$$\frac{\delta A}{\delta \rho} = 0 \quad (1.16)$$
that is, at the stationary point of $A[\rho]$. The density can then be computed by solving a set of single-particle time-dependent Schrödinger equations moving in a time-dependent effective potential,

$$i \frac{\partial}{\partial t} \varphi_i(\mathbf{r}, t) = \left[ -\frac{1}{2} \nabla^2 + U_{\text{eff}}(\mathbf{r}, t) \right] \varphi_i(\mathbf{r}, t)$$

(1.17)

where $i$ runs from 1 to the number of electrons. The time dependent effective potential $U_{\text{eff}}$ is given by

$$U_{\text{eff}}(\mathbf{r}, t) = U(\mathbf{r}, t) + \int \frac{\rho(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|} d\mathbf{r}' + U_{\text{xc}}(\mathbf{r}, t)$$

(1.18)

where $U_{\text{xc}}$ is the exchange-correlation potential. $\rho(\mathbf{r})$ is a functional of $\rho$ and takes account of exchange and correlation effects. The exact density of the system can then be computed from

$$\rho(\mathbf{r}, t) = \sum_i |\varphi_i(\mathbf{r}, t)|^2.$$  

(1.19)

A significant disadvantage to (TD)DFT is the difficulty associated with the determination of the exchange-correlation functional. Proposed methods to construct $U_{\text{xc}}$[36, 37] are extremely complicated and it is difficult to gauge their accuracy. So far, exact exchange-correlation terms have only been calculated for a specific two-electron system[38]. Another difficulty with (TD)DFT is that it provides only the density of the system and not the quantum mechanical wavefunction. As well, TDDFT has encountered many other problems[39–41]. One of these[41] being a fundamental flaw in which the entire history of the density enters in the exchange-correlation term; this can cause ambiguities when representing excited states.

1.1.3 The time-dependent Hartree-Fock and configuration interaction methods

The most straightforward approach to solving the $f$-electron TDSE is the time-dependent Hartree-Fock (TDHF) method[22]. In TDHF the wavefunction is represented by a single Slater determinant made up of a set of $f$ single-particle spin-orbitals $\varphi_i$; that is,

$$\Psi(q_1, \ldots, q_f; t) = \sum_{\pi} \text{sgn}(\pi) \prod_{i=1}^f \varphi_{\pi(i)}(q_i; t),$$

(1.20)

where $\pi$ runs through all permutations and $\text{sgn}(\pi) = 1(-1)$ for even (odd) permutations. Equations of motion are determined for the $\varphi_i$’s through the use of a variational principle. Since TDHF uses only a single Slater determinant, it is capable of solving the TDSE for large numbers of electrons. However, this single determinant approach only treats the interaction between the electrons in an average way and thus fails to take proper account of electron correlation.

In an effort to improve on the TDHF method, the time-dependent configuration interaction (TDCI) method expands the wavefunction as the sum of many Slater determinants weighted by time-dependent coefficients; that is,

$$\Psi(q_1, \ldots, q_f; t) = \sum_{J=0}^N A_J(t) \Phi_J(q_1, \ldots, q_f)$$

(1.21)

where $J$ is the composite index for the set of $\{j_i\}$, $\Phi_J$ is the Slater determinant formed from all permutations of $\varphi_{j_1}, \ldots, \varphi_{j_f}$, $A_J$ is the weighting coefficient for the Slater determinant $J$ and $N$ is the number of determinants used. The larger number of determinants used allows for the
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inclusion of excited configurations into the calculation. This allows, in principle, for full inclusion of electron correlation. In TDCI the time-dependence is carried by the \( A_J \); the spin-orbitals remain fixed. As such, many expansion coefficients are needed to properly account for electron correlation. For \( f > 3 \) the number of weighting coefficients becomes extremely prohibitive and thus limits TDCI’s ability to handle most time-dependent problems.

1.1.4 Multiconfiguration time-dependent Hartree-Fock

In this section the multiconfiguration time-dependent Hartree-Fock (MCTDHF) method \[42\] is described in general; details about specific implementations will be given in the relevant chapters. MCTDHF expands the \( f \)-electron wavefunction \( \Psi(q_1, \ldots, q_f; t) \) on a set of \( n \) time-dependent spin-orbitals \( \varphi_j(q; t) \) and a set of time-dependent linear expansion coefficients \( A_{j_1 \ldots j_f}(t) \) as

\[
\Psi(q_1, \ldots, q_f; t) = \sum_{j_1=1}^{n} \cdots \sum_{j_f=1}^{n} A_{j_1 \ldots j_f}(t) \varphi_{j_1}(q_1; t) \cdots \varphi_{j_f}(q_f; t), \tag{1.22}
\]

where \( q_i \) represents both the spatial and spin coordinate of the \( i \)th electron. The anti-symmetry of the wavefunction is preserved by requiring the expansion coefficients to be anti-symmetric under exchange of any two indices; that is,

\[
A_{j_1 \ldots j_k \ldots j_l \ldots j_f} = -A_{j_1 \ldots j_l \ldots j_k \ldots j_f}. \tag{1.23}
\]

This reduces the number of independent expansion coefficients to \( \binom{n}{f} \). The ansatz in Eq. \( 1.22 \) is invariant under transformations of the form

\[
A_{j_1 \ldots j_f} \rightarrow \tilde{A}_{j_1 \ldots j_f} = \sum_{k_1=1}^{n} \cdots \sum_{k_f=1}^{n} B^{-1}_{j_1 k_1} \cdots B^{-1}_{j_f k_f} A_{k_1 \ldots k_f}, \tag{1.24}
\]

\[
\varphi_j \rightarrow \tilde{\varphi}_j = \sum_{k=1}^{n} B_{jk} \varphi_k, \tag{1.25}
\]

where \( B \) is any invertible \( n \times n \) matrix. In order to restrict \( B \) and ensure orthornormality of the spin-orbital functions, the following constrains are used:

\[
\langle \varphi_j | \varphi_k \rangle = \delta_{jk} \tag{1.26}
\]

\[
i\langle \varphi_j | \dot{\varphi}_k \rangle = g_{jk} \tag{1.27}
\]

where \( g \) is an arbitrary (possibly time-dependent), single particle, Hermitian operator with matrix elements \( g_{ij} = \langle \varphi_i | g(t) | \varphi_j \rangle \).

Equations of motion for the \( A \)‘s and \( \varphi \)‘s are determined from the Dirac-Frenkel variational principle \[43\]

\[
\langle \delta \Psi | \frac{\partial}{\partial t} - H | \Psi \rangle = 0 \tag{1.28}
\]

where \( \delta \Psi \) is an element of the tangent space \( T_\Psi \mathcal{M} \) of the manifold \( \mathcal{M} \) in which \( \Psi \) is contained. At each time the residual \( (i\partial_t - H)|\Psi\rangle \) is orthogonal to \( T_\Psi \mathcal{M} \), thus ensuring that, within the ansatz, \( i\Psi \) is closest to its true value. The variational principle also ensures the norm and energy are conserved when \( H \) is explicitly time-independent and \( \Psi \in T_\Psi \mathcal{M} \) \[44\]. Performing the variation leads to

\[
i\dot{A}_J = \sum_L H_{JL} A_L - \sum_{i=1}^{f} \sum_{k=1}^{n} g_{j_ik} A_{j_1 \ldots j_{i-1} k j_{i+1} \ldots j_f} \tag{1.29}
\]
Numerical integration of the time-dependent Schrödinger equation

\[ i \dot{\varphi} = (1 - P) \rho^{-1} \langle H \rangle \varphi + P g \varphi \]  

(1.30)

where \( J \) stands for the set of \( j_i \)'s and similarly for \( L \), \( H_{JL} = \langle \varphi_{j_1}, \ldots, \varphi_{j_f} | H | \varphi_{l_1}, \ldots, \varphi_{l_f} \rangle \) and \( \varphi \) is the column vector containing the spin-orbital functions. The density matrix \( \rho \) is given by

\[ \rho_{kl} = \sum_{j_2 \ldots j_f} A_{kj_2 \ldots j_f}^* A_{lj_2 \ldots j_f}, \]  

(1.31)

and the mean-field operator \( \langle H \rangle \) is given by

\[ \langle H \rangle_{kl} = \langle \Psi^{(k)} | H | \Psi^{(l)} \rangle, \]  

(1.32)

with

\[ \Psi^{(k)} = \frac{\delta \Psi}{\delta \varphi_k} \]  

(1.33)

the single-particle hole-function. The projector \( P \) onto the space of spin-orbitals is given by,

\[ P = \sum_k |\varphi_k \rangle \langle \varphi_k|. \]  

(1.34)

The constraint \( g \) given above is chosen to be \( g = 0 \) for all implementations of MCTDHF used here.

To illustrate how MCTDHF accounts for electron correlation consider the case with \( f = 2 \) and \( n = 3 \). The MCTDHF wave function can be written as

\[ \Psi(t) = A_{12} \text{Det}[A_{12} \varphi_1(t) \varphi_2(t)] + A_{13} \text{Det}[A_{13} \varphi_1(t) \varphi_3(t)] + A_{23} \text{Det}[A_{23} \varphi_2(t) \varphi_3(t)] \]  

(1.35)

where \( \text{Det}[\varphi_i(t) \varphi_j(t)] = \varphi_i(t) \varphi_j(t) - \varphi_j(t) \varphi_i(t) \) and the coordinates \( q \) have been dropped for simplicity. For the \( n = f \) case, MCTDHF reduces to the TDHF method. For \( n > f \), MCTDHF is better able to treat the electron-electron interaction because, as with TDCl, it uses a larger number of configurations. However, MCTDHF uses a spin-orbital basis set that is optimized at each time. This allows MCTDHF to be better able to represent the wavefunction using a much smaller basis set than is required by TDCl. The outcome of this is MCTDHF is able to handle time-dependent problems for larger numbers of electrons than can be treated by TDCl. Comparative calculations between MCTDHF and TDCl are done in Chap. 2 for a two-electron system.

1.1.5 Multiconfiguration time-dependent Hartree method

The multiconfiguration time-dependent Hartree (MCTDH) [44] approach represents the wavefunction as a product ansatz similar to MCTDHF. In fact, the development of MCTDHF was motivated by the MCTD approach. MCTD represents the wavefunction as

\[ \Psi(Q_1, \ldots, Q_m; t) = \sum_{j_1=1}^{n_1} \cdots \sum_{j_m=1}^{n_m} A_{j_1 \ldots j_m}(t) \varphi^{(1)}_{j_1}(Q_1; t) \cdots \varphi^{(m)}_{j_m}(Q_m; t) \]  

(1.36)

where the \( Q_k \) are the individual degrees of freedom and \( n_k \) are the number of single-particle functions \( \varphi^{(k)}_{j_k}(Q_k; t) \) used for each degree of freedom. Here degree of freedom can be taken to mean the coordinate on which the single-particle function is represented. For instance, if
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the single-particle function is represented on the 3D cartesian coordinate, then the coordinate \((x, y, z)\) is taken to be an individual degree of freedom. However, if 1D single-particle functions are used, then each \(x, y, z\) will be a single degree of freedom. The expansion coefficients \(A_{j_1...j_m}(t)\) are time-dependent; however, unlike MCTDH, they are symmetric under the exchange of any two indicies.

The expansion coefficients and the single particle basis functions must satisfy the same constraint conditions as MCTDHF (see Eqs. 1.26 and 1.27). Their equations of motion are derived in the same way as presented in Sec. 1.1.4 with the final result being

\[
i \dot{A}_J = \sum_L L H_{JL} A_L - \sum_{i=1}^{n_1} \sum_{k=1}^{n_1} g_{j_i,k} A_{j_{i-1}...j_i+1...j_f}(1.37)
\]

\[
i \dot{\varphi}^{(k)} = (1 - P^{(k)}) (\rho^{(k)})^{-1} \langle H^{(k)} \rangle \varphi^{(k)} + P^{(k)} g^{(k)} \varphi^{(k)}(1.38)
\]

where all terms in Eqs. (1.37) and 1.38 are defined in a similar way to those in Sec. 1.1.4. Since the derivation is done using the same variational principle as in Sec. 1.1.4 the statement regarding conservation of norm and energy is also valid for MCTDH.

1.1.6 MCTDHF and MCTDH codes

Here we make few notes about the MCTDHF code used in Chap. 2 through Chap. 5 and the MCTDH code used in Chaps. 6 and 7. The MCTDHF code is written in the C programming language. The development of this code is discussed in reference [45]. The MCTDHF code performs calculations by representing the spin orbitals on a uniform Cartesian grid of \(1\) to \(3\) dimensions. Derivatives are handled using a fast Fourier transform (FFT) algorithm [46] and the property of Fourier transforms:

\[
f(n)(r) = \mathcal{F}^{-1} \{(ik)^n \mathcal{F}[f(r)]\}(1.39)
\]

where \(\mathcal{F}\) denotes the Fourier operator and \(k\) the momentum coordinates. One-body integrals of the form

\[
O_{ij} = \int \varphi_i^*(r) O(r) \varphi_j(r) dr(1.40)
\]

where \(O\) is a one-body operator, are calculated using the trapezoidal method [47]. Two-body integrals of the form

\[
V_{ijkl} = \int \varphi_i^*(r) \left( \int \varphi_j^*(r') V(r - r') \varphi_l(r') dr' \right) \varphi_k(r) dr(1.41)
\]

where \(V(r - r')\) is a two-body operator depending on difference coordinates, are evaluated in a special way. First, integration over \(r'\) is done using the convolution theorem and the FFT algorithm. What remains is a one-body integral of the form seen in Eq. 1.40 this is then handled using the trapezoidal rule.

The MCTDH code used is the Heidelberg MCTDH Package provided by Theoretical Chemistry Group Heidelberg [48] and is written in FORTRAN. This code has been modified to handle two-body terms in a similar manner as described above; more detail is given in Chap. 6.

For efficient time propagation, both codes use the constant mean-field (CMF) integration scheme [49]. A brief sketch of the CMF scheme is given here; for full details see reference [49]. The CMF scheme is based on the notion that the matrix elements \(H_{JL}\) and the product of the
inverse density with the mean field matrix \( \rho^{-1} \mathcal{H} \) evolve much slower than the MCTDH(F) coefficients and the single-particle(spin-orbital) functions. This allows for \( H_{JL}, \rho^{-1} \) and \( \langle H \rangle \) to be calculated on a coarser time mesh. The CMF integrator used in both codes is the second order scheme given in reference \[49\].

Our implementation of MCTDHF expands the wavefunction using spin-orbitals on the coordinate \( q_i \) defined in Sec. \[1.1.4\]. Our implementation of MCTDH, however, expands the wavefunction on the product of 1D single-particle functions. For a the \( 2 \times 2D \) system presented in Chaps. \[6\] and \[7\] this expansion allows the MCTDH code to complete the calculations approximately twice as fast as the MCTDH code. While both codes yield the same results, the MCTDH code is used due to the efficiency gained from expansion into 1D single-particle functions. However, this implementation of MCTDHF is limited to 2D problems where the spin part of the wavefunction can be factored out. On the other hand, the MCTDH code is more general in the sense that it includes the spin state and will be able to handle problems with up to \( 8-10 \) electrons in 3D.

To see why the MCTDH implementation becomes problematic for systems with greater than four dimensions, consider the number of expansion coefficients \( N_h \) required. For a system with \( f \) electrons each moving in a space of dimension \( d \) the number of MCTDH coefficients required is

\[
N_h = \prod_{k=1}^{fd} n_k
\]

where \( n_k \) is the number of single particle functions used for the \( k^{th} \) degree of freedom. If \( n_k = n \) for all \( k \) then

\[
N_h = n^{fd}.
\]

By contrast, the number of expansion coefficients \( N_{hf} \) required by MCTDHF is

\[
N_{hf} = \binom{n}{f}
\]

where \( n \) is the number of spin-orbitals used. While the expansion of MCTDH into 1D single particle functions is more efficient than our MCTDHF implementation for the 2D system, the scaling of \( N_h \) renders our implementation MCTDHF unviable for most 3D systems; this is demonstrated in Fig. \[1.1\]. Fig. \[1.2\] shows the number of coefficients \( N_h \) and \( N_{hf} \) as a function of \( n \) for two and four electrons in three dimensions \( (d = 3) \). From Fig. \[1.1\] it can be seen that for two electrons \( N_h \approx 10^8 \) at \( n = 20 \). For four electrons \( N_h \) is already completely unmanageable for \( n = 10 \). By contrast, \( N_{hf} \) remains completely manageable for both the two and four electrons systems.

Throughout the development phase of the codes they were applied to 2D problems in nanophysics and attosecond science. In the subsequent chapters the MCTDHF code is used for all nanophysics problems due to its ability to handle different spin configurations and go beyond two electron systems. In chapters \[6\] and \[7\] our implementation of MCTDHF is used due to its efficiency in handling the \( 2 \times 2D \) system; however, beyond this system it will not be a viable tool. Since the ultimate goal is to perform calculations on 3D atomic and molecular systems under the influence of strong laser fields, an efficient 3D implementation of our MCTDHF code will be presented in chapter \[8\].

1.2 Outline

This document is divided into three parts. The first part presents a treatment of problems in nanophysics; the second part will deal with problems of strong-field physics. Finally, the third
part will be the conclusion. Each chapter will have an introduction that will provide some context to the problem being considered along with the relevant literature. This section provides a brief outline of the first two parts.

In Part 1, problems in nanophysics are treated. In chapter 2 MCTDHF is applied to the optimization of the manipulation of a two-electron spin-based coded qubit in a double quantum dot. It is successfully tested against direct integration of the multidimensional time-dependent Schrödinger equation. This investigation presents a basis for the \textit{ab initio} optimization of few-qubit operations. In chapter 3 it is demonstrated theoretically that transition matrix elements between ground and first-excited singlet states of a two-dimensional two-electron lateral double quantum dot can be controlled and changed by orders of magnitude by varying the interdot barrier. As a result, decay arising from system-environment coupling can be controlled. A potential ramp is identified by which the system is nonadiabatically inverted and then frozen by insulating it against environmental decay. In chapter 4 an \textit{ab initio} analysis of laser driven, few electron plasmon dynamics in a finite lateral quantum dot is performed. The results are analyzed by a comparison to a Drude model based on the centre-of-mass motion of the plasmon. It is found that decay and energy absorption during the plasmon-surface interaction do not depend on electron correlation. This suggests that the Kohn theorem — plasmon dynamics in infinite parabolic quantum dots does not depend on electron correlation — is extendable to finite quantum systems. In chapter 5 an analytical operator approach, valid for fermionic and bosonic systems of arbitrary dimension, is developed to calculate the frequency of the quantum breathing mode. This approach is tested by comparison with \textit{ab-initio} numerical calculations for few electron systems confined in two-dimensional (2D) quantum dots. Good agreement is obtained over the whole range from the ideal quantum gas to Wigner crystallization, opening a new route to analyze quantum collective behavior. The analysis reveals that the breathing mode is sensitive to and can be used to diagnose changes in total angular momentum that happens at level crossings. Further, temperature dependence is analyzed and the onset of classical behavior is identified.

\textbf{Figure 1.1.} Scaling of $N_h$ for two (\textcircled{○}) and four electrons (\textcircled{▽}) with $d = 3$. Shown for comparison is $N_{hf}$ for two (\textsquare) and four (\textdiamond) electrons in 3D.
Part 2 considers problems in strong-field physics involving atoms and molecules. In chapter 6, an optimized implementation of MCTDH is applied to nonsequential double ionization (NSDI) in a two-electron diatomic model molecule with two-dimensions per electron. The resulting two-electron spectrum exhibits pronounced signatures from which the ionic bound states involved in NSDI are retrieved with the help of a semiclassical model. A mechanism for the ionization dynamics is suggested. In chapter 7, high harmonic generation (HHG) in a two-electron 2D model molecule is calculated exactly. The role of multi-electron dynamics in HHG is analyzed by expanding the two-electron wavefunction in terms of ionic eigenstates. This allows for a systematic way to quantify the importance of correlation and exchange effects. The main source for correlation, along with laser polarization of the neutral molecule and electron exchange, is identified to be the polarization of the ion by the recolliding electron. This effect, which plays an important qualitative and quantitative role, seriously undermines the validity of standard approaches to HHG in multielectron systems. In chapter 8, the MCTDHF method will be extended to nonuniform tensor product grids. This will pave the way to handle strong field ionization problems using three dimensions and larger numbers of electrons. The 3D code is now ready and is being applied to a number of unsolved problems, such as the complex ionization processes observed in Ref. 15, the molecular orbital rearrangement of cations after ionization 14 and electron impact ionization in strong laser fields. In this thesis only preliminary results, such as ground states of complex systems are shown. In chapter 9, a numerical method is developed by which the tunnel ionization dynamics of bound systems in laser fields can be isolated from the total wavefunction, as given by the time-dependent Schrödinger equation. The analysis of the numerical data for a step function field reveals the following definition for the tunnel time. It is the time it takes the ground state to develop the under-barrier wavefunction components necessary for reaching the static field ionization rate. This definition is generalized to time varying laser fields. The tunnel time is found to scale with the Keldysh tunnel time. Chapter 9 establishes the physical meaning of the tunnel time, its relation to the Keldysh tunnel time, and suggests how it can be measured. The treatment of the tunnel time is the only problem presented here that does not examine multielectron effects. Tunneling plays an important role in attosecond science, particularly in HHG, yet questions still remain as to the dynamics of the tunneling process.
PART 1

PROBLEMS IN NANOPHYSICS
Chapter 2

Ab initio approach to the optimization of qubit manipulation


2.1 Introduction

Ideally, a qubit is an isolated two-level system, which can be controlled and manipulated for an unlimited time. In practice, qubits are embedded in the spectrum of a host system, which is surrounded by an environment. Leakage, i.e., probability of the system being out of the qubit subspace, to the host spectrum and to the environment leads to information loss and compromises the qubit fidelity. This determines the maximum time, $\tau_q$, over which quantum computation can be performed.

Leakage to the host spectrum can be kept small by performing qubit operations close to the adiabatic limit. However, this limits the time required for one operation to $\tau \gg 1/\Delta^2$, where $\Delta$ is the energy difference between the qubit subspace and the next closest level of the host spectrum. As a result, the number of maximum qubit operations is $N_m \propto \tau_q/\tau$. A lot of effort has been put into maximizing $N_m$ by minimizing both, the leakage to the host spectrum \[50\] and to the environment \[51\].

Our work focuses on controlling the coupling between qubit and host spectrum. In the absence of an environment, $N_m$ is maximized by shortening $\tau$ and by minimizing the leakage to the host system, $L_1$. When $\tau$ is reduced, the qubit manipulation takes place in the nonadiabatic regime, i.e. an increasingly broader band of the host spectrum is populated. In order to regain the leaked population at the end of the manipulation, optimum coherent control theory has to be used \[52\].

Usually, qubit dynamics are modelled using various degrees of approximations based on a reduced Hilbert space, such as by a Hund-Mulliken picture \[53\], by a multi-level expansion based on adiabatic eigenfunctions \[54\], or by reducing the spatial dimensions per electron to 1D \[55\]. Whereas these approximations are sufficient for a qualitative analysis of the dynamics, it is often not clear how close they are to the exact result.

For quantum computation to work, a leakage per operation of $L_1 < 10^{-4}$ is required \[56\]. As a result, computational approaches with corresponding accuracy are required to quantitatively assess the effectiveness and limits of coherent control methods. To date, little work exists in this direction, and quantitative data of $N_m$ is scarce. The main reason for this shortcoming is a lack of efficient methods that can integrate the multi-dimensional time-dependent Schrödinger equation (TDSE) numerically. Exact calculation of the multi-dimensional wavefunction is prohibitively difficult, as computational demands increase exponentially with the number of qubits.
We report here progress on this challenge. We investigate the Multi-Configuration Time-Dependent Hartree-Fock (MCTDHF) approach \[42,44,57\] and show that it relaxes computational requirements and opens the door to accurate \(10^{-3}-10^{-5}\) modeling and optimization of few-electron dynamics in nano-devices and in a broad range of other host systems.

The MCTDHF approach builds on the time-dependent configuration-interaction (TDCI) method \[58\]. We find that TDCI is in general not ideally suited for modeling few-electron qubit dynamics for two reasons. (i) In the nonadiabatic limit, where a significant fraction of the host spectrum becomes populated, convergence to accuracies better than \(10^{-2}\) is extremely slow, and therefore difficult to achieve. (ii) As the complexity of the spectrum increases rapidly with the number of qubits, the required number of configurations quickly becomes unmanageable. MCTDHF relaxes these constraints by optimizing the basis functions in addition to the TDCI coefficients, reducing the size of the required Hilbert space.

In this chapter, MCTDHF is tested and used to optimize the initialization of two-electron spin-based coded qubits in a two-dimensional double quantum dot (DQD) \[1,59,65\]. MCTDHF is successfully tested against direct integration of the four-dimensional TDSE. Optimization is performed in the strongly nonadiabatic limit on a simple class of potential ramps, consisting of three linear ramps with variable gradients.

### 2.2 Qubit Subspace

Figure 2.1(a) shows a schematic of the two-electron DQD potential, given by \[ V(r, t) = V_l(r, t) + V_r(r, t) + V_b(r, t) \]. The potentials of the left, right dot and of the barrier \((i = l, r, b)\) are given by \[ V_i(r, t) = W_i(t)U_i(r), \] where \[ U_i(r) = \exp[-(r - d_i)^2/\Delta_i^2] \]; the left, right dot is centered at \( d_{l,r} = (\pm d, 0) \), while the barrier is located at \( d_b = (0, 0) \). The widths and heights of the dots and the barrier are given by \( \Delta_i \) and \( W_i(t) \), respectively. Only the right dot potential \( W_r(t) = W + \epsilon(t) \) is assumed to be biased with time, while \( W_l(t) = W \) and \( W_b(t) = W_b \) are held constant. The potential detuning is \( \epsilon(t) = W_r(t) - W \), which is varied in the range \(-2 \leq \epsilon \leq 0\). In the symmetric DQD limit, \( \epsilon = 0 \), shown in Fig. 2.1(a), each dot has one electron spin, \( S_{l,r}(t) \); in the asymmetric limit, \( \epsilon = -2 \), both electrons occupy the right dot.

The DQD parameters used here are \( \Delta_l = \Delta_r = 2.5, \Delta_b = 1.5, W = -5, W_b = 1.5, \) and \( d = 2 \). We use effective atomic units throughout the paper; energy, size, and time, are given in terms of effective Bohr radius \( R^* \), effective Hartree energy \( E^* \), and effective natural time \( T^* \), which in GaAs are \( R^* = 9.80 \text{ nm}, E^* = 11.85 \text{ meV}, \) and \( T^* = 55.55 \text{ fs}, \) respectively.

The operation of a spin-based coded qubit \[63\] in a DQD is summarized in Fig. 2.1(b). The qubit is encoded in the two lowest levels of the DQD spectrum, which are the singlet ground state \(|1\rangle \equiv S\) and the triplet \( T_0 \). The qubit operation is a three-stage process: (i) Initialization: after starting in the asymmetric \( (\epsilon < 0) \) singlet ground state \( S \) with left, right charge \((Q_l, Q_r) = (0, 2)\), the bias is switched off \( (\epsilon \rightarrow 0) \) adiabatically. This transfers the system into the ground state \( S \) of the symmetric DQD with \((1, 1)\) charge configuration. (ii) Manipulation: the spin qubit is encoded in the \( S - T_0 \) states, and can be addressed due to the small singlet-triplet splitting \( J \) at \( \epsilon = 0 \). (iii) Measurement: the DQD is adiabatically biased back to its initial state. By assuming spin-to-charge conversion the charge measured on the right dot can be directly related to the population of the qubit singlet state at the end of stage (ii).

The assumption that the remaining Hilbert space in Fig. 2.1(b) does not play a role in any of those three stages stays valid as long as the biasing occurs adiabatically. We define the adiabatic regime by the (stage (i)) initialization time \( \tau_a \) for which the leakage \( L_1 = 10^{-4} \); for the parameters used here \( \tau_a \simeq 600 \). For nonadiabatic time scales \( < \tau_a \), charge leaks to excited
Figure 2.1. Panel (a), schematic of the 2D symmetric DQD potential profile with one electron in each dot, \( S_{l(r)} \); the grid lines depict the numerical grid used in our simulations: 64 points per dimension in a box ranging from \(-10\) to \(10\); the dots are centered at \((x, y) = (\pm d, 0)\). The detuning between left and right dot is given by \( \epsilon = W_r - W \). Panel (b), two-electron spectrum \( E_i \) as function of \( \epsilon \) for the lowest 10 singlets; energy is plotted with reference to the lowest triplet \( T_0 \). \( \Delta \), \( \delta \), and \( J \) denote respectively the tunneling splitting between singlets \(|1> \equiv S\) and \(|2>\), between singlets \(|2>\) and \(|3>\), and the exchange splitting between \( S \) and \( T_0 \), which depend on \( \epsilon \) and \( W \); the arrows indicate the values \( J(\epsilon = 0) = 0.007 \), \( \Delta(\epsilon = -0.77) = 0.116 \), and \( \delta(\epsilon = 0) = 0.017 \). The triplets \( T_+ \), \( T_- \) are not shown, as they are usually split off by an additional magnetic field, which isolates the \( S_z = 0 \) two-level subspace formed by \( S \) and \( T_0 \). Two-electron spectrum calculated from CI diagonalization by using the one-electron basis at each given value of \( \epsilon \).

Singlet states, compromising the gate fidelity; if some population remains in state \(|2>\) once the manipulation stage (ii) is reached, further leakage will happen to state \(|3>\) due to the smallness of the \(|2>-|3>\) splitting \( \delta \) at \( \epsilon = 0 \), and from there to higher states during the ramp-down stage (iii).
2.3 Multi-Configuration Time-Dependent Hartree-Fock Approach

The two-electron dynamics of the spin-based coded qubit is described by the Schrödinger equation

\[
i \frac{\partial}{\partial t} \Psi = H(r_1, r_2, t)\Psi = \left[ \sum_{i=1}^{2} H_i(r_i, t) + H_2(r_1, r_2) \right] \Psi, \tag{2.1}\]

where the wavefunction is \(\Psi = \Psi(r_1, r_2, t) \otimes |S\rangle\), \(r = (x, y)\) is the 2D space vector, and the spin singlet state is \(|S\rangle = |\uparrow \downarrow \rangle - |\downarrow \uparrow \rangle\), which is conserved throughout our analysis. The one-electron Hamiltonian is \(H_1 = T + V(r, t)\), with \(T = -\nabla^2/2\) the kinetic energy operator, and the two-electron Hamiltonian is \(H_2 = 1/\sqrt{(r_2 - r_1)^2 + a^2}\), with parameter \(a\) arising from the finite thickness of the 2D DQD (we use \(a = 0.5\)).

Equation \(\text{(2.1)}\) is solved by the MCTDHF approach which, for our two-electrons case, uses the ansatz,

\[
\Psi(r_1, r_2, t) = \sum_{j_1 \neq j_2 = 1}^{n} A_{j_1 j_2}(t) \varphi_{j_1}(r_1, t) \varphi_{j_2}(r_2, t) |s_{j_1}\rangle |s_{j_2}\rangle. \tag{2.2}\]

The \(n\) single-particle basis functions are characterized by a spin \(s_j = \uparrow, \downarrow\) and by an orbital part \(\varphi_j\). We use restricted MCTDHF with \(n/2\) different orbital basis functions; the resulting number of configurations is \(\binom{n}{2}\). The antisymmetry of the wavefunction \(\Psi\) is ensured by imposing the constraint \(A_{j_1 j_2} = -A_{j_2 j_1}\) on the expansion coefficients; both \(A_{j_1 j_2}(t)\) and \(\varphi_j(r, t)\) are time-dependent.

The set of time-dependent nonlinear coupled integro-differential equations for \(A_{j_1 j_2}(t)\) and \(\varphi_j(r, t)\) is given by,

\[
i \frac{\partial}{\partial t} A_{j_1 j_2}(t) = \sum_{l_1 \neq l_2 = 1}^{n} H_{j_1 j_2 l_1 l_2}(t) A_{l_1 l_2}(t), \tag{2.3}\]

\[
i \frac{\partial}{\partial t} \varphi_j(r, t) = (1 - P(r, t)) \sum_{k, l = 1}^{n} R_{j k l}(r, t) \varphi_k(r, t), \tag{2.4}\]

where \(R_{j k l}(r, t) = \rho_{jl}^{-1}(t)|H|_{lk}(r, t)\), with \(\rho_{jl}(t) = \sum_{i=1}^{n} A_{ji}(t) A_{il}(t)\) the density matrix. Further, the projector is \(P(r, t) = \sum_{i=1}^{n} |\varphi_i(r, t)\rangle \langle \varphi_i(r, t)|\), the mean-field is given by

\[
\langle H \rangle_{lk}(r, t) = \sum_{i=1}^{n} (A_{li}(t) \varphi_i(r_2, t)|H|A_{ki}(t) \varphi_i(r_2, t)), \tag{2.5}\]

while the two-electron matrix elements are given by

\[
H_{j_1 j_2 l_1 l_2}(t) = \langle \varphi_{j_1}(r_1, t) \varphi_{j_2}(r_2, t)|H|\varphi_{l_1}(r_1, t) \varphi_{l_2}(r_2, t)\rangle. \tag{2.6}\]

The ground state at \(t = 0\) is found via imaginary time propagation. This converged set of orbitals and coefficients is then taken as the initial state in the propagation of Eqs. \(\text{(2.3)} - \text{(2.4)}\), which yields the many-particle wavefunction in Eq. \(\text{(2.2)}\) at any time instant.

We compare MCTDHF with two other approaches: (i) TDCI, which is a special case of MCTDHF, where the basis functions are kept fixed in time, that is, \(P = 1\) in Eq. \(\text{(2.4)}\); (ii) a direct split-step integration \[66\] of the 4D TDSE.
2.4 Qubit Dynamics

In the following, we first investigate the nonadiabatic dynamics of the orbital degrees of freedom in the three-stage qubit operation described above. Spin manipulation of the $S - T_0$ qubit, which occurs during stage (ii), and coupling to the environment, are not regarded here. Then, MCTDHF is used to optimize $L_1$ for the nonadiabatic initialization pulse.

2.4.1 Convergence of MCTDHF compared with TDCI and exact approaches

In Fig. 2.2, we show the ground state probability $P_1(\tau) = |\langle \Psi_1(0)|\Psi_1(\tau) \rangle|^2$, at the end ($t = \tau$) of the biasing pulse $\epsilon(t)$ shown in the inset, as a function of the number of orbitals (bottom) and configurations (top). The chosen ramping and plateau times, $t_r = t_p = 50$, reflect a worst case scenario that requires a large number of orbitals to converge the highly nonadiabatic dynamics. We have plotted the MCTDHF (circles) and TDCI (squares) results, and for comparison, the exact result from the integration of the 4D TDSE (line). For $n = 50$, the difference between MCTDHF and the exact result is $\approx 3.1 \times 10^{-4}$. For all other test calculations the agreement was even better, between $10^{-4}$ and $10^{-5}$. As a result, $n \approx 50$ yields the accuracy required for modeling and optimizing qubit dynamics.

On the other hand, TDCI converges much slower. Its convergence depends strongly on the chosen basis. We have tested different basis sets and found fastest convergence for the one-electron basis of the initially biased ($\epsilon = -2$) DQD. Although TDCI converges quickly to an accuracy of $\approx 1.1 \times 10^{-2}$ for $n = 100$, convergence to higher accuracies is slow and requires unmanageably large basis sizes. This demonstrates the advantage of the MCTDHF basis set optimization during each time step. However, it has to be emphasized that in the adiabatic regime the convergence issues of TDCI disappear.

The computation time on a Xeon E8400 2.8 GHz single core processor is 27 hours for MCTDHF ($n = 50$), 15 hours for TDCI ($n = 100$), while the 4D exact integration takes 16 hours. Although the exact approach is more efficient than MCTDHF in our test calculation, this changes for a larger number of electrons, and for a higher number of grid points (larger DQDs), as the number of points of the exact wavefunction grows as $(N_x N_y)^f$. Here, $N_x$ ($N_y$) is the number of grid points in $x$ ($y$) direction and $f$ is the number of electrons. When $N_x$, $N_y$ are doubled for $f = 2$, the exact wavefunction increases by a factor of 16, while MCTDHF ansatz increases only by a factor of 4. Further, the more favorable scaling of MCTDHF with $f$ makes it possible to calculate few-electron dynamics.

For TDCI, the workload goes into the calculation of the time-dependent coefficients, which scales with $\binom{n}{f}$; for $n = 100$, the number of configurations for $f > 2$ electrons explodes, e.g. for $f = 5$ one has $\approx 10^8$ configurations. MCTDHF trades off a lower number of orbitals against the solution of partial differential equations for orbital optimization. For $f = 2$ the main computational effort goes into the optimization of the orbitals; even there the optimized basis gives MCTDHF a clear gain over TDCI, as Fig. 2.2 shows. The gain will become far more pronounced for an increasing number of electrons, where the workload shifts more toward the calculation of the configuration coefficients.

2.4.2 Non-adiabatic Qubit Initialization

With the validity of the MCTDHF method established, we can now use it to optimize the bias pulse of Fig. 2.2. We focus here on the qubit initialization, which occurs during the linear ramp-up. For demonstration purposes, a simple class of optimization functions is used, consisting of
Figure 2.2. Ground state probability \( P_1(\tau) \) after a completed gate cycle (see inset, for \( t_r = t_p = 50 \)) versus number of orbitals/configurations (bottom/upper x-axis). Results from MCTDHF (TDCI) approach are shown with circles (squares), while result from the exact solution of the 4D TDSE is shown as solid line. Inset. Three-stage symmetric bias pulse applied to the right dot: ramp up \((t_r)\) from \((0,2)\) to \((1,1)\) charge configuration; symmetric DQD maintained during plateau \((t_p)\); ramp back to the initial configuration \((t_r)\). The full cycle takes \( \tau = 2t_r + t_p \).

The result is shown in Fig. 2.3, where \( P_1 \) is plotted as a function of time. The result for the single ramp-up of Fig. 2.2 (dashed line) is compared with the optimized triple ramp-up (solid line). The leakage \( L_1 \equiv 1 - P_1 \) is improved by \( \approx 2 \) orders of magnitude, from \( \simeq 4.6 \times 10^{-1} \) to \( \simeq 1.4 \times 10^{-3} \), for the same initialization time of \( t_r = 52 \), which is one order of magnitude smaller than the adiabatic time \( \tau_a \). In order to reach the threshold of \( L_1 < 10^{-4} \) required for quantum computation, \( L_1 \) has to be further improved by using a more refined set of optimization functions [68].
Conclusion

2.5 Conclusion

We have demonstrated that MCTDHF is capable of quantitatively describing few-electron dynamics and to predict parameters such as leakage, which are of fundamental importance for quantum computation. We believe that MCTDHF is currently the most viable approach for the analysis of the reliability and optimization of few-qubit operations.

MCTDHF was applied to nonadiabatically accelerate spin-based coded qubit operation in a two-electron DQD. Only the orbital degrees of freedom were considered. Although coupling to the environment was not considered here, speeding up of qubit operations is a powerful way to reduce the influence of the environment, since shorter operation times result in a reduced leakage per operation to the environment. The extension to include spin and coupling to the environment will need to be considered in future work.

Figure 2.3. Time-evolution of ground state probability \( P_1 \) during the qubit initialization stage for \( t_r = 52 \). Solid line is for the optimized triple linear ramp-up, shown as dotted lines. The optimum values are \((t_a, \epsilon_a) = (7.0, -0.5)\) and \((t_b, \epsilon_b) = (27.0, -1.5)\). A similar shape can be used for the ramp-down (measurement) stage. Dashed line considers the single linear ramp-up (see inset of Fig. 2.2).
Chapter 3

Controlling transition matrix elements and relaxation in a two-electron double quantum dot


3.1 Introduction

Our ability to manipulate matter on a microscopic level rests on creating transitions between eigenstates of a system by introducing a perturbation. The resulting quantum dynamics of the system and between the system and the environment is governed by transition matrix elements (TMEs). For a given perturbation, they are an inherent property of the microscopic system under investigation and can only be changed when the confining potential is changed. Whereas this is very difficult in atomic and molecular physics, tools exist in semiconductor physics by which the confining potential can be changed. [69,70]

Our theoretical analysis shows that a two-dimensional (2D) two-electron lateral double quantum dot [62,63,71,72] (DQD) is particularly suitable for this purpose. The TME between ground and first excited state, with regard to a general perturbation, can be controlled over orders of magnitude by exploiting the different charge correlation properties of these two states. In the limit of an infinitely high interdot barrier, the ground state of a highly biased DQD has a (0, 2) charge configuration, with two electrons in one dot. The first excited state is in a (1, 1) configuration with one electron in each dot. Due to the different charge distribution character, the wavefunctions of these two states have no overlap; therefore, TMEs between them are zero. As a result, environmentally induced relaxation is turned off and the population of the two-level system is frozen. This is explicitly demonstrated here for coupling to phonon and photon baths. When the interdot barrier is ramped down, the (0, 2) and (1, 1) charge configurations start to mix and the TMEs are switched on, so that the two-level system can be manipulated.

We identify an electric pulse that inverts and freezes the population of the two-level system by modifying the bias and the barrier between the two quantum dots. The capacity to control decay over orders of magnitude is mostly of fundamental interest. Potential applications are discussed at the end of the chapter.

3.2 Hamiltonian and two-electron spectrum

The two-electron dynamics in the DQD is described by the Schrödinger equation in effective atomic units

\[
\frac{i}{\hbar} \frac{\partial}{\partial t} \Psi = H(r_1, r_2, t) \Psi = \left[ \sum_{i=1}^{2} H_1(r_i, t) + H_2(r_1, r_2) \right] \Psi, \tag{3.1}
\]
where \( \mathbf{r} = (x, y) \), and the in-plane wavefunction is \( \Psi = \Psi(\mathbf{r}_1, \mathbf{r}_2, t) \otimes |S\rangle \). The spin singlet state \( |S\rangle = |\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle \) is conserved throughout our analysis. The one-electron Hamiltonian is \( H_1 = T + V(\mathbf{r}, t) \), with \( T = -\nabla^2/2 \) the kinetic energy operator and \( V(\mathbf{r}, t) \) the potential of the DQD. Further, the two-electron Hamiltonian is \( H_2 = 1/\sqrt{(\mathbf{r}_2 - \mathbf{r}_1)^2 + a^2} \), where the parameter \( a \) arises from the finite thickness of the 2D DQD. For the calculation of phonon decay below, 3D bulk properties are required. For that we consider the \( z \)-direction to be confined by a quantum well of size \( a \), centered at \( z = 0 \); the confinement is strong enough that only the lowest vertical sub-band is populated. The resulting 3D wavefunction is \( \Psi(\mathbf{r}_1, \mathbf{r}_2, t) \otimes Z(z_1, z_2) \), with \( Z(z_1, z_2) = \varphi(z_1) \otimes \varphi(z_2) \) and \( \varphi(z) = \sqrt{2/a} \cos(\pi z/a) \).

In our analysis, we consider a GaAs DQD with effective mass \( m = 0.067 \) and dielectric constant \( \nu = 12.4 \). The effective atomic units used throughout the paper are then: size in effective Bohr radius \( R^* = 9.80 \) nm, energy in effective Hartree energy \( E^* = 11.85 \) meV, and time in effective natural time \( T^* = h/E^* = 55.55 \) fs.

The lateral DQD potential \( V(\mathbf{r}, t) = V_L(\mathbf{r}, t) + V_D(\mathbf{r}, t) \) consists of the left dot, right dot, and central barrier contributions \( V_L(\mathbf{r}, t) = W_L(t)U_l(\mathbf{r}) \) (\( i = l, r, b \)) with Gaussian shape \( U_l(\mathbf{r}) = \exp[-(r - \mathbf{d}_l)^2/\Delta_l^2] \), width \( \Delta_l \) and depth \( W_L(t) \). The left dot, right dot, and barrier are centered at \( \mathbf{d}_l = (-d, 0) \), \( \mathbf{d}_r = (+d, 0) \), and \( \mathbf{d}_b = (0, 0) \), respectively, with 2\( d \) the distance among the dots. In our analysis, \( W_L(t) = W + \epsilon(t) \) and \( W_b(t) = \) biased with time, while \( W_L(t) = W \) is held constant. The potential detuning between the two dots is \( \epsilon(t) = W_r(t) - W \); notice that the bias is applied to the right dot, and that \( \epsilon = 0 \) \( \epsilon < 0 \) stands for a symmetric (asymmetric) potential profile. The DQD parameters \( \Delta_l = \Delta_r = 2.5 \), \( \Delta_b = 1.5 \), \( W = -5 \), \( d = 2 \), and \( a = 0.5 \) remain fixed throughout the paper.

The size of our DQD is smaller than the size used in GaAs DQD experiments. This choice is driven by numerical convenience. Larger dots have a more closely spaced spectrum and require a much finer grid resolution, which is difficult to handle numerically. However, we would like to stress that the results derived in the following are general and do neither depend on the size of our DQD nor the choice of Gaussian potentials \( V(\mathbf{r}, t) \). Calculations with somewhat larger dots and different potentials, e.g. a harmonic potential, have given similar results.

The parameters used here were chosen to achieve a two-electron spectrum, see Fig. 3.1 qualitatively similar to the experimental spectra of such systems. Panel (a) shows the spectrum as function of \( \epsilon \) at fixed \( W_b = 1.5 \), while panel (b) does the same but as function of \( W_b \) at fixed \( \epsilon = -2 \); the energy levels (singlets in blue, triplets in red) are plotted with reference to the lowest triplet \( |T\rangle \); only the lowest five (three) singlets (triplets) are shown. The two-electron energies \( E_i \) and eigenstates \( \Psi_i \) are obtained by diagonalizing the configuration interaction (CI) matrix of the Hamiltonian \( H \) in Eq. (3.1) with respect to the eigenstates of \( H_1 \) for each related set of DQD parameters. A basis of 50 spatially distinct one-electron orbitals \( n = 100 \) spin orbitals), yielding 4950 two-electron configurations, is sufficient to converge the first few singlet and triplet states.

In the following the properties of the lateral DQD used in our investigation are further specified: i) the distance among the dots is \( 2d \approx 40 \) nm, and \( a = 0.5 \approx 5 \) nm. If we define the lateral/vertical ratio as \( 2d/a \), it amounts to \( 8 \) in our system; ii) the single-electron lowest energy spacing \( \omega_0 \) of the isolated (e.g. right) dot can be inferred from \( \sqrt{2|W_r|/\Delta_r} \), ranging from \( \approx 14.99 \) meV at \( W_r = -5 \) to \( 17.73 \) meV at \( W_r = -7 \); further, the one-electron bonding and anti-bonding lowest energy spacing \( \omega_{\text{SAS}} \) of the coupled double dot is a function of both \( \epsilon \) and \( W_b \); at e.g. \( W_b = 1.5 \), such splitting is \( \approx 14.6 \) meV at \( \epsilon = -2 \) and \( \approx 0.89 \) meV at \( \epsilon = 0 \). iii) the transition energies between the two-electron states in Fig. 3.1(a), which are relevant for our analysis, are: for \( \epsilon = 0 \), \( \delta_{|1\rangle - |T\rangle} = 0.0070 \approx 0.083 \) meV, \( \delta_{|2\rangle - |T\rangle} = 0.5269 \approx 6.244 \) meV,
Figure 3.1. DQD two-electron energy spectrum $E_i$ as function of the detuning $\epsilon$ between the dots ($W_b = 1.5$, panel (a)), and as a function of the interdot barrier $W_b$ ($\epsilon = -2$, panel (b)). The spectrum (singlets in blue and triplets in red) is shown with reference to the lowest triplet $|T\rangle$. Only the lowest five (three) singlets (triplets) are shown.

and $\delta_{|2\rangle-|3\rangle} = 0.0167 \approx 0.198$ meV; for $\epsilon = -2 \approx 23.7$ meV, $\delta_{|1\rangle-|T\rangle} = 0.7852 \approx 9.305$ meV, $\delta_{|2\rangle-|T\rangle} = 0.0582 \approx 0.690$ meV, and $\delta_{|2\rangle-|3\rangle} = 0.3575 \approx 4.236$ meV. As the barrier is increased in Fig. 3.1(b) for $\epsilon = -2$, among other features, the singlet $|2\rangle$ becomes quasi-degenerated with the next excited triplet.

Equation (3.1) is solved by the MCTDHF approach using equations similar to those defined in Section 2.3 of Chapter 2. The singlet ground state at $t = 0$ is found via imaginary time propagation.

3.3 Control of transition matrix element

Lateral DQDs are a promising medium for quantum computation. In contrast to spin qubit implementations, where the subspace under study is formed by the lowest singlet $|1\rangle$ and triplet $|T\rangle$ states, our analysis focuses on the subspace formed by the two lowest singlets $|1\rangle$ and $|2\rangle$.

Figure 3.1(a) shows that it is difficult to address such a two-level singlet subspace at $\epsilon = 0$, because the third singlet state is too close. For that reason, we focus on the asymmetric limit of $\epsilon = -2$. Figure 3.1(b) shows how the transition energies at $\epsilon = -2$ evolve, when the interdot
Control of transition matrix element

barrier $W_b$ is increased from 1.5 (17.7 meV) to 5.0 (59.25 meV).

The basic concept underlying the control of TMEs between ground ($|\Psi_1\rangle \equiv |1\rangle$) and first excited ($|\Psi_2\rangle \equiv |2\rangle$) singlet of a two-electron DQD can be understood from Fig. 3.2 where the possible charge configurations $(N_l, N_r)$ of the lowest three singlets are plotted in panels (a)-(c) as a function of $W_b$, for an asymmetric DQD with $\epsilon = -2$. The charge configuration is determined by first integrating $|\Psi_i|^2$ over the whole $y_1, y_2$ simulation box; then, $(N_l, N_r)$ is determined by integrating over the respective $x_1, x_2$ integration areas depicted in panel (d). Whereas for a low interdot barrier the eigenstates contain a mix of the different charge configurations, for increasing $W_b$ the eigenstates go over into pure charge configurations. In the limit of an infinitely high $W_b$, all eigenstates take a pure charge configuration. Figure 3.2 shows how the first three singlet states acquire pure (0, 2), (1, 1), and (0, 2) charge character, respectively; in a highly asymmetric DQD, singlets with (2, 0) character can only occur at very high excitation energies.

![Figure 3.2](image)

**Figure 3.2.** (a)-(c) Two-electron charge configurations $(N_l, N_r)$ of the lowest three singlets as a function of the interdot barrier $W_b$. (d) $x_1, x_2$ integration areas for the various charge configurations; a square simulation box is employed, with $L = 10$ and $N = 64$ points per dimension.

As two eigenstates with different two-electron charge configurations are in disjoint parts of the simulation volume, their overlap and hence, their product, is zero, e.g. $\langle r_1 | \Psi_1(r_1, r_2) \Psi_2(r_1, r_2) = 0$ for all $r_1$ and $r_2$. Therefore, the TME with respect to a general one- or two-electron operator $\hat{O}$ vanishes, $\hat{O}_{12} = \langle 1 | \hat{O} | 2 \rangle = 0$. In this limit, transitions between these two states are disabled, and the first excited singlet state is preserved against environmentally-induced decay. Note that because all eigenstates are in a pure charge configuration at high $W_b$, all transition
channels between $|1\rangle$ and $|2\rangle$ are suppressed, including higher order transitions taking place via intermediate excited states. When $W_b$ is decreased, the $(0, 2)$ and $(1, 1)$ configurations in $|1\rangle$ and $|2\rangle$ start to mix, and the TME $\hat{O}_{12}$ is switched on. On the other hand, the TME among $|1\rangle$ and $|3\rangle$ is always on, since these states have the same predominant charge configuration at any $W_b$.

It is worth to mention that such vanishing of the TME is of fundamental nature in two- or few-electron DQDs, being stable with regard to the specific choice of the single-particle confining potential.

### 3.3.1 Freezing of the two-level singlet subspace

Freezing the population in the first excited state by switching off environmentally-induced decay is demonstrated in Fig. 3.3 where phonon ($\tau_{\text{phonon}} = 1/\Gamma$) and spontaneous photon ($\tau_{\text{photon}} = 1/\gamma$) emission times from $|2\rangle$ to $|1\rangle$ are plotted as function of $W_b$ for the highly biased DQD with $\epsilon = -2$. Both photon and phonon interactions take place in the THz frequency regime. For the phonon emission rates, we take into account deformation acoustic phonons [75, 76] in polar zincblende structures; the influence of piezoelectric acoustic phonons and higher energetic optical phonons were found to be three orders of magnitude smaller, and therewith negligible in our system. Further, we assume that no excitons and holes exist, so that decay by optical inter-band transitions can be excluded.

The phonon emission rate is given by [77–80]

$$\Gamma = \frac{2\pi}{\hbar} \sum_{Q} \left| \sum_{i=1,2} F_{21}^{(i)}(q) \right|^2 |G(q_z)|^2 |M(Q)|^2 \delta (W_{21}), \quad (3.2)$$

where $Q = (q, q_z)$ and $q = (q_x, q_y)$. The argument of the delta-function is $W_{21} = (|\Delta E_{21}| - \hbar \nu |Q|)$, while the coupling term is $M(Q) = |Q| g^2 / (2 \nu \rho V)$, with $g = 8.6$ eV the GaAs potential constant and $v = 4.72 \times 10^3$ m/s the longitudinal sound velocity; further, $\rho = 5.31 \times 10^3$ kg/m$^3$ and $V$ are the crystal electronic density and volume, respectively. The in-plane form factor is

$$F_{21}^{(i)}(q) = \langle \Psi_2(r_1, r_2) | e^{i q \cdot r_1} | \Psi_1(r_1, r_2) \rangle, \quad (3.3)$$

while the perpendicular form factor is

$$G(q_z) = \langle \varphi(z) | e^{i q_z z} | \varphi(z) \rangle. \quad (3.4)$$

The spontaneous photon emission rate in the host material with refraction index $\eta = \sqrt{\nu}$ is given by [81]

$$\gamma = \eta \frac{\Delta E_{21} \mu_{21}}{3\pi \epsilon_0 \hbar c^3}, \quad (3.5)$$

where $\epsilon_0$ is the free space permittivity, $c$ is the vacuum light speed, and the dipole moment is

$$\mu_{21} = e \left( \Psi_2(r_1, r_2) \sum_{i=1,2} x_i \Psi_1(r_1, r_2) \right). \quad (3.6)$$

The dipole matrix elements in $y$ and $z$ are zero due to symmetry reasons.

Figure 3.3 shows that both emission times increase by about three orders of magnitude when going from $W_b = 1.5$ to $W_b = 5$, so that the respective relaxation rates will completely
vanish in the limit of an infinitely high interdot barrier. In the parameter range investigated here, decay can be controlled from the µs to the ms time scales; when the barrier is further increased, population can be frozen over time scales relevant for the macroscopic world. Since the $W_b$-variation of the level splitting $\Delta E_{21}$ is small (see inset), the change in decay rates from Eqs. (3.2) and (3.5) is mainly due to the decreasing overlap between states $|1\rangle$ and $|2\rangle$, as discussed above. The resonant photon emission wavelength is $2\pi\hbar c/\Delta E_{21} \approx 130$ µm, while the acoustic phonon emission wavelength is $2\pi hv/\Delta E_{21} \approx 2$ nm, the latter being smaller than both lateral and vertical sizes of the DQD. Both wavelengths yield a frequency of $\approx 15$ THz.

Note that control of the TMEs in a two-electron DQD comes from controlling the tunneling between the dots, which is a single-electron property. Therefore, in principle, the TMEs could also be controlled between states with $(1,0)$ and $(0,1)$ charge configurations in a one-electron DQD. However, in practice, it is much more difficult to address and manipulate pure $(1,0)$ and $(0,1)$ configurations, since they remain superpositions of bonding and anti-bonding states at any $W_b$. In the following, we show that manipulation of a two-electron DQD is, on the other hand, straightforward.
3.3.2 Dynamical manipulation of the two-level singlet subspace

Figure 3.4 demonstrates how the inversion of the two-level system is initially induced, and then how this two-singlet subspace is preserved against decay. The manipulation starts from the ground state $|1\rangle$ of the strongly coupled, highly biased DQD with $\epsilon = -2$ and $W_b = 1.5$. First, the population is inverted by changing the bias from $\epsilon = -2$ to $\epsilon = -0.2$ and then back to $\epsilon = -2$ (at $W_b = 1.5$), as depicted in panel (a). We use a nonadiabatic technique to invert the system from the ground state $|1\rangle$ to the excited singlet $|2\rangle$. The avoided crossing between $|1\rangle$ and $|2\rangle$ in Fig. 3.1 (a) is traversed fast enough to cause a nonadiabatic population transfer. In order to invert the system, the ramp up and the ramp down have to be chosen in a way that the population transfer during the up-down stages adds coherently. After inversion the first-excited state $|2\rangle$ is frozen by ramping up the interdot barrier from $W_b = 1.5$ to $W_b = 5$ (at $\epsilon = -2$), as shown in panel (b). A one-dimensional (1D) schematic of DQD potential profile is plotted in the insets for selected positions along the pulse profile. The pulse avoids the symmetric potential $\epsilon = 0$, where state $|2\rangle$ becomes quasidegenerate with state $|3\rangle$.

![Figure 3.4](image)

**Figure 3.4.** (a)-(b) Three-stage pulse profile driving the dynamics: (a) $\epsilon$ is increased and decreased back to its initial $\epsilon = -2$ value at $W_b = 1.5$, without reaching $\epsilon = 0$; (b) $W_b$ is increased from 1.5 to 5.0 at $\epsilon = -2$. The insets show a 1D view of the DQD potential at the turning points of the pulse, indicated by arrows. (c) Time evolution of the occupation probabilities of the lowest four singlets, $P_{i=1-4}$, as driven by the pulse in (a)-(b). The x-axis in (a)-(b) is the same as in (c).

In panel (c) the time-evolution of the population $P_i$ of the four lowest singlets is plotted, as
Discussion and conclusion

When the interdot barrier in a two-electron DQD is low, the population of ground and first excited singlet states can be controlled by time-dependent biasing of the two dots. The population can be insulated against environmentally-induced decay by ramping up the interdot barrier, which determines the magnitude of the tunneling between the dots. In the limit of an infinitely high barrier, single-electron tunneling is suppressed and the bound states of the two-electron DQD take pure charge configurations. As a result, there remains no overlap between ground and first excited state, so that all one and two-electron TMEs and, therewith, coupling to the environment, vanishes.

We believe that the ability to control TMEs and relaxation is of fundamental importance. An immediate application of this idea to the areas of quantum computation and quantum optics is not trivial and is impeded by obstacles. We would like to discuss some of these difficulties.

First, the two-level singlet subspace investigated here could be used for encoding a two-electron charge qubit. Coupling to the environment is a main obstacle in quantum computation. However, freezing the decay allows us only to control the population of such two-level system, but control over dephasing is very limited. Although there is a dephasing component that accompanies decay and that can be eliminated by switching it off, usually the pure dephasing component is dominant. Pure dephasing depends on matrix elements of the type $\langle 1 | \hat{O} | 1 \rangle$ and $\langle 2 | \hat{O} | 2 \rangle$, which do not depend on $W_b$ and cannot be controlled. These matrix elements cause dephasing by randomly changing the energy spacing of the two-level system, $\Delta E_{21}$. An estimation of the pure dephasing time for our system, following Ref. [84], lies in the ns range. This is orders of magnitude faster than the fastest phonon and spontaneous
Discussion and conclusion

Therefore, only in combination with control over pure phonon dephasing, our method can be used to create a decoherence-free subspace \[^{85}\] for quantum computation. Recently, a couple of methods for the control of phonon-induced dephasing were suggested \[^{86–88}\].

Second, control over relaxation opens the opportunity to control single photon emission on demand \[^{89}\]. However, for the DQD parameters used here, single photon THz emission is difficult to observe, as relaxation by phonon emission is more efficient by about one order of magnitude in Fig. 3.3 at any interdot barrier. But there exist several ways to enhance photon emission. For example, \(\Delta E_{21}\) can be increased: (i) by increasing the biasing between the two dots to \(\epsilon < -2\) in Fig. 3.1(a); (ii) by replacing the first excited \((1, 1)\) state of the two-level subspace with the lowest lying singlet state with \((2, 0)\) charge character, at \(\epsilon = -2\). All the states lying below such highly energetic \((2, 0)\) state are of \((1, 1)\) or \((0, 2)\) character, so that TMEs to these states can be controlled by the interdot barrier. This would give an increase of \(\Delta E_{21}\) by a factor of \(2 - 3\); from Eq. (3.5) one finds that an increase of \(\Delta E_{21}\) by such amount would already make \(\tau_{\text{photon}}\) and \(\tau_{\text{phonon}}\) comparable. Alternatively, one could also use phonon cavities to suppress phonon emission \[^{86}\].
Chapter 4

Plasmon dynamics in strongly driven finite few-body quantum systems: The role of the surface


4.1 Introduction

Many-body physics in infinite systems is relatively well understood. Much progress has been made lately in the analysis and understanding of finite many-body quantum systems via approaches such as Configuration Interaction [90–92], Monte Carlo [93, 94], and Unrestricted Hartree-Fock [95–97]. However, most of these static theoretical methods work well only for the calculation of the ground and first few excited states. In terms of dynamics, this means that only weakly perturbed systems can be calculated [98]. Due to the lack of theoretical tools not much is known about strongly driven finite many-particle quantum systems.

This chapter presents a first step towards closing this gap. The recent development of the multi-configuration time-dependent Hartree Fock (MCTDHF) method [42, 57, 99, 100] allows the investigation of the dynamics of strongly driven few-body quantum systems, fully accounting for electron correlation. The investigation of the dynamics in a resonantly driven few-electron, lateral parabolic quantum dot (QD) is the focus here. More specifically, the Schrödinger equation for four electrons with two spatial dimensions per electron (4x2D) is solved for a broad range of QD sizes and therewith electron correlations, covering the phase transition from an electron liquid [101] to a Wigner crystal [102].

In an infinite parabolic QD, with confining frequency $\omega_0$, radiation only couples to the center of mass of the multi-electron system [103–104], which moves collectively as a plasmon with frequency $\omega_p = \omega_0$ (Kohn mode). In the presence of a surface, ionization and dissipation and dephasing of the plasmon dynamics take place. The goal of this investigation is to understand and characterize these surface effects as a function of electron correlation and electric field strength. The relevance of this investigation is not confined to QDs, but relates to all finite quantum systems with collective plasmon-like response, such as clusters nano-particles, large molecules, and harmonic traps. A proof-of-principle ab-initio calculation of this ubiquitous process presents the first main result of this chapter.

A comparison between a Drude model [105] and ab-initio results is used to analyze the plasmon dynamics in a finite QD. This comparison reveals the second main result of this chapter. The Kohn theorem states that the plasmon motion in an infinite QD does not depend on electron correlation. It is found that energy absorption and dissipation of the plasmon do not depend on electron correlation either. This numerical evidence suggests that the Kohn theorem is extendable
from infinite to finite QDs. The corroboration of this result for larger numbers of electrons requires further tuning and optimization of MCTDHF, which is subject to future research.

Finally, the Drude model works well even in the non-perturbative limit of plasmon-surface interaction, where substantial ionization takes place. Ionization sets a limit to the ultimate field strengths to which the QD can be exposed. A simple picture for the ionization process is developed, from which ionization saturation field strengths can be determined.

### 4.2 Theoretical approach

The few-electron dynamics in the QD is described by the Schrödinger equation in effective atomic units

\[ i \frac{\partial}{\partial t} \Psi = H \Psi = \left[ \sum_{i=1}^{f} H_{1}(r_{i}, t) + \sum_{i=1}^{f} \sum_{j>i}^{f} H_{2}(r_{i}, r_{j}) \right] \Psi, \tag{4.1} \]

where \( r = (x, y) \) is the 2D vector, \( f = 4 \) is the number of electrons, and the in-plane 4x2D wave-function is \( \Psi = \Psi(r_{1},...,r_{f};t) \otimes \Upsilon(s_{1},...,s_{f}) \). Here, \( \Upsilon \) labels the spin part of the wavefunction, with \( s \) the spinors. The spin state \( \Upsilon \) remains conserved during the dipole light-QD interaction investigated here. The one-electron Hamiltonian is \( H_{1} = T + V(r) + F(t) \cdot r \), with \( T = -\nabla^{2}/2 \) the kinetic energy operator, and \( F(t) \cdot r \) the electron-laser interaction term in dipole approximation and in length gauge. The finite QD parabolic confinement is \( V(r) = -\omega_{0}^{2} (r_{x}^{2} + r_{y}^{2}) \Theta(r_{c} - r)/2 \), where \( \Theta \) is a step function and \( \omega_{0} \) the confining frequency; the QD boundaries are at \( r = r_{c} = \sqrt{2}a_{c} \), so that \( V \) is non-zero only for \( r \leq r_{c} \) (see 1D profile in inset of Fig. 4.1(d)). The depth of the QD is given by \( V_{\text{min}} = -\omega_{0}^{2}a_{c}^{2}/2 \), and the number of single electron bound states contained in the finite QD is given by \( s = V_{\text{min}}/\omega_{0} \). The small fluctuations of \( V \) due to the host matrix are neglected here, as our emphasis is on the investigation of surface effects. The two-electron Hamiltonian is \( H_{2} = 1/\sqrt{(R_{2} - R_{1})^{2} + a^{2}} \), with the parameter \( a \) arising from the finite thickness of the 2D QD. Effective atomic units are used throughout the paper, which for a GaAs QD with effective mass \( m = 0.067 \) and dielectric constant \( \epsilon = 12.4 \) reads \( R^{*} = 9.80 \) nm (Bohr radius), \( E^{*} = 11.85 \) meV (Hartree energy), \( T^{*} = 55.55 \) fs (natural time), and \( F^{*} = 1.21 \times 10^{4} \) V/cm (electric field).

Equation (4.1) is solved by the MCTDHF approach; the initial ground state at \( t = 0 \) is obtained via imaginary time propagation. A basis set with \( n = 30 \) spin-orbitals, yielding \( 3 \times 10^{5} \) configurations was found sufficient for convergence. The size of the simulation boxes is \( 5r_{c} \), and 512 points per dimension are used. Although the number of orbitals \( n = 30 \) was kept constant in all simulations, it should be noted that in the weakly correlated, low field limit \( n = 20 \) would be sufficient.

The laser driven QD dynamics is investigated as a function of the electron correlation, \( r_{s} = [e^{2}/(\epsilon \hbar)] / (\hbar \omega_{0}) \), which is the ratio of electron-electron interaction energy to kinetic energy. In effective units, \( r_{s} = l_{0} \), with \( l_{0} = 1/\sqrt{\omega_{0}} \) the radius of the QD ground state. Correlation is varied in the range \( r_{s} = 1 - 10 R^{*} \), which covers the transition from an electron liquid in a tightly confined QD at \( r_{s} = 1 R^{*} \) to the initial stages of Wigner electron crystallization in a wide QD at \( r_{s} = 10 R^{*} \). Throughout this range, the ground state has total spin \( S = 1 \). The shielding parameter is \( a = 0.1 r_{s} \).

The phase transition can be visualized by looking at the conditional probability distribution, \( P_{\uparrow}(r, t) = \int dr_{3} \int dr_{4} \left| \Psi^{\ast}(r, r_{2} = r_{a}, r_{3}, r_{4}; t) \right|^{2} \), where one electron is fixed at a position \( r_{a} \) with a given spin. Figure 4.1 shows \( P_{\uparrow}(r, 0) \) for three distinct QD ground states, at \( r_{s} = 1 R^{*} \) (a), 5 \( R^{*} \) (b), and 10 \( R^{*} \) (c), where the fixed \( \uparrow \)-electron at \( r_{a} \) is explicitly shown only in (c). Whereas
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Figure 4.1. Ground state conditional probability distribution, \( P_c(r, t = 0) \), for the three \( r_s \) values considered in our work, as given by MCTDHF: \( r_s = 1 R^* \) (liquid phase, (a)), \( r_s = 5 R^* \) (b), and \( r_s = 10 R^* \) (solid phase, (c)). The limits of the plot range in each panel are equal to the extension of the finite parabolic potential, \( r_c \), whose 1D profile is shown in inset in (d). The parameters \( r_s \) and \( r_c \) are changed in a way leaving \( s = \omega_0 r_c^2 / 2 = \text{const.} \) The full simulation box is five times larger than \((x_c, y_c)\) to capture all of the electron dynamics. (d) shows the normalized correlation energy, \( \Delta_{ee} \), as a function of \( r_s \). In all panels, \( \int \text{d}r P_c(r, t = 0) = 1 \).

the remaining three electrons are more uniformly distributed about QD in the liquid phase (a), the dominant electron-electron repulsion results in crystallization and in three distinct maxima in the solid phase (c), while (b) presents an intermediary case. The ground state energies are \( E_0 = -102.2856 E^* \), \( E_0 = -3.6445 E^* \), and \( E_0 = -0.8103 E^* \) for (a), (b), and (c), respectively. In Fig. 4.1(d), the ratio \( \Delta_{ee} = (E_0 - \bar{E}_0) / \bar{E}_0 \) is plotted as a function of \( r_s \), where \( \bar{E}_0 \) is the bound state energy in the non-interacting limit. This ratio increases almost linearly with \( r_s \), as a result of the increasing correlation and electron repulsion.

This study focuses on the resonant dynamics, with laser frequency \( \omega_l = \omega_0 = \omega_p \), where \( \omega_p \) is the plasmon (Kohn) frequency of an infinite harmonic potential. The laser pulse, \( F(t) = F_0 \sin(\omega_0 t) f(t/\tau) \) is polarized along \( x \). The envelope is a half-cycle \( \sin^2 \) pulse, \( f = \sin^2(\pi t/(n_c \tau)) \), which is \( n_c = 3 \) optical cycles long; \( \tau = 2\pi/\omega_0 \) is the optical cycle and \( F_0 \) the peak field strength. The simulation is run for another cycle after the end of the pulse, see inset of Fig. 4.2(c).

4.3 Analysis of plasmon surface dynamics

In order to isolate the effect of electron correlation on the plasmon dynamics in a finite QD, care has to be taken with the variation of the parameters. A change of the electron correlation, \( r_s = 1/\sqrt{\omega_0} \), also changes the single electron properties of the QD, which is undesirable. Therefore,
to isolate the role of correlation, both QD parameters \( r_s \) and \( r_c \) have to be varied in a way that the resulting changes of the single electron properties of the QD are trivial. This can be achieved by using the transformation \( T = \frac{s}{2} = \sqrt{\frac{\omega_0}{F}} \) for various field strengths \( F \). In our simulations, see Fig. 4.1, \( r_s \) and \( r_c \) are changed in a way leaving the number of single-particle eigenstates contained in the QD constant, \( s = \frac{\omega_0 r_s^2}{2} = 28 \). As a result, Eq. (4.2) becomes scaling invariant with regard to changes in \( \omega_0 \) (\( r_s \)), and the surface induced decay of the laser driven single electron motion is proportional to exp(\( -\gamma t \)). From a solution of the single electron Schrödinger equation (4.2) for various field strengths \( F_0 \) we obtain \( \gamma_0 = 0.5 \). Transformation back to effective units yields a decay exp(\( -\gamma t \)) with surface collision frequency \( \gamma = \omega_0 \gamma_0 \). As a result, the decay constant measured in units of oscillation periods is constant, \( \gamma \tau = 2 \pi \gamma_0 \). When the ab-initio few-electron plasmon decay follows this relation, it can be modeled by an effective single-particle, uncorrelated, center-of-mass Hamiltonian. Any deviation from this relation must be attributed to electron correlation.

The plasmon surface dynamics is analyzed by comparing the ab-initio results with a classical damped harmonic oscillator (HO) Drude model,

\[
\ddot{x} = F(t) - \omega_0^2 x(t) - 2\gamma \dot{x}(t),
\]

where \( \gamma \) is the surface collision frequency. In order to get good agreement with the quantum results, the Drude model must be modified for surface collisions. First, in the strong field limit, the bound wavefunction is driven over the surface which modifies the plasmon frequency \( \omega_p = \omega_0 \). This is accounted for by substituting \( \omega_0^2 \rightarrow \omega_0^2 (1 - \beta^2) \). In a more detailed model, the frequency shift should appear only during the times in the laser cycle where the wavefunction is strongly deflected by the surface. Second, surface dissipation does cutoff at a velocity \( v_c \), below which the plasmon does not reach the surface anymore. This is accounted for by cutting dissipation for plasmon velocities \( v \leq v_c \). The phenomenological modifications identified here present a starting point for developing a generalized Drude model for plasmon surface collisions, which is beyond the scope of what is being considered here. It should be emphasized that they are needed to obtain fair agreement with the quantum result over the whole simulation range in Fig. 4.2. However, they are not needed to determine \( \gamma \), which can be obtained from fitting the plasmon decay in the time interval in which \( v \geq v_c \).

The time evolution of the kinetic energy in \( \ddot{x} \)-direction is shown in Fig. 4.2, as determined by the MCTDHF analysis (full), the classical damped HO of Eq. (4.3) (dotted), and the classical undamped HO model (dashed); (a), (b), and (c) show the results for \( r_s = 1 \) (\( F_s = 1.5 \)), \( r_s = 5 \) (\( F_s = 1.375 \)), and \( r_s = 10 \) (\( F_s = 1.25 \)), respectively. The MCTDHF plasmon expectation values are calculated by using the part of the wavefunction in the box circumscribing the QD; as for some of the parameters substantial ionization takes place, the total wavefunction has to be split into a plasmonic, bound part and an ionized part.

The main result obtained from the Drude model fit is the relation for the collision frequency, \( \gamma = \omega_0 / 2 \), see inset in 4.2(a). Many more calculations in the parameter range \( r_s = 1 - 10 \) \( R^* \) and \( F_s = 0.5 - 1.5 \) have been performed. In the whole range, \( \gamma \) is independent of \( F_s \). The \( \omega_0 \) dependence of \( \gamma \) is identical with the scaling in the single electron limit, derived above. As a result, the influence of correlation on the surface induced plasmon decay is negligible. In terms
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Figure 4.2. Time evolution of the kinetic energy, $v^2/2$, in the $\hat{x}$-direction of the external pulse $F(t)$, for each $r_s$ value considered in Fig. 4.1. The plots are for the highest $F_s$ values used in our simulation. In all panels, dashed, solid, and dotted lines respectively stand for undamped HO, MCTDHF, and damped HO results. The simulation time extends over the 3-cycle pulse plus an extra cycle, as shown in inset in (c); $\tau$ is the laser oscillation period. Inset in (a) shows the collision frequency $\gamma$ as a function of $r_s$. The Drude model parameters $v_c$ and $\beta$ (see text) depend smoothly on $r_s$ and weakly on $F_s$. We use $v_c \approx 5.0, 0.85, 0.38$, and $\beta \approx 0.005, 0.01, 0.015$, for $r_s = 1, 5, 10 R^*$, respectively.

of the energy spectrum, surface dissipation comes from a coupling between plasmon and highly excited electronic states, close to the continuum threshold.

In Fig. 4.2 the highest field dynamics are displayed, to demonstrate that the Drude model works well even in the non-perturbative limit, where substantial ionization takes place, see Fig. 4.4. All fits, in the whole simulation range defined above, show an agreement comparable to or better than the ones in Fig. 4.2. At weaker fields, not shown here, where the interaction with the surface is negligible, the classical undamped model reproduces exactly the MCTDHF result, in agreement with the Kohn theorem.

Besides dephasing the plasmonic motion, the surface also modifies the energy absorption process. In Fig. 4.3 the total energy absorbed during the QD-laser interaction given by,

$$ E_{abs} = \int_0^{4\tau} dt' \sum_{i=1}^f F_i(t') \langle \Psi(t') | v_i | \Psi(t') \rangle, \quad (4.4) $$

is plotted versus $F_s$. Integration is again performed over the box circumscribing the QD. In the classical analysis $\langle \Psi(t') | v_i | \Psi(t') \rangle$ is replaced by $\dot{x}_i(t)$ from Eq. (4.3). $E_{abs}/|E_0|$, the absorbed energy over the ground state binding energy, for $r_s = 1, 5, 10 R^*$ has been plotted.

Figure 4.3 shows that even at high $F_s$ values, the influence of the surface is weak and energy
absorption is always dominated by the plasmon resonance. As a result, both, plasmon dissipation and energy absorption in the presence of a surface do not depend on electron correlation. Note that the highest $F_s$ values used here at each $r_s$ are the highest values that can be applied to the neutral QD; as ionization of the first electron is already substantial, higher values of $F_s$ would lead to its complete ionization, see Fig. 4.4.

4.4 Plasmon-assisted single and double ionization

Plasmon assisted ionization can be understood in terms of a simple picture. The ionization potential of the weakest bound electron is given by $I_p$, which denotes the energy required to remove it from the QD. As the plasmon dynamics is a collective effect, each of the electrons carries on average the same amount of energy, $E_{abs}/4$. When $E_{abs}/4 = I_p$, the weakest bound electron has absorbed sufficient energy to leave the QD by above barrier ionization. Around the onset of above barrier ionization the probability of ionization of the weakest bound electron approaches unity and ionization saturates.

This picture is quantitatively corroborated by Fig. 4.4(a), where the one-electron ionization probability, $I_{1e}$, is shown versus $F_s$. The values of $I_p$ are 24.66, 0.76, and 0.14 for $r_s = 1 \ R^*$, 5 $R^*$, and 10 $R^*$, respectively. Using Fig. 4.3 we find the $F_s$ values at which $E_{abs}/4 = I_p$ to be respectively 1.49, 1.32, and 1.14. At these $F_s$ values, close to 50% of the first electron has been ionized, i.e. ionization is starting to saturate, in agreement with the picture developed above. These $F_s$ values present the saturation field strengths for one-electron ionization, which is the
ultimate field strength the (neutral) QD can be exposed to. As the plasmon oscillation is a collective motion and the gained energy is shared between the electrons, not only the ionization of the first electron is accelerated but also correlated tunnel ionization of two or more electrons can take place. The ratio of one- to two-electron ionization probability, \( I_{2e}/I_{1e} \), is shown in Fig. 4.4(b). Whereas at small \( F_s \) this ratio is small, \( I_{2e}/I_{1e} \simeq 0.25 \) becomes substantial for the highest \( F_s \) values at each correlation \( r_s \).

4.5 Concluding remarks

An \textit{ab-initio} analysis of a laser-driven plasmon in a finite lateral quantum dot was performed for the special case of four electrons. The correlation of the electrons was tuned from the weakly correlated electron liquid to the strongly correlated limit of Wigner crystallization. It was found that the influence of correlation on the surface-induced plasmon decay is negligible. This suggests that the Kohn theorem — plasmon dynamics in infinite parabolic quantum dots does not depend on electron correlation — can be extended to finite quantum dots. This assertion will need to be tested by performing calculations involving larger numbers of electrons.
Chapter 5

Theory and characterization of the quantum breathing mode


5.1 Introduction

Physics is replete with systems of trapped interacting particles. Collective modes, which can be measured experimentally [106], are an important component of the response and dynamics of these finite many-body systems. In terms of a multipole expansion, the first two modes are the breathing (monopole) and Kohn (dipole) mode [107]. Whereas the dipole mode can be treated analytically [108], the situation is more complex for breathing and higher-order modes. In this chapter the quantum breathing mode (QBM) is investigated.

For systems that can be treated classically — confined plasmas [109], trapped ions [110], and colloidal particles [111] — the breathing mode is well understood [112, 113]; however, for quantum systems — Fermi [107, 114] and Bose [114, 115] gases, correlated electrons in quantum dots [7] and low dimensional Bose-Einstein condensates [116, 117] — the QBM still poses many theoretical challenges. First, exact numerical solutions going beyond two electrons [118] are extremely difficult and have only recently been investigated for 1D systems [119]. Second, existing analytical approaches utilize linear response theory and the sum rule formalism, see for example [120–122]. These methods give a rigorous upper bound to the QBM frequency and the correct values in the limits of a free electron gas and Wigner crystallization [121, 122]; however, in the range between these two limits it is not known how well the QBM frequency can be approximated.

The goal here is to close these gaps. First, an analytical theory of the QBM is developed that is valid for fermionic and bosonic systems of any particle number and arbitrary dimension. Second, this theory is tested by comparing it to ab-initio numerical calculations for the special case of electrons confined in a 2D quantum dot (QD). The results are used for characterizing the QBM. QDs have been chosen due to their importance for practical applications in nano-science and technology [6] and in other phenomena of condensed matter physics, such as the quantum Hall effect [123, 124]. Furthermore, they are important from the fundamental perspective of many-body physics. By changing the size of a QD, a multi-electron system can be investigated over a wide range of states characterized by the coupling parameter $\lambda$ given by Eq. (5.4) below. The states range from a weakly correlated, free electron gas ($\lambda \ll 1$), to metallic systems ($\lambda \approx 1$), to the highly correlated, classical limit of Wigner crystallization ($\lambda \gg 1$).

Ab-initio modelling of few-body quantum dynamics has been made possible by the development and optimization of multi-configuration time-dependent Hartree (MCTDH) [125] for Bosons and multi-configuration time-dependent Hartree-Fock (MCTDHF) [42] for Fermions. Here, the numerical analysis is based on MCTDHF as outlined in chapter 4; calculations of the QBM are
performed for $N = 2 - 4$, 6 electrons in their ground state. The range between an ideal quantum gas and Wigner crystallization is covered and discussed. For $N = 4$ the QBM is also calculated for the first excited state in order to gain information about its temperature dependence. We discuss the onset of classical behavior and analyze the $\lambda$ dependence of the QBM, in particular during level crossings, where eigenstates undergo substantial changes. The QBM is found to be sensitive to changes of the total angular momentum resulting in characteristic signatures of its $\lambda$ dependence.

The numerical data allows us to develop and test approximate analytical expressions for the QBM frequency. Starting from the Heisenberg equation of motion for the harmonic trap, an expression is obtained that determines the breathing frequency as the expectation value of a time-independent two-body operator. The expression is derived for a general inverse power interaction law and verified for Coulomb interaction. Good agreement with MCTDHF is obtained over the whole range of $\lambda$-values, validating our operator approach. In combination with configuration interaction or quantum Monte-Carlo methods, the QBM dynamics for systems of up to a few tens of particles becomes accessible. This opens a new route to investigate and analyze quantum collective behavior. Extension of this operator formalism to other collective modes will be investigated in future research.

5.2 Analytical approach

We begin by deriving the operator expression for the QBM frequency from the Heisenberg equation of motion. The derivation will be done for a general (possibly shielded) inverse power-law interaction and will be valid for bosonic and fermionic systems of any dimensionality. Units of energy, length and time are given by $\hbar \Omega$, $l_0$, and $\Omega^{-1}$ respectively, where $\Omega$ is the trap frequency and $l_0 = \sqrt{\hbar/m\Omega}$ is the oscillator length with $m$ being the mass of the trapped particles. These units are used throughout this chapter unless otherwise indicated. In the following we denote the operators in the Heisenberg picture as $\hat{O}(t) = e^{-i\hat{H}t}O e^{i\hat{H}t}$ and differences as $\hat{O}_{ij}(t) = \hat{O}_i(t) - \hat{O}_j(t)$. The $N$ particle Hamiltonian $\hat{H} = \hat{T} + \hat{U} + \hat{V}$ can be written in terms of center-of-mass (CM) and relative coordinates where

\begin{align}
\hat{T}(t) &= \hat{T}_{cm}(t) + \hat{T}_{rel}(t) = \frac{N}{2} \hat{P}^2(t) + \frac{1}{2N} \sum_{i<j} \hat{p}_{ij}^2(t) \\
\hat{U}(t) &= \hat{U}_{cm}(t) + \hat{U}_{rel}(t) = \frac{N}{2} \hat{X}^2(t) + \frac{1}{2N} \sum_{i<j} \hat{x}_{ij}^2(t) \\
\hat{V}(t) &= \sum_{i<j} \frac{\lambda}{\left(\frac{\hat{x}_{ij}^2(t)}{a^2} + a^2\right)^{\alpha/2}} 
\end{align}

is the kinetic energy, with $\hat{P}(t) = (1/N) \sum_i \hat{p}_i(t)$ and

is the parabolic confining potential, with $\hat{X}(t) = (1/N) \sum_i \hat{x}_i(t)$. The interaction between particles is given by,

\begin{align}
\hat{V}(t) &= \sum_{i<j} \frac{\lambda}{\left(\frac{\hat{x}_{ij}^2(t)}{a^2} + a^2\right)^{\alpha/2}} 
\end{align}

where, for 2D QDs, the shielding parameter $a$ accounts for the fact that integration over the wavefunction of the third (transverse) dimension results in an effective shielding of the Coulomb
singularity. In Eq. (5.3), \( \lambda \) is a general coupling parameter; in the Coulomb case \( (\alpha = 1) \) \( \lambda \) is given by,

\[
\lambda = \frac{e^2}{4\pi \varepsilon_0 \hbar \omega_0 \Omega}
\]

(5.4)

where \( e \) is the electron charge and \( \varepsilon_0 \) the permittivity of free space.

The operator \( \hat{U} \) represents the radial distance squared of the multi-particle system from the origin. Its time evolution, subject to a radially symmetric initial distortion, is determined by the QBM. The starting point of our derivation is the equation of motion for \( \hat{U} \); this is derived in a similar way to Ref. [126]. Here, we sketch the derivation for the shielded potential. We begin with the operator

\[
\hat{S} = \frac{1}{2} \sum_{i=1}^{N} (\hat{x}_i \cdot \hat{p}_i + \hat{p}_i \cdot \hat{x}_i)
\]

(5.5)

that performs a radial displacement of each coordinate. Noting that \( \hat{S} = d\hat{U}/dt \) we can then write,

\[
\frac{d^2 \hat{U}}{dt^2} = \frac{d\hat{S}}{dt} = i[\hat{H}, \hat{S}].
\]

(5.6)

It is then straightforward to show \( i[\hat{U}, \hat{S}] = -2\hat{U}, i[\hat{T}, \hat{S}] = 2\hat{T} = 2\hat{H} - 2\hat{U} - 2\hat{V} \) and

\[
i[\hat{V}, \hat{S}] = \alpha \hat{V} - \sum_{i<j}^{N} \frac{\alpha \lambda a^2}{\left( \hat{x}_j^2(t) + a^2 \right)^{\alpha/2+1}}.
\]

(5.7)

Putting the above relations into Eq. (5.6) then yields,

\[
\frac{d^2}{dt^2} \hat{U}_{rel}(t) = -4\hat{U}_{rel}(t) - (2 - \alpha)\hat{V}(t) + \sum_{i<j}^{N} \frac{\alpha \lambda a^2}{\left( \hat{x}_j^2(t) + a^2 \right)^{\alpha/2+1}}.
\]

(5.8)

The CM portion of the equation has been removed as it is straightforward to show that \( \hat{U}_{cm} \) will satisfy a simple harmonic oscillator equation with frequency \( \omega_{cm} = 2 \) \[118\]. The Hamilton term is left out of Eq. (5.8) as it is a constant of motion and does not influence the time evolution. Since Eq. (5.8) depends on \( \hat{U}_{rel} \) and \( \hat{V} \), it cannot be solved in general, except for the limits \( \lambda \to 0, \infty; \) in the Coulomb case these limits give \( \omega_0 = 2, \sqrt{3} \), respectively \[126\].

In order to excite the breathing mode, an eigenstate of \( \hat{H} \) is changed by a small perturbation to \( |k'\rangle = e^{-i\beta S_0} |k\rangle = |k + \Delta k\rangle \). Here, \( S_0 = \hat{S}(\mathbf{x}(0), \mathbf{p}(0)) \) is some operator, such as the dilation operator \[126\], that excites the QBM at initial time \( t = 0 \) and \( \beta \) is a small real parameter. Further, \( \mathbf{x}(t) = (x_1(t), \ldots, x_N(t)) \) and \( \mathbf{p}(t) \) is defined in the same way. Using these definitions we can introduce the perturbed space and momentum operators \( \hat{\xi}_i \) and \( \hat{\pi}_i \), respectively. They are defined through the expectation values \( \langle k' | \hat{\xi}_i(t) | k' \rangle = \langle k | \hat{\xi}_i(t) | k \rangle \) and \( \langle k' | \hat{\pi}_i(t) | k' \rangle = \langle k | \hat{\pi}_i(t) | k \rangle \) with \( \hat{\xi}_i(t) = e^{i\beta S_0} \hat{x}_i(t) e^{-i\beta S_0} = \hat{x}_i(t) + \Delta \hat{x}_i(t) \) and \( \hat{\pi}_i(t) = e^{i\beta S_0} \hat{p}_i(t) e^{-i\beta S_0} = \hat{p}_i(t) + \Delta \hat{p}_i(t) \).

In order to extract the QBM frequency from Eq. (5.8) we take its expectation value with respect to the perturbed initial state \( |k'\rangle \). We assume that all terms are well defined operator functions and can be Taylor expanded \[127\]. Then, together with \( e^{-i\beta S_0} e^{i\beta S_0} = 1 \), it follows for any term \( \hat{O} \) in Eq. (5.8) that \( \langle k' | \hat{O}(\mathbf{x}(t), \mathbf{p}(t)) | k' \rangle = \langle k | \hat{O}(\mathbf{\xi}(t), \mathbf{\pi}(t)) | k \rangle \) with \( \mathbf{\xi}(t) \) and \( \mathbf{\pi}(t) \) defined like \( \mathbf{x}(t) \) and \( \mathbf{p}(t) \) above.
Equipped with this knowledge, it is now possible to rewrite the expectation value of Eq. (5.8) in terms of eigenstate \( |k\rangle\) and operators \( \xi_i(t)\) and to perform a first order Taylor expansion with regard to \( \Delta \hat{x}_i(t)\) which yields

$$\frac{d^2}{dt^2} \sum_{i<j}^{N} \langle \{ \hat{x}_{ij}(t), \Delta \hat{x}_{ij}(t) \} \rangle = -4 \sum_{i<j}^{N} \langle [ \hat{x}_{ij}(t), \Delta \hat{x}_{ij}(t) ] \rangle$$

$$+ N \sum_{i<j}^{N} \langle [ \hat{F}_{ij}^{\alpha}(t), \Delta \hat{x}_{ij}(t) ] \rangle + \langle \hat{O}_{\text{res}} \rangle$$

(5.9)

where all expectation values are taken with respect to \( |k\rangle\), the \( \{ .. \} \) denotes the anti-commutator and

$$\hat{F}_{ij}^{\alpha}(t) = \left[ 2 - \alpha - \frac{(\alpha + 2)\alpha^2}{\hat{x}_{ij}^2(t) + \alpha^2} \right] \frac{\alpha \lambda \hat{x}_{ij}(t)}{\left( \hat{x}_{ij}^2(t) + \alpha^2 \right)^{\alpha/2+1}}.$$  

(5.10)

\( \hat{O}_{\text{res}} \) is a residual term that arises from the non-commuting terms. As this will not play a role in the final result, it is not considered beyond this point.

In order to proceed further, an expression for \( \Delta \hat{x}_{ij}(t)\) is needed. Since \( \Delta \hat{x}_{ij}(t)\) is a small perturbation, it is reasonable to assume a linear dependence on the \( \hat{x}_{i}(t)\)'s. Using the relation \( e^{-i\hat{H}t}e^{i\hat{H}t} = 1 \) along with the definition of \( \xi_i(t)\) above, it is possible to show that \( \xi_i(t)\) can be written as

$$\dot{\xi}_i(t) = e^{-i\hat{H}t}e^{i\hat{S}(t)}e^{i\hat{H}t}\xi_i(t)e^{-i\hat{S}(t)}e^{-i\hat{H}t},$$

(5.11)

where \( \hat{S}(t)\) is now a function of the \( \hat{x}_{i}(t)\)'s and \( \hat{p}_i(t)\)'s. Eq. (5.11) highlights two important properties of \( \dot{\xi}_i(t)\). First, it shows that \( \dot{\xi}_i(t)\) is a function of the \( \hat{x}_{i}(t)\)'s and \( \hat{p}_i(t)\)'s; these enter through \( \hat{S}(t)\). Second, \( \dot{\xi}_i(t)\) is symmetric under the exchange of any \( \hat{x}_i(t)\) and \( \hat{x}_m(t)\) with \( i, m \neq i\).

The most general linear Ansatz for \( \dot{\xi}_i(t)\) that maintains these properties is

$$\dot{\xi}_i(t) = f(t)\hat{x}_i(t) + g(t)\sum_{j \neq i}^{N} \hat{x}_j(t) + \mathcal{O}(\hat{p}, \hat{x}^2)$$

(5.12)

with \( f(t) \approx 1 \) and \( |g(t)| \ll 1 \) being time dependent functions. Using the fact that \( \Delta \hat{x}_{ij}(t) = \xi_i(t) - \hat{x}_i(t)\), Eq. (5.12) can be rewritten as

$$\Delta \hat{x}_i(t) = \varepsilon(t)\hat{x}_i(t) + Ng(t)\hat{X}(t)$$

(5.13)

where \( \varepsilon(t) = f(t) - g(t) - 1 \) and \( \hat{X}(t)\) is the CM operator defined above.

After inserting Eq. (5.13) into Eq. (5.9) all expectation values contain functions \( h(\hat{x}_i(t), \hat{p}_i(t))\). By using the Taylor expansion in conjunction with the identity relation above, we find that \( \langle h(\hat{x}_i(t), \hat{p}_i(t)) \rangle = \langle h(\hat{x}, \hat{p}) \rangle\); all expectation values are constant in time and depend on the initial space and momentum operators. With this, Eq. (5.9) simplifies to

$$\sum_{i<j}^{N} \langle \hat{x}_{ij}^2 \rangle \varepsilon(t) = \sum_{i<j}^{N} \left[ -4\langle \hat{x}_{ij}^2 \rangle + N\langle \hat{W}_{ij}^{\alpha} \rangle \right] \varepsilon(t)$$

(5.14)

where \( \hat{W}_{ij}^{\alpha} = \hat{F}_{ij}^{\alpha} \cdot \hat{x}_{ij}(t)\) with \( \hat{x}_{ij}(t)\) replaced by \( x_{ij}\). The solution of Eq. (5.14) is a sinusoidal function with breathing frequency

$$\omega_\alpha = \left[ 4 - \frac{\langle \hat{W}_{\alpha} \rangle}{2\langle \hat{U}_{\text{rel}} \rangle} \right]^{1/2}$$

(5.15)
5.3 Numerical Results and Discussion

The derivation leading to Eq. (5.15) is based on a linear expansion and accurate to $O(\hat{p}, \hat{x}^2)$. Its quality needs to be assessed by a comparison to exact solutions of the time dependent Schrödinger equation (TDSE); here this is done for a 2D QD. N electrons, interacting via the Coulomb potential ($\alpha = 1$), are confined by a harmonic trap with frequency $\Omega$. These systems are particularly challenging due to their long range interaction. The coupling parameter for this system is given by Eq. (5.4). For $N = 2$ it is possible to obtain an exact solution by separating the TDSE into CM and difference coordinates [118]; however, for $N > 2$ a direct integration of the TDSE is not possible. As such, the calculations will proceed in the following manner: (i) For $N = 2$ a solution of the TDSE in difference coordinates and one using MCTDHF for $0.01 \leq \lambda \leq 10$ will be obtained. (ii) For $N = 3, 4$ and 6 the TDSE will be solved using MCTDHF for $0.02 \leq \lambda \leq 5$. All results for $N = 2 - 4, 6$ will be compared to those obtained from Eqn. (5.15). Upon assessing the validity of Eqn. (5.15), it will be used to extend the $N = 3, 4, 6$ calculations to $\lambda > 5$.

All calculations are performed using the Hamiltonian above with $a = 0.1$ and $\alpha = 1$. For MCTDHF, the $n$ spin orbitals are calculated on a 2D grid with 192 points in the range $\pm 15l_0$ along each axis. The wavefunction is built from a sum over $\binom{n}{\lambda}$ Slater determinants. The number of spin orbitals is increased with $\lambda$ to account for the stronger correlation. We let $n$ range from $n = 20$ for small $\lambda$ to $n = 42$ for the largest $\lambda$ values. Further, the initial wavefunction is determined by imaginary time propagation. Finally, the breathing mode is excited as in reference [118] and is calculated by examining the spectrum of $\langle \hat{U}(t) \rangle$. The uncertainty on all values is determined by the frequency spacing in the spectrum; these lie in the range $1 - 4 \times 10^{-3}$. The longest calculations

\[ W_\alpha = \sum_{i<j} W_{ij}^\alpha. \]

Note that the expression in Eq. (5.15) is correlated and requires knowledge of the two-body density to evaluate the expectation value. The second term in Eq. (5.15) can be interpreted as the ratio of work done by the particle pairs to the relative coordinate contribution of the trap energy.

Figure 5.1. Breathing frequency versus electron correlation parameter $\lambda$, as determined by (i) difference coordinate solution of the TDSE ($\bullet$), (ii) Eq. (5.15) ($\triangle$) and (iii) MCTDHF ($\square$) for $N = 2, 3, 4, 6$. The origin of the curves have been shifted to make the plot clearer.
Figure 5.2. (a) Breathing frequency versus $\lambda$, as determined by Eqn. (5.15), for $(2; 0, 0)$ (▲), $(4; 0, 1)$ (▼), $(4; 2, 0)$ (×), $(6; 0, 0)$ (■). The inset shows $(3; 1, 1/2)$ (+) as compared to $(2; 0, 0)$. (b) Densities for states undergoing transitions with increasing $\lambda$.
well as, filled and partially filled shells. In addition, some states go through level crossings and symmetry transformations as $\lambda$ increases.

The difference between the direct solution of the TDSE and MCTDHF is below the symbol resolution, validating MCTDHF. The operator approach is substantiated by the good agreement of Eq. (5.15) with MCTDHF for all investigated states and values of $\lambda$ used in Fig. 5.1. The validity of Eq. (5.15) for such a diverse range of configurations indicates that it will also be valid for $N > 6$.

Fig. 5.2(a) shows $\omega_1$, as determined by Eq. (5.15), plotted versus $\lambda$. Here Eq. (5.15) has been used to extend the $N = 4, 6$ calculations to $\lambda = 10$ and the $N = 3$ calculation to $\lambda = 15$. The transition to the classical limit is faster with increasing $N$; for $N = 2$ this limit is reached for significantly larger $\lambda$ than for $N > 2$. The manner by which these states approach the classical limit is different depending on the $L$-value. For states with $L = 0$ near the quantum limit, the curves for larger $N$ lie below those with smaller $N$. For states with $L \neq 0$ near the quantum limit, this is not the case. It can be seen from Fig. 5.2(a) (and its inset) that the curves for both $(3; 1, 1/2)$ and $(4; 2, 0)$ lie above the $N = 2$ curve for smaller $\lambda$. As $\lambda$ increases these curves eventually cross the $N = 2$ curve. The resulting change in the pitch of the curve presents diagnostic information about $L$-value transitions during level crossings. Since the rotational energy increases with $L$ as $\sim L^2/R^2$, $R$ being the size of the dot, we posit that these crossings are indicative of a lowering of rotational energy as the system approaches crystallization. We also note that the $N = 6$ state undergoes the transition $(6; 0, 0) \rightarrow (\{5, 1\}; 0, 0)$ as it approaches the classical limit. The QBM does not appear to be sensitive to transitions between states with different radial density distributions. The densities for states undergoing transitions are shown in Fig. 5.2(b).

As a final point, although we have worked with a pure eigenstate so far, Eq. (5.15) is generalized to account for finite temperatures by evaluating the expectation values with regard to a sum over all eigenstates multiplied with a quantum statistical weighting factor. In Fig. 5.3 the energy difference between the $N = 4$ ground and excited states is plotted versus $\lambda$. From this plot we can infer when finite temperature effects in the breathing mode have to be expected. At room temperature, the thermal energy becomes equal to the energy spacing around $\lambda = 10$. However, in this range the breathing frequencies of ground and first excited state are close; therewith, $\omega_1$ will not exhibit much difference in the range between zero and room temperature.

![Figure 5.3. Difference in energy $\Delta E$ between $(4; 2, 0)$ and $(4; 0, 1)$ as a function of $\lambda$.](image-url)
An increasingly pronounced temperature dependence will manifest at higher temperatures.
PART 2

PROBLEMS IN STRONG-FIELD PHYSICS
Chapter 6

Signatures of bound-state assisted nonsequential double ionization

S. Sukiasyan, C. McDonald, C. Van Vlack, C. Destefani, T. Fennel, M. Ivanov and T. Brabec,

6.1 Introduction

When atoms and molecules interact with intense laser fields, two electrons can be detached by a correlated mechanism known as nonsequential double ionization (NSDI). Once the first electron is liberated by the laser field via tunneling, it quivers in the field and can recollide with the parent ion. Energy exchange with the remaining bound electrons during recollision, assisted by the laser, causes ionization of a second and possibly further electrons. NSDI is a special case of intense field assisted electron impact ionization, with the difference that the rescattering electron is created by tunnel ionization, and therewith its trajectory is phase-locked to the laser field. This allows the use of sophisticated diagnostic tools [13, 25, 129–136] that are key to unravelling the dynamics driving NSDI and laser assisted electron impact ionization in general, a phenomenon that pervades many areas of physics, from atomic and molecular physics to plasma and condensed matter physics.

NSDI can occur by direct impact ionization to the continuum, or via intermediate ionic excited states. Correlated electron spectra can only be partially explained by direct impact ionization, pointing to the importance of excited states [13, 130]. While progress has been made on understanding the direct ionization channel [25, 133–136], not much is known about the role of excited states. This lack of knowledge is mostly due to two theoretical challenges. First, modelling of the excited-state collision dynamics requires numerical integration of the time-dependent few-electron Schrödinger equation in an intense IR field, which is currently beyond reach [25]. Second, there exist no tools to identify and analyze the signature of excited states in numerical and experimental data, such as in correlated spectra.

Here, progress is reported on both challenges. The first progress is of numerical nature. Calculation of correlated electron spectra requires knowledge of the complete wavefunction and therefore the required simulation volume expands with time, the resulting memory requirements make an expansion of the wavefunction in a lower dimensional basis indispensable [25]. This can be done efficiently by the multiconfiguration time-dependent Hartree (MCTDH) method [44] optimized for NSDI. The method is tested on a two-electron diatomic model molecule with one (2 × 1D) and two (2 × 2D) dimension per electron. Convergence to the exact integration of the Schrödinger equation is demonstrated. While existing approaches require large scale computers, even for 2D systems, this method is feasible on a single processor machine. This opens a promising new avenue for the numerical integration of the time-dependent few-electron Schrödinger equation.
Second, a semiclassical NSDI model, in which the laser dressed ionic states (resonances) are determined by complex scaling \([137]\), is developed. This method allows for the identification of signatures of excited ionic states involved in the correlated electrons spectrum of the model molecule. It also allows for the retrieval of specific states involved in NSDI. Analysis demonstrates an interplay between the first two ionic excited states and weakly bound Rydberg states during NSDI. The laser field increases the binding energies of the highly excited states, turns them into quasi-continuum resonances, and brings some of them into the vicinity of the first two excited states. Due to coupling between these states an ionization channel is formed, where efficient impact excitation take place via tightly localized components of the first two excited states, while efficient ionization occurs via the quasi-continuum resonances.

6.2 Quantum mechanical theory

The TDSE is solved for the two-electron Hamiltonian

\[
H = \sum_{i=1}^{2} [T_i + r_i \cdot \mathbf{F} + V(r_i)] + H_2(r_1, r_2),
\]

where \(r = (x, y)\) is the 2D space vector, \(T\) is the kinetic energy operator, \(r \cdot \mathbf{F}\) represents the laser electron dipole interaction, and \(V = -1/\sqrt{(x \pm R/2)^2 + y^2 + a^2}\) is the potential of the nuclei positioned at \((\pm R/2, 0)\). The two-body part is given by

\[
H_2 = 1/\sqrt{(r_2 - r_1)^2 + a^2},
\]

where \(a\) is the Coulomb softening parameter. The softening parameter is chosen to make the one and two electron binding energies of the model system match the binding energies typical for diatomic molecules with a \(\sigma^2\) configuration, such as \(N_2\) and \(H_2\).

The propagation is performed by the multi-configuration time-dependent Hartree (MCTDH) method, which uses the expansion of the wavefunction in variationally optimized time-dependent basis functions \([44]\). The efficiency of the analysis relies on the choice of one-dimensional basis functions, \(\phi_j^{(f)}(x_f, t)\), which for the 4D wavefunction \(\Psi\) yields

\[
\Psi(x_1, y_1; x_2, y_2, t) = \sum_{j_1=1}^{n_1} \cdots \sum_{j_4=1}^{n_4} B_J(t) \phi_{j_1}^{(1)}(x_1, t) \phi_{j_2}^{(2)}(y_1, t) \phi_{j_3}^{(3)}(x_2, t) \phi_{j_4}^{(4)}(y_2, t).
\]

Here, \(B_J(t)\) are the time dependent expansion coefficients, where \(J = j_1, j_2, j_3, j_4\) labels the expansion functions; the number of expansion functions is set such that \(n = n_1 = n_2 = n_3 = n_4\). This choice of basis avoids the necessity to deal with higher-dimensional functions; it trades the large number of grid points of higher-dimensional basis functions \(\phi_j\) against a large size of the configuration vector, \(B_J(t)\). For the model system, this choice, combined with an efficient propagation algorithm (see \([44]\) and efficient treatment of the Hamiltonian (described below), leads to a computational performance that allows the calculation to be performed on a single processor machine.

The equations of motion for \(B_J(t)\) and \(\phi_j^{(f)}(x_f, t)\) are derived from the variational principle, see sections 2.2 and 3.1 in Ref. \([44]\). The system begins in a singlet (ground) state, calculated by imaginary time propagation. The spin remains conserved and is factored out. Atomic units (a.u.) are used throughout.
The numerically most critical issue is the treatment of electron-electron interaction, particularly the calculation of the matrix elements in the bases of 1D functions. An efficient method to perform this task uses the expansion

$$H_2(x_1, y_1; x_2, y_2) = \sum_i v_i(x_1 - x_2) u_i(y_1 - y_2),$$

(6.4)

in the basis of natural potentials $v_i(x_1 - x_2)$ and $u_i(y_1 - y_2)$ \[138\], \[44\] (Sec. 6.1). Usually only a few terms in Eq. \[6.4\] are needed to achieve high accuracy. This expansion yields matrix elements of the type

$$\langle \varphi_{j_1}^{(1)}(x_1) \varphi_{j_2}^{(2)}(x_2) | v_i(x_1 - x_2) | \varphi_{l_1}^{(1)}(x_1) \varphi_{l_2}^{(2)}(x_2) \rangle.$$  

(6.5)

Even though these integrals are still 2D, their form allows an efficient evaluation. First the integral is calculated over one of the coordinates in Eq. \[6.5\] using the convolution theorem and fast Fourier transform. The remaining 1D integral is evaluated by regular integration. As a result, evaluation of the 4D integral is reduced to a numerical operation that scales almost linearly with the number of grid points in one space dimension.

The total simulation interval is $\pm x_b, \pm y_b$ with $x_b = y_b = 200$, the grid spacing is 0.7 (570 points in each dimension). To increase the efficiency of the calculation we reduce the range of the Coulomb potentials to $\pm 100$ for each coordinate. The cutting of the Coulomb potentials does not influence the final results. A grid spacing of 0.7 is sufficient to converge the simulation. This has been verified by a comparison to calculations with a smaller grid spacing of 0.33. The use of fairly coarse grids is possible because the Coulomb potentials are softened, and because a high numerical accuracy is achieved by the FFT based calculation of the kinetic energy operator and of the electron-electron interaction.

The laser electric field is linearly polarized, $\mathbf{F}(t) = \hat{x} F(t)$, with $F(t) = -\dot{A}(t)$ and with the vector potential $A(t) = F_0/\omega \sin^2(\pi t/T) \sin(\omega t)$ for $-T/2 \leq t \leq T/2$ and $A(t) = 0$ otherwise. The pulse duration is $T = 2T_0$, where $T_0 = 2\pi/\omega = 110.23$ ($T_0 = 2.6fs, \lambda = 0.8\mu m$) is the optical cycle. The simulation interval extends from $-T_0 \leq t \leq t_f = 140$, and $F_0 = 0.075$ ($I = 2 \times 10^{14}W/cm^2$).

To show convergence of our approach, we have first performed runs for a 2\times1D diatomic molecule, for which the 2D Schrödinger equation can be integrated exactly. The parameters for this calculation are given in the caption of Fig. \[6.1\]. In Fig. \[6.1\]a)-(c) the two electron wavefunction is shown for $n = 8, 15, 20$ basis functions. Figure \[6.1\]d) shows the wavefunction obtained from a split-step integration of the 2D Schrödinger equation. For $n = 20$, the exact wavefunction is well reproduced.

For the 2x2D model molecule we have also performed calculations for $n = 20, 26, 29$ basis functions. The difference between $n = 26$ and $n = 29$ is small, proving convergence. The calculations take 18, 72,8 and 108.4 hours on a Xeon 3.0 GHz single core (X5450), respectively. Convergence of the calculation with respect to the number of configurations is further corroborated by diagonalizing the reduced density matrix \[44\] (Sec. 3.3). Its eigenvalues are the populations of the so-called natural orbitals (the eigenstates of the reduced density matrix.) For $n = 29$ the lowest eigenvalue remains below $10^{-6}$ at all times.

In Fig. \[6.2\]a) the correlated two electron continuum spectrum is plotted as a function of the electron velocity components parallel to the laser polarization axis, $v_1, v_2$. The spectrum is obtained by removing one- and two-electron bound states by applying the filter $[1 - G(r_1)][1 - G(r_2)]$ on $\Psi$ with $G(r) = \exp[-(r/d)^6]$. In the range $5 \leq d \leq 14$, changes in \[6.2\]a) in the range $-1.1 \leq v \leq -0.3$ are found to be small. The spectrum for $v > -0.3$ changes due to cumulative damping of bound states with increasing $d$. After filtering, $|\Psi|^2$ is integrated over $y_1$ and $y_2$.  
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Figure 6.1. Wavefunction of a two electron model molecule in an intense laser field with one dimension per electron (2×1D). The Coulomb softening parameter $a = 1.12$ reproduces the N$_2$ ionization potential of 15.8 eV and the two-electron binding energy of 47.1 eV at the N$_2$ equilibrium internuclear distance of $R = 2.08$. Panels (a-d) show $|\Psi|^2$ after the laser pulse at $t = 115$; we chose the range of values for $|\Psi|^2$ to resolve the double ionization part. (a-c) MCTDH results with $n = 8, 15, 20$ basis functions per dimension, respectively; (d) exact numerical integration of the Schrödinger equation.

followed by a Fourier transform of the remaining coordinates, $x_{1,2} \rightarrow v_{1,2}$. To extract the physics underlying the modulated structures that appear for $-1.1 \leq v \leq -0.3$, we introduce a simple semi-classical model. The resulting spectrum is plotted in 6.2(b).

6.3 Semiclassical model

In the semi-classical model [133] first, the weakest bound electron is tunnel ionized. We tag this electron with index 1 and the remaining bound electron with index 2. At each birth time $t_b$, a trajectory weighted with the ionization probability is launched; the total number of trajectories launched is $M = 2T_0/\Delta t_b = 16000$, with $\Delta t_b$ the step size. The trajectories are propagated classically, by solving $\ddot{x}_1 = F(t)$ subject to the initial conditions $x_1(t_b) = 0$ and $v_1(t_b) = 0$. The time of recollision with the parent ion, $t_r(t_b)$, is obtained from the equation $x_1(t_r) = x_1(t_b) = 0$, and plotted as the full (blue) line in Fig. 6.3(b). For the ultrashort two-cycle pulse used here, only the first return contributes. The recollision velocity and energy of electron 1 are given by $v_1(t_r) = A(t_r) - A(t_b)$, and $E_1(t_r) = v_1^2(t_r)/2$, see the dashed (green) line in Fig. 6.3(b). The laser electric field and vector potential are the full (blue) and the dashed (green) line in 6.3(a), respectively.

Impact excitation occurs, when the recollision energy exceeds the ion excitation energy,
E ionic ground state to corresponding excited states of the ion. For parameters, see text. (a) MCTDH calculation using n=26 basis functions; (b) semiclassical calculation. The numbers 1,2,8,9 indicate the spectral lines associated with the transitions from molecular axis); for parameters, see text. (a) MCTDH calculation using

Figure 6.2. 2×2D model diatomic molecule; two-electron continuum spectrum integrated over perpendicular v-components versus velocities of electrons 1 and 2 parallel to the laser electric field (and molecular axis); for parameters, see text. (a) MCTDH calculation using n=26 basis functions; (b) semiclassical calculation. The numbers 1,2,8,9 indicate the spectral lines associated with the transitions from ionic ground state to corresponding excited states of the ion.

\[ E_1(t_r) \geq \Delta W_i(F(t_r)). \] Here \( \Delta W_i(F) = W_i(F) - W_0(F); \) \( W_i(F) \) is the laser dressed binding energy of the \( i \)-th excited state, \| i \|; \( i = 0 \) refers to the ground state; \( W_i(F) \) for \( i \leq 9 \) have been calculated by smooth exterior complex scaling [137]. Similar calculations of laser dressed excited states have been done for \( H_2^+ \) [139] and \( H_2 \) [28]. The diabatic energy curves of \( |0,1,2,8,9\rangle \) are depicted in Fig. 6.3 as a function of the electric field \( F \). The field dependence of the individual states is traced by connecting the eigenvalues of two adjacent field values with the largest eigenfunction overlap. States \( |0,1,2\rangle \) remain in the perturbative regime and exhibit the typical \( F^2 \) Stark shift dependence. Eigenfunctions \( |i > 2\rangle \) show the close spacing typical of Rydberg states. For \( F > 0.01 \) the Rydberg states start to mix and cross, and most of them become quasi-continuum states due to a suppression of the Coulomb barrier. The Rydberg states cross and couple with the bound states \( |0,1,2\rangle \) at various field strengths. Because of the high density of states we show here only \( |8,9\rangle \), which are of direct relevance to the analysis of Fig. 6.2.

There is mainly one time interval, \(-50 \leq t_b \leq -40 \) and \( 0 \leq t_r \leq 30 \), where collisional excitation can happen, see 6.3(b). Further, the highest return energy, \( E_1 = 1.04 \) \( (t_b = -47, t_r = 19) \) is smaller than the ion ground state binding energy, \( W_0 = -1.14 \). As a result, direct double ionization to the continuum is negligible, so that efficient NSDI must rely on ionic excited states.

For each impact excitation event a sub-trajectory is spawned, weighted with unity probability. Impact excitation probability and subsequent ionization dynamics of electron 2 will be investigated below. During impact, the energy of electron 1 is reduced to \( E_1(t_r) - \Delta W_i(F(t_r)) = u_1^2(t_r)/2 \), with \( u_1(t_r) \) the velocity after the energy exchange. Solution of the equation of motion for the initial condition \( \dot{x}_1(t_r) = u_1(t_r) \) gives the final velocity \( v_1(t_f) = u_1(t_r) - A(t_r) \). The final velocities of electron 1 for excitation of electron 2 to excited states \| 1,2,8,9 \rangle \) as a function of \( t_b \) are plotted in Fig. 6.3(d). Their maximum is at \( v_1(t_f) = 0.25,0.05,0.17,0.31 \), respectively. It has been verified that neglect of the ion Coulomb potential in the model does not notably shift the position of these peaks. Panel 6.3(c) shows \( \Delta M/\Delta v_1 \), the number of trajectories ending up in a velocity interval between \( v_1(t = t_f,t_b) \) and \( v_1(t = t_f,t_b) + \Delta v_1 \). The plots in Fig. 6.3(c)
show a pronounced peak around the maximum final velocity in Fig. 6.3(d).

The positions of the classical peaks agree well with the part of the quantum spectrum 6.2(a) with $v_1 > v_2$, which corresponds to labelling the recolliding and bound ionic electron as 1 and 2, respectively. Due to exchange symmetry, the other half of the spectrum ($v_1 < v_2$) is identical, with the roles of electrons 1 and 2 interchanged. The spectrum in Fig. 6.2(a) shows a modulated structure along $v_1$ and $v_2$. We focus on the modulation along $v_1$. The position of the modulation maxima remains constant for $-1.1 \leq v_2 \leq -0.7$ and agrees well with the peaks in Fig. 6.3(c). For $-0.5 \leq v_2 \leq -0.3$, some of the maxima become more washed out and exhibit a weak $v_2$ dependence. For $v_2 > -0.3$, the modulation is veiled by other contributions. Further, the quantum result exhibits additional maxima at $v_1 = -0.07, -0.15$, which comes from ion excited states $|i >$ not included in our analysis. In our semi-classical model, $|i = 3...7>$ have peaks at $v_1(t_f) > 0.3$. Quantum mechanically these peaks do not appear; the reason will be discussed below. Finally, due to the quantum uncertainty, the modulation exhibited by the quantum calculation is shallower and broader than the classical widths.

The modulation observed in spectrum 6.2(a) and its assignment to ionic excited states presents an important step forward towards a complete understanding of NSDI. However, several questions remain still open. A full analysis of 6.2(a) requires modeling the excited state dynamics of electron 2 and its ionization. So far, this is impeded by a lack of theoretical tools. The
Figure 6.4. Real part of binding energy of the first three bound states $|0, 1, 2\rangle$ and of two of the higher excited states $|8, 9\rangle$ of our 2D model diatomic ion versus laser electric field $F$.

intense laser field turns an ionic excited state into a resonance by coupling it to the continuum. The resultant band of continuum states is grouped into a discrete resonance state with complex energy by complex scaling \cite{137}, whereby the hermitian Hamiltonian is transformed into a complex symmetric one \cite{137}. The resulting complex norm makes it difficult to assign population probabilities to resonances. In the presence of an intense laser pulse, this is still an unsolved problem \cite{140}.

Therefore, only a few qualitative considerations about the ionization dynamics of electron 2 can be drawn here. Figures 6.3(c) and (d) show that collisional excitation is most likely for trajectories born around $t_b \approx -40$, which recollide at $t_r \approx 5$, at an electric field strength $F(t_r) \approx 0.07$, see 6.3(b) and (a). At this high $F$, efficient impact ionization only occurs to states with pronounced bound state components, which are $|1, 2\rangle$, and $|8, 9\rangle$ due to their coupling with $|1, 2\rangle$. States $|3...7\rangle$ are completely embedded in the continuum and are energetically too far away from $|1, 2\rangle$ at $F \approx 0.07$ for notable coupling to occur. This explains their absence in spectrum (a) of Fig. 6.2.

Ionization proceeds via a direct and an indirect channel. Direct ionization of $|8, 9\rangle$ occurs efficiently and practically instantaneously due to the large ionization rates, determined by two times the imaginary part of the resonance energy. Direct ionization from $|1, 2\rangle$ is weak and gives the wrong spectral signature in Fig. 6.2(b). Ionization from $|1, 2\rangle$ is dominated by the indirect channel, where population is first transferred to states $|8, 9\rangle$, as a result of the nonadiabatic intense field dynamics during and after impact excitation, and ionized from there. Note that the energy balance for the direct and indirect excitation channels is different. Whereas electron 1 has to bring up the energy $\Delta W_{8,9}$ for direct excitation, it contributes only the energy $\Delta W_{1,2}$ to the indirect ionization channel. The remaining energy difference is put up by the laser field. Consequently, the direct and indirect channels give a $v_1$-signature in 6.2(a) corresponding to peaks 8, 9 and 1, 2 in Fig. 6.3(c), respectively.

From the qualitative discussion we derive the following model assumptions for the dynamics of electron 2. We weight the direct and indirect excitation channels to states $|8, 9\rangle$ equally strong and assume that excitation occurs instantaneously at $t_r$, whenever energetically allowed.
Ionization occurs from states $|8, 9\rangle$ between the time of excitation and the end of the laser pulse, and is calculated from the imaginary part of the resonance energy; the ionization rate is given by two times the imaginary part of the resonance energy. Trajectories for electron 2 are launched with zero velocity at times $t_2 \geq t_r$, yielding the final velocity $v_2(t_f) = -A(t_2)$. Putting these assumptions into our semi-classical model yields the spectrum $6.2$ (b). The basic features of the quantum spectrum are reproduced, corroborating our qualitative picture for electron 2.

### 6.4 Conclusion

Finally, this study relies on calculations for a 2x2D model system. It cannot be expected that these calculations predict quantitative features of experimental spectra. However, the principal mechanisms and the qualitative features identified here are of relevance for real world 3D systems. In this sense, this work presents a first step to a deeper understanding of NSDI in real atoms and molecules. The following will discuss how conclusions drawn from this model study apply to real world systems.

A model molecule has been chosen here, having in mind the richer physics than in atoms. For example, bound-state-assisted NSDI offers a possible explanation for the experimental observation that NSDI is different for laser polarizations parallel and perpendicular to the molecular axis [13]. This topic will be pursued in future research.

It should be emphasized that the processes involved in bound state assisted NSDI are universal and hence, are expected to play an important role in a broad range of atoms and molecules. It is expected that 2x2D model atom calculations will show spectral features similar to the one identified in this chapter. In difference to molecules, atoms will exhibit no laser polarization dependence. The specific manifestation of bound state assisted NSDI in individual systems, such as the position of the maxima of the modulated spectral structures observed here, is determined by three factors; (i) the polarizability of the parent ion, (ii) the symmetry of the field-free ionic bound states and (iii) the energy difference between them.

In the case of the present $2 \times 2D$ model molecule, the polarizability and symmetries are comparable to $(\sigma^2)$ diatomic molecules, such as $H_2$ or $N_2$. Only the energy spacing between the ionic bound states is larger than in real diatomic molecules. As a result, the $2 \times 2D$ model underestimates the field-induced distortion of the ionic bound states and therefore gives a conservative estimate of the mechanisms identified here. Due to the different energy spacing of the ionic bound states, the model analysis presented here cannot predict the position of the modulated structures in the correlated spectrum of $H_2$ or $N_2$.

The current model cannot resolve differences among $N_2$, $H_2$, and related molecules. However, the quality of the model can be further improved by adding (frozen core) potential terms accounting for the presence of further (core) electrons. Such a model could distinguish between diatomic molecules such as $H_2$ and $O_2$, for which the ground state is fundamentally different. The symmetry and shape of the neutral and ionic bound states strongly influences the whole ionization dynamics. We believe that the improved model would also be capable of reproducing some of the more subtle differences between molecules of same symmetry, such as $N_2$ and $H_2$.

Our work presents a first step toward a complete retrieval of the attosecond electron dynamics involved in NSDI. Here is a road map of what is still missing. Theoretically, a way has to be found to assign population probabilities to complex scaled resonance states. Experimentally, these signatures have to be measured. They emerge for very short pulses and will be increasingly smeared out for longer pulses. Requirements on pulse duration, pulse energy, and carrier-envelope phase stability are stringent, making these experiments challenging [132].
Chapter 7

Multielectron correlation in high-harmonic generation: A 2D model analysis


High harmonic generation (HHG) takes place when a gas of atoms/molecules is exposed to an intense laser pulse, yielding harmonics of the incident field with orders up to several hundreds [141]. In addition to being the workhorse for modern attosecond pulse technology [142], HHG offers the potential for resolving fundamental microscopic processes with sub-Å spatial and sub-femtosecond temporal resolution [14,143,144].

Applications of HHG to attosecond dynamic imaging and molecular tomography typically rely on the three-step model [133]. An electron is (i) liberated from the highest occupied orbital, (ii) accelerated by the intense laser field, and (iii) emits a harmonic photon upon returning to the parent ion and recombining to the initial bound state of the neutral. This model relies on the single active electron (SAE) approximation, assuming that only the weakest bound electron interacts with the laser field.

The importance and the exact role of multi-electron effects in HHG remain unclear. Already at the coarse level of the frozen-core (FC) approximation, one finds that multi-electron effects are indispensable for the tomographic retrieval of wavefunctions [145–147]. It is clear that exchange and correlation should play a role in HHG [148]. However, little is known both about their importance and the specific ways in which correlation effects manifest themselves. This lack of qualitative and quantitative understanding is a serious bottleneck for applications of HHG to attosecond dynamic imaging [14,143,144].

This bottleneck exists even decades after the discovery of HHG due to fundamental difficulties in the analysis of intense field multi-electron dynamics. First, solution of the time-dependent multi-electron Schrödinger equation is beyond reach [29,149,150]. Approximate methods, such as the time-dependent Hartree-Fock (TDHF) [151], Frozen-Core (FC) [152], and time dependent density functional theory [153] neglect all or a part of the electron correlation; their accuracy is not controlled. Second, even if the Schrödinger equation is solved, extracting the underlying physical mechanisms from the multi-dimensional wavefunction is a formidable problem in its own right.

We report progress on both of these challenging directions. We solve the time-dependent Schrödinger equation for HHG in a two-electron model diatomic molecule with two spatial dimensions per electron. Our numerical analysis builds on the multi-configuration time-dependent Hartree (MCTDH) method [44]. Optimization of the multi-configuration expansion brings the computational costs down to a level comparable with conventional one-electron calculations and
opens the door to a systematic analysis of multi-electron effects in HHG. With regard to the second challenge, we develop an ionic eigenstate resolved (IER) expansion of the multi-dimensional wavefunction. This allows us to systematically identify and to quantify the physical mechanisms underlying multi-electron effects in HHG.

Multielectron effects arise from (i) electron exchange, (ii) polarization and excitation of the neutral by the laser field, and (iii) polarization and excitation of the ion in the field of the recolliding electron. While the second effect has been considered by [154], the last has been mostly disregarded. We show the interplay between recolliding electron and ion is essential for quantitative modelling of HHG. It may not only enhance [148], but also suppress HHG, depending on the constructive or destructive interference of the harmonic signals generated via channels associated with different ionic states.

Our analysis uses the MCTDH approach [44]. For two electrons in 2D each, we expand the full 4D wavefunction in sums over products of lower dimensional orbitals. In contrast to the conventional Hartree or HF methods, an MCTDH orbital is a mathematical object that does not necessarily represent a single particle. The choice of the orbitals crucially influences the efficiency of MCTDH. We have chosen the expansion orbitals to be 1D functions, \( \varphi_j(x,t) \), yielding

\[
\Psi(x_1, y_1; x_2, y_2, t) = \sum_{j_1=1}^{n_1} \cdots \sum_{j_4=1}^{n_4} A_{j_1j_2j_3j_4}(t) \varphi_{j_1}(x_1, t) \varphi_{j_2}(y_1, t) \varphi_{j_3}(x_2, t) \varphi_{j_4}(y_2, t)
\] (7.1)

for the 4D wavefunction \( \Psi \). Here, \( A_{j_1j_2j_3j_4}(t) \) are the expansion coefficients, and \( n_1, n_2, n_3, n_4 \) represent the number of expansion functions along the coordinates \( r_1 = (x_1, y_1) \) and \( r_2 = (x_2, y_2) \), respectively.

The equations of motion for \( A(t) \) and \( \varphi_j(x,t) \) are derived from the variational principle, see e.g. [44]. Since our Hamiltonian does not contain spin mixing operators, the initial spin state is conserved and can be factored out. By comparison, in multi-configuration time dependent Hartree Fock (MCTDHF) [57], the spin is the part of the expansion orbitals and remains in the calculation. We start with the singlet state, for which the spatial part of the wavefunction is symmetric. This symmetry is preserved during propagation. The initial (ground) state is calculated by imaginary time propagation [44].

Our model system uses soft-core Coulomb potentials for both nuclear-electron and electron-electron interactions, \( V(x, y) \propto (x^2 + y^2 + a^2)^{-1/2} \). The soft-core parameter \( a = 0.64 \) is chosen to reproduce the \( N_2 \) ionization potential of 15.8 eV and the two-electron binding energy of 46.5 eV. Two nuclei (Z=1) are held fixed at the equilibrium internuclear distance of \( R = 2.08 \) a.u.. The laser field is linearly polarized, \( E(t) = E_0 \sin^2(\pi t/T) \cos(\omega t) \), with a peak intensity of \( 10^{14} \) W/cm\(^2\), a wavelength of 800 nm, and a pulse duration \( T = 10T_0 \), where \( T_0 = 2\pi/\omega = 2.66s \). A grid spacing of 0.4 a.u. is sufficient.

One of the critical issues is calculating the matrix elements of the electron-electron interaction. The expansion

\[
V_{ee}(x_1, y_1; x_2, y_2) = \frac{1}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + a^2}} = \sum_{i=1}^{n} v_i(x_1 - x_2) u_i(y_1 - y_2)
\] (7.2)

in the basis of natural potentials \( v_i \) and \( u_i \) [44], yields matrix elements of the type \( \langle \varphi_{j_1}(x_1)\varphi_{j_2}(x_2) | v_i(x_1 - x_2) | \varphi_{j_1}(x_1)\varphi_{j_2}(x_2) \rangle \). Using the convolution theorem combined with the fast Fourier transform results in a nearly linear scaling with the number of grid points.
We use an absorbing potential of the form $W(x) = -\eta |x| - x_c^3$ in each coordinate for $|x| \geq x_c$, with $\eta = 0.0005$. For our laser parameters, we use $x_c = 16$ au. to absorb the so-called “long” trajectories while keeping the short trajectories intact, which dominate experimental harmonic spectra [44]. Convergence of the calculation with respect to the number of configurations is determined by diagonalizing the reduced density matrix [44]. Its eigenvalues are the populations of the so-called natural orbitals (the eigenstates of the reduced density matrix.) For $n_1=n_2=n_3=n_4=15$ the lowest eigenvalue remains below $10^{-6}$ at all times. A HHG calculation takes below 4 hours on a single core Intel 3.0 GHz CPU.

To analyze the role of the multi-electron dynamics in HHG, we introduce the method of ionic eigenstate-resolved (IER) wavefunctions. The IER wavefunctions are determined by projecting the exact $\Psi(r_1, r_2, t)$ onto the complete set of the ionic eigenstates $\psi_k(r_2)$, i.e.

$$\phi_k(r_1, t) = \langle \psi_k(r_2) | \Psi(r_1, r_2, t) \rangle. \quad (7.3)$$

After symmetrization with respect to the electrons we obtain

$$\Psi_M(r_1, r_2, t) = \sum_{k=1}^{M} \left[ \phi_k(r_1, t) \overline{\psi}_k(r_2) + \psi_k(r_1) \phi_k(r_2, t) \right] \quad (7.4)$$

with $M$ the number of ionic eigenstates. The binding energies of the first four ionic states are $-31$ eV, $-20.4$ eV, $-15$ eV, and $-10.9$ eV, respectively. As the ionic eigenfunctions $\psi_j$ are contained in $\phi_k$, symmetrization leads to an overcomplete basis, i.e. the terms $\langle \psi_j | \overline{\psi}_j \rangle \phi_k$, with $j = 1, ..., M$ are counted twice. This can be remedied by substituting $\phi_k \rightarrow (1 - \hat{P}) \phi_k$ in (7.4). The projector

$$\hat{P} = (1/2) \sum_{j=1}^{M} (\psi_j(r) \overline{\psi}_j(r) - \overline{\psi}_j(r) \psi_j(r))$$

removes the double counted contributions.

Harmonic spectra are calculated in the acceleration gauge as

$$I_M(\Omega) = 2 \left| \int \langle \Psi_M \left| \frac{\partial V}{\partial X_1} + E(t) \right| \Psi_M \rangle e^{i\Omega t} dt \right|^2. \quad (7.5)$$

For a systematic analysis of different approximations, we also use

$$I_M^G(\Omega) = 2 \left| \int \langle a(t) \Psi_g \left| \frac{\partial V}{\partial X_1} + E(t) \right| \Psi_M \rangle e^{i\Omega t} dt \right|^2. \quad (7.6)$$

Here, $a(t) = \langle \Psi_g | \Psi(t) \rangle$, $\Psi_g$ is the two electron ground state, $V$ is the potential of the nuclei, $E(t)$ is the laser electric field, and the factor 2 arises from the electron exchange symmetry. Our analysis is restricted to emission along the laser polarization ($x$-axis). The IER Ansatz $\Psi_M$ describes well the part of the wavefunction with one electron bound and one in the continuum. Thus, it is well suited for analyzing harmonics with energies above $I_p$, i.e. $N > 11$ in our case. Finally replacing $\Psi_M$ with $\Psi$ in Eqs. (7.5) and (7.6) yields the exact spectra, $I$ and $I^G$, respectively.

The meaning of the IER expansion becomes clear when looking at the equations of motion for $\phi_k$. Inserting Eq. (7.4) into the Schrödinger equation and multiplying with $\langle \psi_j |$ on the left side yields

$$i \partial_t \phi_j(r_1, t) + i \sum_k \langle \psi_j | \partial_t \phi_k(t) \rangle \psi_k(r_1) =$$

$$\sum_k \left[ \langle \psi_j | H | \psi_k \rangle \phi_k(r_1, t) + \langle \psi_j | H | \phi_k(t) \rangle \psi_k(r_1) \right]. \quad (7.7)$$
Here $H$ is the total 2 electron Hamilton operator and the bracket denotes integration over $r_2$. Equation (7.7) shows how to extract information on the multi-electron effects by looking at the role of different ionic eigenstates. For $M = 1$, Eq. (7.4) describes the part of the exact wavefunction, where one electron remains in the ionic ground state. It is the closest possible SAE approximation.

There exists no unique definition of correlation. Here we associate it with population exchange between the ground and excited ionic states. In this sense, results, $M = 1$ in Eq. (7.4) exclude correlation; only exchange is present. Note that Eq. (7.4) goes beyond the HF ansatz. Indeed, Eq. (7.7) for $\phi_{j=1}$ includes the coupling to all excited states. TDHF arises by restricting the sums in Eq. (7.7) to a single $k = 1$ term, thus losing any coupling between $\phi_1$ and other $\phi_k$.

Finally, the FC limit is obtained by neglecting the Pauli principle (symmetry) and by dropping the second terms on the left and the right hand sides of Eq. (7.7):

$$i\partial_t \phi_{fc}(r_1, t) = \langle \psi_1(r_2) | H | \psi_1(r_2) \rangle \phi_{fc}(r_1, t).$$

(7.8)

The harmonic spectra in the FC approximation, $I_{fc}$ and $I_{Gfc}$, are calculated using Eqs. (7.5) and (7.6) with $\phi_{fc}(r_1, t)$, instead of $\psi_M$ and $\langle \phi_{fc}(0)|\phi_{fc}(t)\rangle\phi_{fc}(0)$ instead of $a(t)|\psi_g$. The prefactor 2 in Eqs. (7.5) and (7.6) must be omitted.

Fig. 7.1 shows the harmonic spectrum (a, b), the ratio of the FC harmonic yield $I_{fc}$ to the exact harmonic yield $I_G$ for $M=1,2,4$ (c, d). The molecular axis is aligned along the laser electric field, i.e. $\theta = 0^\circ$. The left and right panel show the results for Eqs. (7.5) and (7.6), respectively. A notable qualitative difference between the two spectra (a, b) occurs for the harmonics between 19 and 23. The suppression in this range in Fig. 7.1(b) is due to the two-center interference [151]. In Fig. 7.1(a) the two center interference is masked by the polarization of the neutral ignored in Eq. (7.6). The difference of up to a factor of 30 between (a) and (b) clearly shows that laser induced polarization of the neutral molecule plays an important role in HHG.

For the FC calculation, $I_p$ has been adjusted to that of the two-electron system by adjusting the soft-core parameters of the Coulomb potentials. Nevertheless, the difference to the exact result is substantial. Close to the two-center interference minimum the difference is up to a factor of 3, 20 in Figs. 7.1(c) and (d), respectively.

The result is substantially improved for the eigenstate-resolved approach with $M=1$ mainly due to accounting for exchange. The maximum difference to the exact result is 1.8 and 4.2 in the range of the two-center interference minimum; see the squares in Figs. 7.1(e) and (f), respectively. Similar to the FC limit, agreement is improved for the rest of the spectrum, with a difference between 20% and 40%. The expansion converges quickly with increasing $M$. In $I_2$ (circles), HHG from the first ionic excited state is added, which improves agreement to within 10% of the full result. The contribution of $\psi_3$ is negligible due to symmetry. Adding $\psi_4$ (diamonds) yields almost the full result.

We have also calculated $I_1/I$ and $I_G^2/I_G^2$ as a function of the alignment angle $\theta$. The maximum difference to the exact result remains in the area around the two-center interference minimum. However, the position of the two-center interference minimum moves to higher harmonics with increasing $\theta$ [151].

Thus, the FC model gives a very coarse approximation to HHG. The ionic state expansion allows us to analyze the key missing components. Starting with the FC limit, first the exchange is added for $M = 1$. Correlation is built in with increasing $M$. For our system, the accuracy of the ground state channel ($M = 1$) is sufficient for many purposes; the contribution of ionic excites states is suppressed by the large energy gap with the ionic ground state. However, for
applications such as HHG-based molecular tomography, which relies on the series of harmonic spectra as a function of $\theta$, an error of about a factor of 2−4 in the region of the two-center interference is significant. This error comes from the part of the correlation ($M \geq 2$) that cannot be captured by the SAE analysis. In larger systems, where correlation and polarizability are usually more pronounced, more significant differences are expected. As a result, understanding of the physical origin of the ionic excited channels is imperative.

Population of the ionic excited states can be caused by the following two mechanisms: (i) laser driven population of two-electron excited states and subsequent decay to ionic ground and excited states during tunnel ionization; (ii) virtual and/or real population transfer from the IGS to the IES, driven by the laser field and/or by the recolliding electron.

The importance of (i) was assessed by projecting the full time-dependent wavefunction on the two-electron eigenstates, which were determined by diagonalization of field-free Hamiltonian. Although two-electron excited states are populated substantially en route to ionization, upon
ionization they decay to the ionic ground state. This was verified by repeating the calculation for the above parameters with the individual excited states as initial state. No substantial population of the ionic excited states was found, ruling out mechanism (i) for our system.

Regarding the mechanism (ii), excitations by the laser field can be separated into adiabatic polarization (virtual) and nonadiabatic (real) excitations. Nonadiabatic population transfer occurs, when the energies of the polarized states change too fast for the electron to follow. Simulations of the dynamics in the two level system, consisting of the ionic ground and first excited states, yields the nonadiabatic excitation probability $P_{1}^{+} \approx 9 \times 10^{-5}$. Hence, the nonadiabatic effects are negligible.

To gauge the effect of the adiabatic polarization, we have replaced the field-free ground state $\psi_1$ in the wavefunction (7.4) with the polarized one, $\psi_1(E(t))$, and calculated $I_1/I$ (see Fig. 7.2). While adiabatic polarization is important, it does not generally improve the agreement with the exact result and is not the dominant effect.

Thus, the differences between the laser dressed $I_1$ and $I$ spectra in Fig. 7.2 are due to the real and virtual excitations of the ion by the recolliding electron. Only in this case the harmonic cutoff is unshifted, in agreement with our simulations. The importance of recollision in our model system was further corroborated by calculating the final population of the ionic states after the laser pulse as a function of the laser polarization. The population of the ionic first excited state is a few percent for linear polarization, and drops to zero with increasing ellipticity.

Finally, in our analysis the importance of the various multi-electron effects in our model molecule can be quantified. Here is a summary. The difference between $I$ and $I^G$ in Figs. 7.1(a) and (b) shows that neglect of the polarizability of the neutral system causes a difference by a factor of up to 30. To determine the influence of the other effects we use Eq. 7.6, which does exclude polarization of the neutral groundstate. The difference between $I_{fc}^G$ and $I^G$ of up to a factor of 10 is mainly due to the exchange effect. The difference between $I_{fc}^G$ and $I^G$ of up to a factor of 4 is due to correlation. The major fraction of this difference comes from the polarization of the ionic ground state by the returning electron. While the importance of collisional excitations...
in double ionization has been understood for over a decade, it has been completely ignored so far in HHG. We expect our conclusions to hold in 3D, since the dimensionality scaling of the recombination and collision probabilities during the recollision are the same.

All of the multi-electron effects identified here will become even more pronounced in extended molecules having higher polarizabilities. This presents a serious challenge for attosecond dynamic imaging of wavefunctions by molecular tomography. Novel theoretical retrieval tools that can account for multi-electron effects are required. One potential path is revealed by our analysis. The fact that only two ionic states in Eq. (7.7) are important in the HHG in our system shows that one can account for essential multi-electron effects by solving several coupled one-electron Schrödinger equations for essential ionic states, leading to dramatic improvement in computational cost.
Chapter 8

Extending MCTDHF to nonuniform tensor product grids

The MCTDHF (and MCTDH) calculations have been limited so far to electrons moving in two dimensions using a uniform tensor product grid. The ultimate goal is to use MCTDHF to perform calculations on atoms and molecules with up to 10 electrons moving in three dimensions in the presence of a strong laser field. In order to accomplish this there are two main hurdles to overcome. First, for strongly correlated systems or systems ionizing more than two electrons, a large spin-orbital basis set is required. For number of electrons $f > 6$ the number of configurations becomes large and can overwhelm the calculation. Secondly, when performing calculations in 3D, the number of grid points $N$ needed to represent the spin-orbitals can add $2 - 3$ orders of magnitude to the computation time. In 2D $N = N_x N_y$ and assuming $N_{x,y} \sim O(100)$, which is typical for these calculations, then $N \sim O(10^4)$. However, in 3D we now have $N = N_x N_y N_z \sim O(10^6)$ for a single spin-orbital function. Thus, a calculation with $n$ spin orbitals may require the solution of $\approx 10^7 - 10^8$ coupled nonlinear ordinary differential equations for the spin-orbital part of the wavefunction. Unfortunately, the former challenge cannot be avoided in systems involving strong correlation or those containing more than a single electron in the continuum. This needs to be handled by efficient parallelization of the calculation and will not be discussed here. The latter challenge can be handled by reducing the number of grid points used to represent the spin-orbitals. This applies to problems involving only a single electron in the continuum where the number of spin-orbitals required is not too large. The focus of this chapter will be in dealing with second challenge.

On a uniform grid, the smallest grid spacing $\Delta x$ required by the system is used on every region of the grid. Consider an atomic calculation. If a fine resolution is required near the core then that same resolution will be used at the far edges of the simulation box where it may not be necessary to have such fine resolution. As such, more grid points will be used than are required. On the other hand, if a larger step is used for the same simulation range, the required resolution near the atomic core will not be achieved. This challenge can be overcome by representing the spin-orbitals on a nonuniform tensor product grid. This allows for the grid to be tailored to have a fine resolution in regions where such resolution is required and to have a coarse resolution where a fine resolution is not required. In order to perform MCTDHF calculations on a nonuniform grid, accurate methods for differentiation and integration will be required. In addition, since the FFT algorithm is not applicable to nonuniform grids, a new method of calculating the two-body terms is needed.
8.1 Differentiation on a nonuniform grid

As stated in Chap. 1, differentiation in the MCTDHF code is achieved through the use of the FFT and Eq. (1.39). When using a nonuniform grid the FFT can no longer be used to obtain an accurate derivative. As such, we resort to using finite difference methods. The standard finite difference formulas (and the less common higher order ones) are not suitable to this problem as they are derived for a uniform grid. Here a method is developed for computing formulas for the first and second derivatives based on a given grid. The points at the boundary of the grid will need to be handled by setting appropriate boundary conditions. A discussion of this is left until after the method is developed. Here the method is developed for a single grid line (one dimension); it is then straightforward to apply it to 2D or 3D calculations.

Let $x_j$ be the points along a single grid line and $f_j = f(x_j)$ where $j = 1, \ldots, N$. In what follows we take $N_d$ — the number of points used to approximate the derivative of $f(x)$ at $x_j$ — to be an odd integer and approximate $f^{(n)}(x_j)$ using $M$ points on either side of $x_j$; see Fig. 8.1. We are searching for a formula for the $n^{th}$ derivative at $x_j$ of the form

$$f^{(n)}(x_j) \approx \sum_{k=1}^{N_d} a_{jk}^{(n)} f(x_{j+k-M-1})$$

(8.1)

where $M = (N_d - 1)/2$ and the $a_{jk}^{(n)}$'s are the coefficients for the $n^{th}$ derivative formula at $x_j$. Introducing the notation $h_{j+k} = x_{j+k} - x_j$ and $f_{j+k} = f(x_{j+k})$ it is possible to write the system of equations

$$f(x_{j+k}) \approx f(x_j) + h_{j+k} f'(x_j) + \frac{h_{j+k}^2}{2!} f''(x_j) + \ldots + \frac{h_{j+k}^{N_d-1}}{(N_d - 1)!} f^{(N_d-1)}(x_j).$$

(8.2)
Thus, the set of equations centred at \( x_j \) is of the form \( \mathbf{f}_j = \mathbf{A}_j \mathbf{F}_j \) where

\[
\mathbf{f}_j = \begin{pmatrix}
    f(x_{j-M}) \\
    \vdots \\
    f(x_j) \\
    \vdots \\
    f(x_{j+M})
\end{pmatrix}
\]

and

\[
\mathbf{F}_j = \begin{pmatrix}
    f(x_j) \\
    f'(x_j) \\
    \vdots \\
    f^{(N_d-1)}(x_j)
\end{pmatrix}
\]

and the non-singular matrix \( \mathbf{A}_j \) is given by

\[
\mathbf{A}_j = \begin{pmatrix}
    1 & h_{j-M} & \frac{h_{j-M}^2}{2!} & \cdots & \frac{h_{j-M}^{N_d-1}}{(N_d-1)!} \\
    1 & h_{j-M+1} & \frac{h_{j-M+1}^2}{2!} & \cdots & \frac{h_{j-M+1}^{N_d-1}}{(N_d-1)!} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    1 & h_{j+M} & \frac{h_{j+M}^2}{2!} & \cdots & \frac{h_{j+M}^{N_d-1}}{(N_d-1)!}
\end{pmatrix}
\]

Inverting \( \mathbf{A}_j \) then gives the solution \( \mathbf{F}_j = \mathbf{A}_j^{-1} \mathbf{f}_j \). From this it is clear that the \( i \)th row of \( \mathbf{A}_j^{-1} \) gives the coefficients \( a_{jk}^{(i-1)} \). That is, the dot product of the first row with \( \mathbf{f}_j \) just reproduces \( f(x_j) \), the dot product of the second row with \( \mathbf{f}_j \) gives \( f'(x_j) \), the dot product of the third row with \( \mathbf{f}_j \) gives \( f''(x_j) \) and so on. In fact, for \( N_d \) points, this method gives an approximate expression for the first \( N_d - 1 \) derivatives; however, the quality of the approximation decreases with increasing order of the derivative.

As mentioned at the beginning of this section, the boundary points along each grid line will need to be treated by setting the appropriate boundary conditions. More specifically these points are the first and last \( M \) points on the grid line. It is assumed that the behaviour of the function is known at the boundary in order for this method to be applied. For the MCTDHF calculations the value at these points is set to zero as we choose the simulation box large enough that the wavefunction never reaches the boundary.

To evaluate this method of numerical differentiation we calculate the first and second derivative of the normalized Gaussian

\[
f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{x^2}{2\sigma^2}}
\]

with \( \sigma = 0.4, 2, 5 \). We use two different minimum grid spacings \( \Delta x_{\text{min}} \) with two different growth rates \( \Gamma \) for a total of four test grids. For the minimum grid spacings \( \Delta x_{\text{min}} = 0.1, 0.4 \) and for the growth rates \( \Gamma = 1.05, 1.1 \) (5% and 10% respectively). The grid is symmetric about \( x = 0 \). Derivatives are calculated using 3, 5, 7, 9, 11 and 13 points and the maximum error for the \( n \)th derivative is

\[
\epsilon_{\text{max}}^{(n)} = \max \left| f^{(n)}(x_j) - \tilde{f}^{(n)}(x_j) \right|
\]
Differentiation on a nonuniform grid

Figure 8.2. Maximum error for first derivative with $\sigma = 0.4$ (○), 2 (□) and 5 (▽).

Figure 8.3. Maximum error for second derivative with $\sigma = 0.4$ (○), 2 (□) and 5 (▽).

where $\tilde{f}$ is the approximated $n^{th}$ derivative. Figs. 8.2 and 8.3 show the maximum errors for the first and second derivatives respectively.

Both Figs. 8.2 and 8.3 illustrate the effect that the choice of grid has on the calculation. If $\Delta x_{\text{min}}$ is chosen too large — as is the case for the narrowest Gaussian ($\sigma = 0.4$) — sufficient accuracy will not be achieved. Accuracy will also be lost if the grid spacing is grown too fast. It is clear from Figs. 8.2 and 8.3 that the combination a poorly chosen $\Delta x_{\text{min}}$ with a growth rate that is too fast will not yield viable results. However, an appropriately chosen grid allows for
8.2 Integration on nonuniform grids

On a uniform grid, integration is handled by the well known trapezoidal rule. For a grid spacing \( h \) the error in this method is \( \mathcal{O}(h^3) \). However, on a nonuniform grid the error is increased to \( \mathcal{O}(h^2) \) and thus is not sufficient for accurate computation. As with the case of differentiation, consider the \( N \) grid points \( x_j \), where \( j = 1, \ldots, N \), along a single (1D) grid line and the values of a function \( f(x_j) \) at these points. Let \( N_p \) be the even number of points used to calculate the integral for the interval \( [x_j, x_{j+1}] \). We wish to find an expression for the integral of the form

\[
\int_{x_j}^{x_{j+1}} f(x) \, dx \approx N_p \sum_{k=1}^{N_p} b_{jk} f(x_{j+k-M}) \tag{8.8}
\]

where \( M = N_p/2 \). Since \( N_p \) is even, there are \( M - 1 \) points on each side of the interval \( [x_j, x_{j+1}] \); see Fig. 8.4. To determine the \( b_{jk} \)’s we will apply the method of undetermined coefficients using a polynomial basis. Thus, it is important that the integration interval be \( [x_j, x_{j+1}] \) and not \( [x_{j-M+1}, x_{j+M}] \) for the following reason. The method of undetermined coefficients will yield a polynomial interpolation over the interval \( [x_{j-M+1}, x_{j+M}] \); however, the interpolating polynomial will not be accurate near the boundaries of the interval. For larger \( N \) the interpolation in this range will get worse — the Runge effect. However, the polynomial will be accurate at the centre of the interval \( [x_{j-M+1}, x_{j+M}] \) and will allow for an accurate approximation of the integral over the range \( [x_j, x_{j+1}] \).

We begin by defining \( h_{j+k} = x_{j+k} - x_j \) and note the formula in Eq. 8.8 will be exact for
polynomials up to order $N - 1$; that is,
\[
\int_{x_j}^{x_{j+1}} (x - x_j)^n dx = \frac{1}{n + 1} (x_{j+1} - x_j)
\]
\[
= \frac{1}{n + 1} h_{j+1}^{n+1}
\]
for $n = 0, \ldots, N - 1$. Using Eq. 8.8 this allows us to write the set of equations
\[
b_j(-M+1)h_j^{n-M+1} + b_j(-M+2)h_j^{n-M+2} + \ldots + b_j(M-1)h_j^{n-M-1} + b_jMh_j^n = \frac{1}{n + 1} h_{j+1}^{n+1}
\]
(8.10)
where the polynomial basis is centred about $x_j$ for numerical considerations. This system is in the form $A_j b_j = h_j$ where
\[
b_j = \begin{pmatrix} b_j(-M+1) \\ b_j(-M+2) \\ \vdots \\ b_jM \end{pmatrix}
\]
(8.11)
and
\[
h_j = \begin{pmatrix} h_{j+1}^1 \\ \frac{1}{2} h_{j+1}^2 \\ \vdots \\ \frac{1}{N} h_{j+1}^N \end{pmatrix}
\]
(8.12)
and $A_j$ is the non-singular matrix given by,
\[
A_j = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ h_{j-M+1} & h_{j-M+2} & \cdots & h_{j+M} \\ h_{j-M+1}^2 & h_{j-M+2}^2 & \cdots & h_{j+M}^2 \\ \vdots & \vdots & \ddots & \vdots \\ h_{j-M+1}^{N-1} & h_{j-M+2}^{N-1} & \cdots & h_{j+M}^{N-1} \end{pmatrix}
\]
(8.13)
The coefficients required in Eq. 8.8 can then be determined by $b_j = A_j^{-1} h_j$. When all grid points are uniformly spaced, the above method will yield the well known Newton-Coates formulas for integration [47].

To test the integration formulas we use the normalized Gaussian in Eq. (8.6) and use the same widths as were used when testing the formulas for differentiation. In addition, the same $\Delta x_{\text{min}}$’s and growth rates for the grid are used. The results of these tests are shown in Fig. 8.5 where the error – absolute value of the calculated result minus the exact result — is plotted for $N_p = 2, 4, 6, 8, 10, 12,$ and 14. As with differentiation, if $\Delta x_{\text{min}}$ is chosen to be too large, the calculation will not yield sufficient accuracy regardless of how the grid is grown; see Figs 8.5(a) and 8.5(c). This results from the fact that when $\Delta x_{\text{min}}$ is chosen to be too large, the grid cannot adequately resolve the function that we wish to integrate. Furthermore, when the grid is grown too fast, even for an appropriately chosen $\Delta x_{\text{min}}$, the end result will be a loss of a few orders of magnitude in accuracy; see Figs 8.5(a) and 8.5(c). When both $\Delta x_{\text{min}}$ and the growth rate are chosen poorly, the results of the calculation are seriously degraded and may not be useful at all; see Fig. 8.5(d).
8.3 Treatment of the two-body terms

It was noted at the beginning of this chapter that the FFT is not suitable for nonuniform grids and hence the convolution theorem cannot be applied when solving integrals of the form

$$\phi(r) = \int \frac{\rho(r')}{|r - r'|} \, dr'. \tag{8.14}$$

It is not feasible to directly integrate Eq. (8.14) because, for \( N \) grid points, \( N \) one-body integrations would need to be performed. For a 3D calculation this would completely consume the computation time. Fortunately, integrals of this form can still be evaluated in an efficient manner without the need to directly perform the integration. The Poisson equation,

$$\nabla^2 \Phi(r) = -\rho(r) \tag{8.15}$$

has the solution

$$\Phi(r) = \frac{1}{4\pi} \int \frac{\rho(r')}{|r - r'|} \, dr' \tag{8.16}$$

which, apart from a constant, is the same form as in Eq. (8.14). To solve Poisson’s equation we use the MOEVE package. MOEVE is a multigrid algorithm adapted for nonuniform tensor product grids. The speed of MOEVE is comparable to that of FFTW.

8.4 Selecting the grid

As previously alluded to in sections 8.1 and 8.2, an appropriate choice of grid is integral to achieving accurate results. To obtain optimal results the grid must be tailored to the system being investigated. For example, diatomic hydrogen would require a grid that has two dense regions near each of the atomic nuclei and is sparse further away from the atoms. An important
component of the grid is the choice of the minimum grid spacing $\Delta x_{\text{min}}$. It is critical that this be chosen in such a manner that it is small enough to resolve the wavefunction but not so small as to force an extremely small time step on the propagator.

Once the dense regions of the grid are identified and a $\Delta x_{\text{min}}$ is chosen the rest of the grid must be determined. In sections 8.1 and 8.2 calculations were performed with a grid that was grown at a constant rate in each direction about the point $x = 0$. While this is the simplest way to generate a grid it is not always optimal. Another way to generate a grid is to use an accelerated growth rate. That is, the grid in dense regions will grow slowly and the growth rate will increase for points further away from the dense regions.

One final thing to consider is the maximum grid spacing $\Delta x_{\text{max}}$. If the allowable grid spacing is not capped, it is possible to have very large grid spacings in the calculation; these have the potential to produce large errors. However, more importantly, is the effect that a large grid spacing will have on problems involving ionization. For these problems $\Delta x_{\text{max}}$ must be limited in such a way that the maximum momentum of the free electron can still be resolved. At the very least we should have

$$\frac{\pi}{\Delta x_{\text{min}}} > k_{\text{max}}$$

(8.17)

where $k_{\text{max}}$ is the maximum momentum the ionized electron will reach.

### 8.5 Ground state of small sodium clusters

As a test of MCTDHF using nonuniform grids we will calculate the groundstates of two small sodium clusters in 3D by performing imaginary time propagation. A single sodium atom has 11 electrons which already pushes the limits of MCTDHF. When the system contains more than a single Na atom it is not feasible to model every electron. In order to overcome this hurdle we use a pseudopotential to account for the core electrons and only model those in the valence shell. Sodium has the electron configuration $1s^22s^22p^63s^1$, or [Ne]$3s^1$, and thus only the single electron in the 3s shell will be active. The remaining 10 electrons will be accounted for by the pseudopotential. The pseudopotential used for these calculations is the Topp-Hopfield potential [155] given by

$$U(r) = \begin{cases} 
0.1790 \cos(1.224r) - 0.179 & \text{for } r \leq 3 \\
-1/r & \text{for } r > 3
\end{cases}$$

(8.18)

where $r$ is the radial coordinate given by $r = \sqrt{x^2 + y^2 + z^2}$.

We will calculate the ground state of the sodium clusters Na$_4$-D$_{4h}$ and Na$_6$-C$_{5v}$ using the structures given in Ref. [156]. The geometry of Na$_4$-D$_{4h}$ is planar; the sodium atoms form the corners of square with sides of length 3.355Å. The geometry of the Na$_6$-C$_{5v}$ cluster is a pentagonal pyramid. The sides of the pentagon are of length 3.610Å and the height of the pyramid is 2.913Å. For our calculations the Na$_4$-D$_{4h}$ cluster lies in the x-y plane with the centre of the square at the origin. For the Na$_6$-C$_{5v}$ cluster the pentagonal base of the pyramid lies in the x-y plane and the peak of the pyramid is centred at the origin and extends up into the z-axis. In our calculations the Na$_4$-D$_{4h}$ and Na$_6$-C$_{5v}$ clusters contain four and six active electrons respectively.

For our calculations we use a nonuniform grid with $N_x = N_y = N_z = 120$ with a minimum grid spacing of $\Delta x_{\text{min}} = 0.38$ around the origin. The x-axis is grown at a rate of 2% for $|x|\leq 10$; for $|x| > 10$ the grid is grown at a rate of 5% to a maximum step size $\Delta x_{\text{max}} = 2$. The total range on the x-axis is then ±106. The y and z axes are chosen in the same manner. For comparison
the calculations are also repeated using a uniform grid with a grid spacing equal to the minimum
grid spacing used for the nonuniform grid. However, to make the calculations feasible, we do not
use the same range for this grid. For the uniform grid we use $N_x = N_y = N_z = 230$ points giving
a range of roughly $\pm 45$. Although, we don’t perform ionization calculations here, it is important
to note that in order to achieve the same range as the nonuniform grid, $N_x = N_y = N_z = 557$
would need to be used for the uniform grid. This makes the number of points on the uniform grid
$N_u = 557^3$ as opposed to $N_{nu} = 120^3$ for the nonuniform grid. This translates into $N_u \approx 100N_{nu}$;
that is, the number of points needed for the uniform grid is two orders of magnitude larger than
required by the nonuniform grid.

For the Na$_4$-D$_{4h}$ cluster we perform the MCTDHF imaginary time calculation of the ground
state using 12 spin-orbitals. The calculated ground state energy for this system is found to be
$E_0$(Na$_4$) $= -1.692$. For the Na$_6$-C$_{5v}$ cluster the MCTDHF calculation is performed using 16
spin-orbitals and a ground state energy of $E_0$(Na$_6$) $= -3.316$ is calculated. The calculations on
the uniform grid are performed using the same number of spin-orbitals as their nonuniform grid
counterparts. The ground state energies found by these calculations are in agreement with those
found by the nonuniform grid calculations. Fig. 8.6 shows that the ground state density

$$\rho(x, y) = \int |\Psi_0(x, y, z)|^2 dz \quad (8.19)$$

for the Na$_4$-D$_{4h}$ cluster where $\Psi_0$ is the ground state wavefunction and integration is performed
over the $z$-coordinate. Also shown is the cluster configuration. Fig. 8.7 shows the ground state
density, with integration over the $z$-coordinate, of the Na$_6$-C$_{5v}$ cluster. A bird’s eye view of the
pentagonal pyramid structure is also shown.
8.6 Outlook

The calculations in the previous section were meant to demonstrate the benefits and viability of performing MCTDHF calculations on nonuniform Cartesian tensor product grids. Small sodium clusters were chosen for the calculations due to the availability of a simple local pseudopotential for the sodium atoms. The ultimate goal, however, is to perform calculations on atoms and molecules using up to 10 electrons. Most of the systems that we wish to investigate will contain more that 10 electrons so, as with the above calculations, we will need to use pseudopotentials to account for the non-active electrons in the system. Furthermore, these pseudopotentials will, in general, not be simple local potentials, similar to the one used in Sec. 8.5, but will contain non-local terms. These potentials are of the form

\[ W(r) = \sum_{l=0}^{l_{\text{max}}} W_l(r) \sum_{m=-l}^{l} |lm\rangle \langle lm| \]

(8.20)

where \( l \) and \( m \) are the angular momentum and magnetic quantum numbers respectively [157,159].

The combination of the nonuniform grid with appropriate pseudopotentials will allow us to investigate systems in strong laser fields that were previously inaccessible. First, it will be possible to investigate the tunnel ionization rates of noble gases — particularly Ne, Ar, Kr and Xe — as a function of laser intensity. These calculations can be done by ramping on the field over a quarter cycle and then leaving it constant at the peak value; the outgoing probability will be absorbed using a complex absorbing potential. The ionization rate can be determined when the outgoing flux reaches a constant rate.
The calculation of ionization rates is fairly straightforward and provides a simple way to apply our MCTDHF code; these calculations are currently in progress. However, a more important future objective of MCTDHF on nonuniform tensor product grids will be investigate complex ionization processes similar to those observed in Ref. [15]. In these experiments Ne and Xe atoms are excited by a subfemtosecond extreme ultraviolet (XUV) pulse. A few-cycle near-infrared (NIR) pulse is then used to probe or start the electron dynamics. The time delay between the two pulses is varied and the ion counts from the shake-up states then display sharp rises that cannot be predicted by current theories; as such new theories are required [15]. With our implementation of MCTDHF we will be able to investigate these complex ionization processes. In addition we will be able to investigate the nonlinear processes observed in XFEL experiments on neon atoms [20].

Another problem to be considered is the orbital rearrangement that occurs in a molecule as a result of ionization. As mentioned in at the beginning of Chap. 1 experiments conducted on CH$_4$ (methane) have shown an orbital rearrangement that occurs within a few femtoseconds of ionization [14]. By using four active electrons in the carbon atom, the system will contain a total of eight electrons. For these calculations we will ionize a single electron and observe how the molecule rearranges its orbitals to compensate for the loss of the electron — a problem for which MCTDHF is ideally suited. In addition we will also be capable of performing high-harmonic generation calculations on the previously mentioned noble gas atoms and CH$_4$. Since it is possible to absorb the long trajectories, we will not need a large grid, hence making these calculations feasible in the near future.

Finally, 3D problems with a cylindrical symmetry can be treated efficiently by extending the above formalism to cylindrical coordinates. This is done by expanding the spin-orbitals as

$$\varphi_j(r, z, \theta) = \frac{1}{\sqrt{2\pi}} \sum_{m=-m_{\text{max}}}^{m_{\text{max}}} f_j^m(r, z)e^{-im\theta}. \quad (8.21)$$

With the above expansion, the MCTDHF equations of motion for the spin-orbitals are reduced to two dimensions. Thus, if only a small number of $m$-values are needed, the 3D calculation has effectively been reduced to a 2D calculation. This will allow for problems requiring a larger simulation box to be treated. Currently, a cylindrical MCTDHF code is being developed with the aim of examining electron impact ionization cross-sections in strong fields. This is a problem that has been present since the birth of plasma physics almost 100 years ago.

Our MCTDHF code will be a powerful tool to investigate non-perturbative multielectron dynamics in atoms and molecules. The applications presented here are merely a small subset of the possible applications.
Chapter 9

Tunnel ionization dynamics of bound systems in laser fields: How long does it take for a bound electron to tunnel?


The inception of quantum mechanics in the first part of the 1900’s led to the discovery of many phenomena that possess no classical analogue. One of the most ubiquitous of these is tunneling — the ability of waves (light or particles) to penetrate a potential barrier that would otherwise be insurmountable classically. Today, electron tunneling is used in many areas of science and technology, such as scanning tunneling microscopy, tunnel diodes, and more recently in attosecond science.

For many decades the time involved in tunneling has been studied experimentally and theoretically by examining the scattering process of an incoming wave impinging on a potential barrier. This research has yielded a wealth of different interpretations; see Ref. and references therein. Here, we focus on the tunnel time of bound particles escaping their binding potential in the presence of a perturbation. Such a half scattering event is conceptually different from scattering through a barrier. Comparatively little is known about the tunnel time of perturbed bound systems, mostly due to a lack of experimental methods.

Only recently, progress in attosecond technology has allowed for a deeper look into the process of tunnel ionization of atoms. Attosecond angular streaking experiments have indicated that the tunnelling delay time is non-existent. Recent experiments seem to indicate a finite tunneling time. These experimental investigations have raised the question of what tunnel time in the context of tunnel ionization of bound systems means.

In a seminal paper, Keldysh developed a dynamic theory of optical field ionization of atoms for time varying laser fields. Ionization occurs predominantly as multi-photon or as tunnel ionization in the limits of and respectively. The Keldysh parameter is defined as the ratio of the Keldysh tunnel time and laser oscillation period with laser circular frequency. The tunnel time can be interpreted as the time it takes the bound electron having velocity to cross the tunneling barrier with width where is the laser electric field and is the electron binding energy. As the electron is classically not allowed under the barrier, its velocity is imaginary. This makes a particle interpretation of a tunnel time unattractive.

Still, the Keldysh parameter displays the right characteristics one would expect from a tunnel time. It suggests that tunneling is discouraged, when the laser field changes too fast for the electron to find its way out through the barrier. However, neither the Keldysh theory nor any other work give a hint to a clean definition of the tunnel time by which the following fundamental
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The aim here is to close this gap. We use 1D quantum dot (QD) and atomic model systems for our investigation. These systems are perturbed by a laser electric field with a step function switch-on from 0 to $F$. When the field is switched on, the ground state becomes a dynamic resonance state decaying with time-dependent ionization rate $w(t)$, until it reaches a constant ionization rate $w(F)$. This happens when the wavefunction in and close to the bound region approaches the static resonance determined by a solution of the time-independent Schrödinger equation (TISE) for constant field $F$ [169,170]. To associate a tunnel time with the step response dynamics of the wave function, a method is needed to extract the tunneling rate. For this two main obstacles must be overcome.

First, tunnel ionization is usually measured by calculating the outgoing current at some reference point. This method is unsuitable for measuring the tunnel time, as the temporal evolution of the ionization rate depends on the choice of reference point. We use a time-dependent generalization of Fano-resonance theory in which the imaginary part of the resonance determines the ionization rate. This method is reference point free. Both approaches give the same final static ionization rate $w(F)$.

Secondly, the step response not only contains the tunneling signal from the ground state, but also a contribution due to the “sudden switch-on” resulting in population and ionization of excited states. This obstacle is overcome by pairing the generalized Fano approach with a spectral filtering method. From the resulting dynamic tunnel ionization rate the tunnel time can be evaluated.

Our analysis reveals the following definition for the tunnel time of bound particles. Assume a bound system in the presence of a general perturbation $P$, which turns the ground state into a resonance state decaying with constant ionization rate $w(P)$, as determined by the TISE. Now assume that the perturbation is switched on by a step-function. The tunnel time is the response time it takes the part of the wavefunction tunneling directly from the ground state to establish $w(P)$.

At the end, the step function definition of the tunnel time is generalized to time varying fields. We find that the tunnel time scales with $\tau_k$ for step function and sinusoidal fields. Thus, the physical meaning of the tunnel time and its connection to $\tau_k$ is established. Finally, in light of our definition, we propose a way to measure the tunnel time experimentally.

Consider the response of a system, initially in its ground state, subject to an instantaneous switch-on of a static electric field at time $t = 0$. In dipole approximation and length gauge, the Hamiltonian is given by,
\begin{equation}
H = \begin{cases} 
H_0 & \text{for } t < 0 \\
H_0 - Fx & \text{for } t \geq 0 
\end{cases}
\tag{9.1}
\end{equation}

where $H_0 = T + V$ with $T$ the kinetic energy, $V$ the potential and $F$ the static electric field. Atomic units are used throughout. We express the wavefunction as
\begin{equation}
|\Psi(t)\rangle = a(t)|0\rangle + |\phi(t)\rangle
\tag{9.2}
\end{equation}

where $|0\rangle$ is the unperturbed ground state and $a(t) = \langle 0 | \Psi(t) \rangle$. The last term in Eq. (9.2) is the part of the wavefunction that develops in response to the external field for which $\langle 0 | \phi(t) \rangle = 0$ is enforced; it is zero in the absence of the external field. Inserting Eq. (9.2) into the time-dependent Schrödinger equation (TDSE) with the Hamiltonian given in Eq. (9.1) and projecting $|0\rangle$, yields
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an equation of motion for $a(t)$,

$$i\dot{a}(t) = E_0 a(t) + \langle 0 | H_0 - Fx | \phi(t) \rangle,$$  \hspace{1cm} (9.3)

where $E_0 = \langle 0 | H | 0 \rangle$. Choosing the ansatz $|\phi(t)\rangle = a(t) | \varphi(t) \rangle$ we arrive at the expression

$$\Delta E(t) = i \frac{\dot{a}(t)}{a(t)} - E_0$$ \hspace{1cm} (9.4)

where $\Delta E(t) \equiv \langle 0 | H | \varphi(t) \rangle$; $\dot{w}(t) = -2\text{Im}\{\Delta E(t)\}$ gives the rate at which probability leaves the ground state and escapes into the continuum. To completely determine $|\Psi(t)\rangle$, a corresponding equation for the time evolution of $\varphi(t)$ can be obtained by projecting $1 - |0\rangle\langle 0|$ on the TDSE. The resulting equation is not given, as it is not used here. Eq. (9.4) is the time-dependent generalization of Fano resonance theory [171]. By using the TISE instead of the TDSE in our derivation, the regular Fano resonance theory would be obtained yielding the static tunneling rate for $\Delta E$. Typically, tunneling is calculated by looking at the flux that flows past a certain point. As a result, the time to reach a steady state is dependent on the observation point; using $\Delta E(t)$ from the generalized Fano approach removes this ambiguity.

The above equations were developed for diagnostic purposes. To actually calculate $|\Psi(t)\rangle$, $\Delta E$ and the tunneling time, it is advantageous to use a spectral method. This method allows us to separate the tunneling contribution from the rest of the wavefunction, a prerequisite for determining the tunnel time. Time propagation is handled by expanding the total wavefunction on the eigenstates of the field-dressed Hamiltonian as,

$$|\Psi(t)\rangle = \sum_j g_j e^{-i\epsilon_j t} |\xi_j\rangle$$ \hspace{1cm} (9.5)

where $g_j = g(\epsilon_j) = \langle \xi_j | 0 \rangle$ and $|\xi_j\rangle$, $\epsilon_j$ are the continuum eigenvectors and eigenvalues for the field-dressed Hamiltonian in Eq. (9.1) respectively. Here we have chosen a discrete notation for the energy $\epsilon$ and the spectral probability amplitude $g(\epsilon)$ of the continuum states consistent with the finite box size used in the numerical simulations. From the expansion in Eq. (9.5), it is straightforward to obtain expressions for $a(t)$ and $\dot{a}(t)$. By using $a(t) = \langle 0 | \Psi(t) \rangle$ together with Eq. (9.4), $\Delta E(t)$ becomes

$$\Delta E(t) = \frac{\sum_j \epsilon_j | g_j |^2 e^{-i\epsilon_j t}}{\sum_j | g_j |^2 e^{-i\epsilon_j t}} - E_0.$$ \hspace{1cm} (9.6)

We begin by solving the TDSE for the QD potential

$$V(x) = \begin{cases} \frac{1}{2} \alpha^2 x^2 - \beta & \text{for } |x| < \sqrt{2\beta}/\alpha \\ 0 & \text{otherwise} \end{cases}$$ \hspace{1cm} (9.7)

with $\alpha = 1/2$ and $\beta = 3/4$. This system contains only the ground state and a first excited state at the continuum threshold. Initially the system is in the state $|0\rangle$; at $t = 0$ the static field is switched on.

Fig. 9.1 shows the spectral density $|g_j|^2$ as a function of energy for the system at $F = 0.08$; all other field strengths investigated display a similar behavior. Note that the laser field turns discrete bound states into mixed bound-continuum resonance states with a finite spectral width. The spectrum has a minimum at around an energy of $-0.35$, which separates two distinct features of the step response: (i) The sharp peak to the left represents tunnel ionization from the ground
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**Figure 9.1.** Spectral density (solid blue line) and filter (dashed red line) as a function of energy $\epsilon$; the inset shows a magnified section of the spectral density; 1D quantum dot potential for $F = 0.08$.

**Figure 9.2.** (a) Magnitude of $\Psi(x)$ for $t = 30$ (solid blue), $t = 70$ (dash green) and $t = 110$ (dash-dot red); to illustrate the outgoing wave, the bound region is not shown. (b) Ionization rate $w(t)$ corresponding to (a). (c) Magnitude of the filtered wavefunction (ground state resonance only) for $t = 10$ (solid blue), $t = 20$ (dash green) and $t = 50$ (dash-dot red); filter is given in Fig. 9.1. (d) $w(t)$ corresponding to (c). 1D quantum dot potential and $F = 0.08$ for (a)-(d).
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state directly. (ii) The broad peak to the right corresponds to photon absorption and ionization via the excited state resonance. In a time varying laser pulse, features (i) and (ii) correspond to tunnel and multi-photon ionization respectively. As long as the minimum is outside the spectral widths of both features, tunneling and excited state channels can be separated by multiplying a spectral filter on the probability amplitudes \( g(\varepsilon_j) \); see the (red) dashed line in Fig. 9.1. The choice of the filter function is discussed in appendix B.

The tunnel ionization peak in Fig. 9.1 reveals the spectral signature of the tunnel ionization dynamics. An exponential decay in time corresponds to a Lorentzian spectrum, the width of which determines the tunnel ionization rate. Our spectrum is Lorentzian with a small asymmetric distortion and a phase, which are responsible for the switch-on of the tunneling process. As the functional form of the spectral distortion is not known, extraction of the tunneling time is easier in the time domain.

Figures 9.2(a) and (c) show the total (unfiltered) and filtered wavefunction, respectively, as determined by Eq. (9.5), at three evolution times; different times are chosen for (a) and (c). Figures 9.2(b) and (d) show the corresponding unfiltered and filtered ionization rates, respectively; the ionization rate is calculated using Eq. (9.6) and the expression for \( w(t) \) above. In the filtered calculation, filter weighted coefficients \( g_j \) are used to isolate the part of the wavefunction tunneling via the ground state resonance.

In response to the step function switch-on of the laser field, the excited state ionization channel creates an outward propagating initial wave in Fig. 9.2(a). This causes strong oscillations of the ionization rate in 9.2(b), masking the tunneling signal. Once the initial wave has passed beyond the bound state region, the wavefunction reaches a steady state, see the (green) dashed and (red) dash-dotted lines close to the origin in 9.2(a). A steady flow of probability from the ground state into the continuum is established, representing the static resonance with constant tunneling rate, see Fig. 9.2(b).

After filtering, the initial outgoing wave signal is no longer present in Fig. 9.2(c). We see a wavefunction monotonically rising towards a steady-state. As a result, the tunneling rate rises monotonically and approaches a steady state value. We define this rise time as the electron tunneling time \( \tau_t \). For times much shorter than the tunneling time, the wavefunction components under the barrier that are necessary for tunneling cannot be developed and tunnel ionization does not occur. For all investigated field strengths, the tunnel time is considerably shorter than the time it takes for the excited state ionization signal to subside. Therefore, filtering is indispensable for extracting the tunnel time.

To calculate the tunnelling time \( \tau_t \) we use \( w(t) \) after filtering and determine the time at which it is within 1% of its steady state value; the results of this can be seen in Fig. 9.3. Results are shown for the QD and for a 1D softened Coulomb potential \( V(x) = (x^2 + b^2)^{-1/2} \). The shielding parameter \( b \) is chosen such that the ionization potential is \( \approx 0.5 \) (the same as the QD potential). The spectral features for the Coulomb potential are similar to the QD; however, the two peaks merge earlier, around \( F = 0.07 \). The results of our tunnel time calculations scale with the Keldysh time as \( \tau_t \approx 4.4\tau_K \) for the QD and as \( \tau_t \approx 5.8\tau_K \) for the 1D model atom.

We have defined the tunnel time for a step-function response. To define the duration of any physical process, an initial and final reference point is necessary. The step function has allowed us to define the ground state and static resonance as reference states between which the tunnel time can be defined and measured. The resulting tunnel time \( \tau_t \times \tau_K \) has a physically intuitive interpretation; tunneling cannot manifest for \( t \ll \tau_t \) and maximum tunneling with the static ionization rate is reached for \( t \approx \tau_t \).

In the remainder, the definition of the tunnel time will be generalized to time varying laser fields. To understand what happens in a sinusoidal laser field, let us decompose it into small
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Figure 9.3. Calculated $\tau_t$ for the QD and atomic potentials. The lines in the plot represent the Keldysh time multiplied by a constant to match $\tau_t$.

step functions. The field changes from $F$ to $F + \Delta F$ and remains constant over a time $\Delta t$; the step size $\Delta F \propto \omega \Delta t$. In the tunneling regime, $\gamma \lesssim 1$, the initial state at $F$ is no longer the unperturbed ground state, but a state that has already developed tunneling components. The dynamics that takes place during $\Delta t$ is the wavefunction attempting to develop components to realize the static resonance state for $F + \Delta F$. The time needed for realizing the static resonance for one step can be viewed as a local tunnel response time that will vary throughout the laser cycle. However, a meaningful tunnel time cannot be defined, as both initial and final states are tunnel ionizing.

For a sinusoidal field with peak value $F_0$ and period $T_0$, a natural way to generalize the tunnel time is to use a quarter cycle; this resembles a softened switch-on function. In contrast to the step function the time of measurement is not free but determined by $T_0/4$; it can only be varied by changing $\omega$. Initial and final reference states are taken at the field minimum and its subsequent maximum. This applies to linearly as well as elliptically polarized fields. It is assumed that the initial state at the field minimum is close to the ground state where tunnel ionization is negligible compared to the field maximum. As a result, the tunnel time is determined by the quarter oscillation period for which the ground state transforms into the static resonance for $F_0$.

In agreement with the step function definition, tunneling cannot manifest for $T_0/4 \ll \tau_t$. For $T_0/4 \geq \tau_t$ the static ionization rate, and therewith maximum tunneling, is reached at and around the pulse peak. As tunnel ionization predominantly occurs close to the oscillation peak, maximum ionization is essentially reached for the whole half cycle. Therewith, the tunnel time $\tau_t$ represents the time it takes for tunneling to fully develop for each half cycle in a sinusoidal field. At the same time, when the static resonance and maximum tunneling are realized, the quasi-static regime is reached, where the static ionization rate follows adiabatically the laser field in the area around the oscillation peak. The onset of the quasi-static ionization regime is known to be determined by $\gamma = 2\omega \tau_k$ [168]. Therewith, $\tau_t \propto \tau_k$ for both the step function and the sinusoidal field, but the values of $\tau_t$ will differ.

Implicit in the above discussion is a method to measure the tunnel time. There exists a field with frequency $\omega$ such that its quarter cycle time $T_0/4$ will mark the onset of the quasi-static ionization rate $\omega(F_0)$. The measured tunneling signal will reach the quasi-static limit and
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saturate for decreasing $\omega$. The quarter cycle time at which the difference between measured and quasi-static tunnel ionization lies below some prescribed accuracy will yield $\tau_t$. Extraction of the tunnel time requires removal of the multi-photon ionization components. Experimentally, this can be done by methods such as those used in references [16] and [21]. Theoretically, this can be achieved by applying the methods developed here for the step function to a sinusoidal field.
PART 3

CONCLUSION
Chapter 10

Conclusion and Outlook

A treatment of electron dynamics in finite quantum systems has been presented. MCTDHF and other numerical methods were used to investigate correlated multielectron dynamics. MCTDHF is a powerful tool for investigating multielectron dynamics in strong laser fields and opens the door to previously inaccessible calculations. We have developed an MCTDHF code that will allow us to handle many problems involving the multielectron dynamics of 3D atoms and molecules under the influence of a strong laser field. Throughout the development of this code, problems in lower dimensions were also treated.

It was shown how spin-based coded qubit operations in a 2D double quantum dot can be accelerated. The qubit subspace consisted of the lowest singlet and triplet state of a double Gaussian well. The speed-up of qubit operations is important for quantum computation because shorter manipulation times lead to less leakage into the environment. In addition, manipulating a similar potential to that of the spin-based QD, it was shown how the transition matrix elements (TMEs) for the system can be controlled and thus the population of a two-level system can be frozen. For this two-level system the two lowest singlet states were used. These states have different charge configurations and thus present an opportunity for encoding a two-electron charge qubit. The control of the TME also presents the opportunity to control single-photon emission on demand.

Also investigated was the plasmon dynamics in a strongly driven QD containing four electrons. These calculations are unique in that they are the first non-perturbative calculations of electrons dynamics using more than two electrons for a system with more than a single dimension. In this case the system was tuned from the weakly correlated electron gas to the strongly correlated regime of Wigner crystallization. It was shown that the influence of correlation on the surface-induced plasmon decay is negligible. This implies that the Kohn theorem is extendible to finite QDs.

In addition, the quantum breathing mode (QBM) was investigate for QDs containing up to six electrons. An analytical expression for the QBM was derived. This expression was validated by comparison with MCTDHF calculations for the range from a weakly correlated electron gas to the limit of Wigner crystallization using QDs containing up to six electrons. It was shown that the behaviour of the QBM can provide a signature of a change in the angular momentum of the unperturbed ground state as the correlation is increased. Furthermore, the formalism developed to determine an expression for the QBM has the potential to be used to determine analytical expressions for higher order collective modes.

Nonsequential double ionization was also investigated for a 2D diatomic molecule. Distinct features in the two-electron momentum space were observed. With the help of a semiclassical
model, it was shown that these signatures correspond to specific ionic bound states involved in the ionization process. It was shown that specific higher excited ionic states provide an efficient channel for the second electron in the nonsequential double ionization process to escape. High harmonic generation was also studied for this system. The method of ionic eigenstate resolved wavefunctions was introduced and it was shown that a significant source of correlation is the polarization of the ion by the recombining electron.

A method for performing MCTDHF calculations in three dimensions using a nonuniform tensor product grid was developed. First tests of the nonuniform grid version of MCTDHF were done by performing relaxation calculations for small sodium clusters containing four and six electrons. This implementation of MCTDHF opens an avenue to investigate many problems that were previously inaccessible. Some problems to be considered include the complex ionization processes that occur in noble gas atoms, high harmonic generation in noble gas atoms and molecules, as well as, orbital rearrangement in molecules after ionization. Also to be investigated are the nonlinear effects observed by XFEL experiments on neon atoms.

Finally, an answer was provide for the time it takes for an electron to tunnel. The tunnel time was defined as the time it takes for the wavefunction to develop the under-barrier components necessary to reach the static ionization rate. This definition was then extended to a time varying field. It was shown that the tunnel time is proportional to the Keldysh time thus connecting the Keldysh time to the evolution of the wavefunction. Furthermore, an experimental method for measuring the tunnel time was proposed.
Density functional theory (DFT) is built from the Hohenberg-Kohn (HK) theorem which states:

**Theorem A.0.1** (Hohenberg-Kohn Theorem). The external potential for a bound system of interacting electrons is uniquely determined, up to an additive constant, by the ground-state density \[ \rho \].

Since the kinetic energy \( T \) and the Coulomb repulsion \( V \) are universal, the Hamiltonian is uniquely determined by the external potential \( U \). The HK theorem states that the density \( \rho \) determines the Hamiltonian and hence implicitly determines all physical properties that can be obtained from it. The exact ground state density function is found using the HK variational principle which minimizes the energy functional,

\[
E_U[\rho] = F[\rho] + \int U(\mathbf{r})\rho(\mathbf{r})d\mathbf{r}
\]

with \( F \) being the universal functional \( F[\rho] = \langle \Psi | (T + V) | \Psi \rangle \). Minimization is done over all trial densities \( \tilde{\rho} \), to determine the ground-state energy

\[
E_g = \min_{\tilde{\rho}} \{ E_U[\tilde{\rho}] \}.
\]

In DFT a system of interacting particles takes on the form of a system of non-interacting particles in the presence of the effective potential

\[
U_{\text{eff}} = U + \int \frac{\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}d\mathbf{r}' + U_{xc}
\]

where \( U_{xc} \) is the local exchange-correlation potential. \( U_{xc} \) is a functional of \( \rho \) and takes account of exchange and correlation effects. The density can be determined by solving a set of one-body time-independent Schrödinger equations, known as the Kohn-Sham (KS) equations [172], given by

\[
\left( -\frac{1}{2} \nabla^2 + U_{\text{eff}} \right) \varphi_i = E_i \varphi_i
\]

where the density is determined from

\[
\rho = \sum_i |\varphi_i|^2.
\]
Appendix B

Filtering procedure for the tunnel time calculation

Here the filtering process used in Chap. 9 is discussed. The spectral filter \( f(\epsilon) \) is given by,

\[
f(\epsilon) = \begin{cases} 
1 & \text{for } \epsilon < \epsilon_c \\
G(\epsilon) & \text{for } \epsilon \geq \epsilon_c 
\end{cases}
\]  

(B.1)

where \( G(\epsilon) \) is a Gaussian centered at \( \epsilon_c \) given by

\[
G(\epsilon) = e^{(\epsilon - \epsilon_c)^2 / 2\sigma^2} 
\]  

(B.2)

with \( \sigma \) the width (standard deviation). This filter has two parameters that can be varied; \( \sigma \) and \( \epsilon_c \). We require \( \epsilon_c \) to be a fixed distance \( \delta \) from the peak \( \epsilon_p \) of the spectral density for all field strengths; that is \( \delta = \epsilon_c - \epsilon_p \). For the quantum dot we use \( \delta = 0.005 \); however, we note that \( \delta \) can be chosen anywhere in the range \( 0 - 0.01 \) and have little effect on the overall results. The atomic potential is treated in a similar manner.

![Figure B.1. Effect of the filter width on the ionization rate.](image)

Fig. B.1 shows the effect of the varying the filter width \( \sigma \) for \( F = 0.08 \); all other values of \( F \) display a similar behaviour. In Fig. B.1(a) the unfiltered signal is shown; the oscillations result
from the excited state channel. As $\sigma$ is decreased the oscillations from the excited state channel signal begin to wane; see Figs. B.1(b) and (c). Once these oscillations disappear, the ionization rate monotonically approaches the static ionization rate $w(F)$; only the tunneling signal remains (see Fig. B.1(d)).

The filter is then chosen by scanning the parameter space in order to find the $\sigma$ value for which the difference between the largest amplitude in the oscillation of the ionization rate and $w(F)$ falls below a desired threshold — for our calculations we require the amplitude to be below 1% of $w(F)$. The tunnel time is then taken to be the time at which the ionization rate is within 1% of $w(F)$. 


Appendix C

Glossary of Abbreviations

**BCH** — Bake-Campbell-Hausdorff

**CM** — Centre of mass

**DFT** — Density functional theory

**DQD** — Double quantum dot

**FC** — Frozen-core

**HHG** — High-harmonic generation

**HK** — Hohenberg-Kohn

**IER** — Ionic eigenstate resolved

**MCTDH** — Multiconfiguration time-dependent Hartree

**MCTDHF** — Multiconfiguration time-dependent Hartree-Fock

**NIR** — Near-infrared

**NSDI** — Nonsequential double ionization

**QBM** — Quantum breathing mode

**QD** — Quantum dot

**RG** — Runge-Gross

**SAE** — Single active electron

**SPO** — Split operator
**TDCI** — Time-dependent configuration interaction

**TDDFT** — Time-dependent density functional theory

**TDHF** — Time-dependent Hartree-Fock

**TDSE** — Time-dependent Schrödinger equation

**TISE** — Time-independent Schrödinger equation

**TME** — Transition matrix element

**XFEL** — X-ray free-electron laser

**XUV** — Extreme ultraviolet
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