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ABSTRACT

This paper draws from the study of Hall and Jones (1999) and investigates whether social infrastructure is the primary driver of differences in output per worker. Social infrastructure is relatively homogenous across Canada so evaluating income disparity within the context of Hall and Jones is an appealing area of study. I explore whether their results are robust using regional data for the Canadian provinces. My results hold up to Hall and Jones only when alternate measures are considered. I document that the relative importance of social infrastructure and factor inputs in explaining regional income disparity in Canada is quite sensitive to the measurement of capital stock and the share of profits in national income.
1. INTRODUCTION

Why do some economies perform better than others? Attempts to answer the old-age question have amassed into an extensive collection of theoretical and empirical work; so much so that many readers will glance over this paper. I re-ignite the debate by questioning the importance of social infrastructure in explaining differences in output per worker using data at the regional level.

This paper takes Hall and Jones (H&J, 1999) seriously\(^1\). Using cross-country data the authors show that only a modest share of the difference in output per worker is attributable to differences in capital accumulation. In particular, H&J find that output per worker in the five richest countries in their sample exceeded the five poorest by a factor of 31.7 (based on a geometric average), or a log difference of 3.5, with differences in the intensity of physical capital and human capital per worker contributing about 15 per cent and 23 per cent, respectively. Productivity\(^2\), which is measured residually here as usual, accounts for more than half of the difference. According to H&J, the primary driver of differences in capital inputs and productivity, and hence output per worker, is social infrastructure.

The findings of H&J (1999) provides for an interesting empirical study in a federation such as Canada. Social infrastructure is broadly homogenous across the provinces. This implicitly suggests that differences in capital intensity and human capital per worker should capture most of the variability in output per worker.

As Figure 1 illustrates, provincial differences in output per worker are fairly diverse in Canada. Value-added per worker is generally lower in the Atlantic provinces and has fallen somewhat relative to the 10-province average. Newfoundland and Labrador, however, has been able to raise its relative performance. In 1986, Newfoundland and Labrador ranked 7\(^{th}\)

---

\(^1\) This is a rewrite of the quote of Mankiw, Romer and Weil (1992, p. 407), "This paper takes Robert Solow seriously."

\(^2\) The term "productivity" refers to total factor productivity. I use both terms interchangeably in the paper.
overall but in just a decade the province has moved to 2\textsuperscript{nd} place\textsuperscript{3}. Saskatchewan’s relative performance has also risen while declining in British Columbia. Ontario and Alberta have historically higher levels of output per worker in Canada. The converse is true for Quebec and Manitoba. What accounts for the observed differences in output per worker? From the textbook Solow model to “new growth” theory, researchers turn to the proximate determinants of growth or go further and investigate the source of these proximate determinants\textsuperscript{4}.

\textbf{Figure 1 – Total value-added per worker}\textsuperscript{5}

![Graph showing total value-added per worker](image)

Mankiw, Romer and Weil (1992) point to the sufficiency of factor inputs in explaining differences in output across countries. They find that the Solow model, broadened to include human capital, explains nearly 80 per cent of the cross-country variations in income per capita\textsuperscript{6}. Christensen, Cummings, and Jorgenson (1981) reach similar conclusions using a

\textsuperscript{3} Coulombe (2007) attributes the “catch-up” performance of Newfoundland and Labrador to the Hibernia offshore oil field which came into production in 1997 and later Terra Nova in 2002. The result is a temporary increase in Canadian regional disparity.

\textsuperscript{4} The discussion that follows is not meant to be exhaustive. See Mankiw (1995) for a good overview of the main ideologies of economic growth. For a synthesis of cross-country empirical work, see Temple (1999).

\textsuperscript{5} I discuss in detail the data in Section 4.

\textsuperscript{6} Using three alternative vintages of the Penn World Table (PWT) data set and a longer sample period, Bernanke and Gurkaynak (2001) find slightly weaker fits of $R^2$. 
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translog production function which allows for non-neutral efficiency differences. Differences in output per capita in the G-7 countries (U.S., Canada, France, Germany, Italy, Japan, UK), Korea, and the Netherlands were more closely associated with differences in the levels of capital and labour inputs than total factor productivity. Factor accumulation is also found to be fundamental in explaining the post-war growth experience among East Asian countries (Young, 1995; Senhadji, 2000). These results, however, are inconclusive. H&J (1996, 1999), Klenow and Rodrigue-Clare (1997), and Caselli (2005) perform an exercise in growth accounting and observe that productivity or the Solow residual accounts for at least one-half of cross-country income differences. Here, standard neoclassical assumptions translate to lower contributions from factor inputs to differences in income. H&J and Klenow and Rodrigue-Clare also give higher emphasis to productivity differences because of varying assumptions about human capital and the endogeneity between productivity and factor inputs. According to Easterly and Levine (2001), “something else” besides factor accumulation accounts for the majority of cross-country income differences.

In an attempt to “chip-away” at the Solow residual, Caselli (2004) considers improvements in the measures of physical and human capital, the sectoral composition of output, and different functional forms. For the most part, productivity continues to play a prominent role in explaining income differences, but when technological differences are non-neutral and the elasticity of substitution between physical and human capital is sufficiently low, differences in factor inputs can explain the bulk of the variance in income across countries. Quality adjustments in physical capital could also eradicate the Solow residual if the different types of capital used in production are poor substitutes for one another.

H&J (1999) instead argue that social infrastructure is what ultimately drives differences in output per worker. Here, social infrastructure is defined as the institutions and government policies that affect incentives to invest in productive activities, such as capital accumulation or technological innovation, and the diversion of rent-seeking activities. H&J use as their

---

7 Caselli (2004) documents that poor countries use physical capital more efficiently than rich countries. Conversely, rich countries use human capital more efficiently.

8 Easterly and Levine (2001) document that national policies more generally are linked strongly to steady-state levels of output and total factor productivity.
proxy of social infrastructure an equally-weighted index of anti-diversion policies and openness to trade variable for each country. Instrumental variables estimation shows that a 0.01 difference in social infrastructure is related to a 5.14 per cent difference in output per worker. This result is of course sensitive to the scale of the index chosen by the authors to measure social infrastructure. The variation of true social infrastructure, adjusted for measurement error, can account for a 25.2-fold difference in output per worker. If social infrastructure is instead exogenous, it implies a 38.4-fold difference in output per worker. Subsequent regressions of the relative contributions to output per worker from capital intensity, human capital per worker and the Solow residual on social infrastructure suggests that the observed variability of factor input accumulation can also be attributable to differences in social infrastructure.

Are H&J (1999) correct in their identification of social infrastructure as the primary determinant of differences in output per worker? I test their assertion and whether their results are robust using data for the Canadian provinces. By employing regional data from within a country, there is less susceptibility to omitted variable bias in the level of productivity, making Canada an ideal testing ground.

The remainder of the paper is organized as follows. In the next section, I introduce an extension of Solow's neoclassical model of growth which sets the theoretical framework for the growth accounting model. I take a static approach to growth accounting whereby the technique is applied across countries, or provinces in my case, rather than over time (Section 3). I describe in detail my basic data in Section 4. In Section 5, I present my results. The importance of social infrastructure in explaining provincial income differences seem to hold only when I consider complementary tests of variance. This calls into question the appropriateness of the model and the robustness of my result using alternative measures of income and factor inputs (Section 6). I find that the results are quite sensitive to the measurement of capital stock and the assumed value of \( \alpha \). I conclude with some remarks in Section 7.
2. **Theoretical Framework**

2.1 *The Solow Model*

The Solow model, identified as such due to the originating author Robert Solow (1956), is the textbook model of neoclassical growth. The productive capacity of an economy is characterized by

(i) constant returns to scale,

\[ F(cK, cL) = cF(K, L); \quad \forall c \geq 0 \]

(ii) factor inputs exhibit positive and diminishing marginal returns,

\[ \frac{\partial F}{\partial K} > 0; \quad \frac{\partial^2 F}{\partial K^2} < 0 \]

\[ \frac{\partial F}{\partial L} > 0; \quad \frac{\partial^2 F}{\partial L^2} < 0 \]

and,

(iii) the Inada conditions are met

\[ \lim_{K \to 0} \left( \frac{\partial F}{\partial K} \right) = \lim_{L \to 0} \left( \frac{\partial F}{\partial L} \right) = \infty \]

\[ \lim_{K \to \infty} \left( \frac{\partial F}{\partial K} \right) = \lim_{L \to \infty} \left( \frac{\partial F}{\partial L} \right) = 0 \]

where \( F(\cdot) \) embodies the form of the production function, and \( K \) and \( L \) denotes the stock of capital and labour, respectively.

As with all theory though, Solow’s model of long-run growth has some rigidity. For Solow’s model to agree with Kaldor’s stylized facts\(^9\) of economic growth one must add technical progress to the production function. Equally important, empirical evidence has not held up favourably against Solow’s predictions. In particular, the original Solow model is unable to explain the large variations in output per worker across countries. Mankiw, Romer and Weil (1992) shed some insight on these earlier findings and find that if capital is broadened to

---

\(^9\) Kaldor found that:

i. Income per worker is rising over time, and its growth rate does not tend to diminish.

ii. Physical capital per worker grows over time.

iii. The rate of return on capital is (nearly) constant through time and the wage rate is rising over time.

iv. The capital-output ratio is (nearly) constant.

v. The shares accruing to labour and capital in national income are (nearly) constant.

vi. There are large disparities in income per worker across countries.
include human capital the Solow model can explain nearly 80 per cent of the cross-country variation in income per capita. As such, my framework focuses on the dynamics of the human-capital augmented Solow model and its conclusions\(^{10}\).

2.2 *The Augmented Solow Model*\(^{11}\)

I assume an aggregate production function of the form Cobb-Douglas with Harrod-neutral technological progress\(^{12}\)

\[
Y = K^\alpha H^\beta (AL)^{1-\alpha-\beta}, \quad \alpha > 0, \beta > 0, \alpha + \beta < 0
\]

where output, \(Y\), can be raised through physical capital, \(K\), human capital, \(H\), or technological progress, \(A\), which in effect, increases the efficiency of each unit of labour, \(L\). All available labour input is utilized such that the supply of labour grows at the same exogenous rate \(n\) as population

\[L = L_0 e^n\]

Technology is given by

\[A = A_0 e^g\]

and grows at exogenous rate \(g\).

Given constant returns to scale, I can divide the production function by \(AL\) so Equation 1 simplifies to

\[
y = k^\alpha h^\beta
\]

where \(y = Y/(AL)\), \(k = K/(AL)\), and \(h = H/(AL)\). Equation 2 states that in efficiency units, output per labour is a function of the physical capital-labour ratio and the human capital-

---

\(^{10}\) The dynamics and predictions of the human-capital augmented Solow model are identical to the Solow model without human capital.

\(^{11}\) This section draws from my lecture notes of Demers (September 30, 2003). See Bibliography for complete citation.

\(^{12}\) There are three alternative ways to introduce technological progress into the production function: Harrod-neutral, Hicks-neutral or capital-augmenting. In general, technological progress must be Harrod-neutral to ensure that the dynamics of the Solow model settles to a steady state, however, in the special case of Cobb-Douglas, the specification of technological progress does not alter the results of the model.
labour ratio. Therefore, I turn to the derivation of the evolutions of \( k \) and \( h \) to extract the predictions of the model.

As with standard consumption models output can be either consumed or saved. Total savings is a fixed proportion of output, \( sY \), and equal to total investment, \( I \), whereby the marginal propensity to save, \( s \), includes investment in physical and human capital. Investment in physical capital is defined as the sum of net investment – new additions to the stock of capital assets, plus replacement investment – the amount of capital investment required to maintain capital at its previous level due to the depreciation of existing capital assets. Therefore

\[ s_k Y = \dot{K} - \delta K; \quad \delta > 0, \; 1 > s_k > 0 \]

or

\[ \dot{K} = s_k Y - \delta K \]

where the share of resources available for physical capital investment, \( s_k \), and the depreciation rate, \( \delta \), are fixed and exogenous, and the dot over the variable denotes its derivative with respect to time. In efficiency units, physical capital is given by

\[ k = s_k y - \frac{\dot{K}}{AL} \]

The change in physical capital in efficiency units is found by taking the derivative of \( K/AL \) with respect to time. So

\[ \dot{k} = \frac{d(K/AL)}{dt} \]
\[ = \frac{\dot{K}}{AL} - (n + g)k \]

Rearranging Equation 3 and substituting for \( \dot{K}/AL \), I arrive at

\[ \dot{k} = s_k y - (n + g + \delta)k \]

Similarly, human capital accumulation is given by

\[ \dot{H} = s_h Y - \delta H; \quad \delta > 0, \; 1 > s_h > 0 \]
or inefficiency units

\[ h = s_H y - (n + g + \delta)h \]

where \( s_H \) denotes the share of resources available for human capital investment, which is fixed and exogenous, and where the stock of human capital depreciates at the same rate as physical capital. Therefore, physical capital and human capital have the same production function. So what do Equations 4 and 5 reveal about the growth process? Capital per effective unit of labour, and thus output per effective unit of labour, depends on the difference between savings and replacement investment, which is now extended to include additions to capital due to population growth and technological progress. When savings exceeds replacement investment, capital increases. The converse is true when savings falls short of replacement investment. Therefore, regardless of the initial level of capital per effective unit of labour, a long-run equilibrium or steady-state (*) is reached when

\[ k^* = \left( \frac{s_k^{\alpha} s_h^{\beta}}{(n + g + \delta)} \right)^{1/(1-\alpha-\beta)} \]

and

\[ h^* = \left( \frac{s_k^{\alpha} s_h^{1-\alpha}}{(n + g + \delta)} \right)^{1/(1-\alpha-\beta)} \]

The evolution of \( k \) and \( h \) is found by taking the first and second derivatives of Equations 6 and 7. So

\[
\frac{dk}{dh} > 0; \quad \frac{d^2k}{dh^2} < 0 \\
\frac{dh}{dk} > 0; \quad \frac{d^2h}{dk^2} > 0
\]

Figure 2 illustrates their locus of points.
In this model, the economy will be globally stable (i.e. converge to pt E) since

\[
\frac{dk}{dh} = \beta s_k k^\alpha h^{\beta - 1} > 0
\]

and

\[
\frac{dh}{dh} = \alpha s_h k^{\alpha - 1} h^\beta > 0 \quad \text{s}
\]

This means that no matter what the initial conditions are, the evolution of capital is such that the economy converges to a steady-state.

To assess the model's prediction on the long-run behavior of output per worker, I simply rearrange Equation 2 to get

\[ [8] \quad \frac{Y}{L} = Ak^\alpha h^\beta \]

So variations in output per worker are a function of differences in capital inputs and technological change\(^{13}\).

\(^{13}\) Since \(k^*\) and \(h^*\) are constant in the steady-state, sustainable increases in output per unit of labour is driven by productivity or technological progress only.
3. Growth Accounting

Solow (1957) presents what he describes as "an elementary way" (p. 312) to decompose the aggregate production function into factor inputs and technical change. Otherwise known as growth accounting, it is a technique that lends itself as a useful tool to empirically test models of neoclassical growth and to better understand the relative contribution of each factor input to economic growth. I make use of Solow's growth accounting technique to develop my model here except the exercise is performed across provinces rather than over time.14

Following H&J (1999), I assume the provinces have identical Cobb-Douglas production technologies with competitive factor markets.15 The productive capacity for each province, i, is given by

\[ Y_i = K_i^\alpha (A_i H_i)^{1-\alpha}; \quad 1 > \alpha > 0 \]

where \( Y \) is output, \( K \) and \( H \), respectively, are the stocks of physical and human capital, and \( A \) is a labour-augmenting measure of productivity. Human capital is homogenous within a province. People accumulate human capital by spending time learning new skills through education. So

\[ H_i = e^{\phi(S)} L_i; \quad \phi > 0 \]

where \( S \) is years of schooling and \( \phi(S) \) is some piecewise linear function that provides a measure of the efficiency of each unit of raw labour, \( L \). Here, schooling increases the amount of input each unit of labour provides for production

---

14 Across 135 countries, Easterly and Levine (2001) report a correlation of only 0.08 between income per capita growth in 1977-92 with 1960-1976. This suggests that the economies being studied are not in their respective steady-states, however, this does not pose a problem for growth accounting in levels.

15 In competitive markets, factors are paid their marginal products. Thus

\[ w = MP_L = \frac{\partial Y}{\partial L} = (1 - \alpha) \left( \frac{K}{L} \right)^\alpha \left( A e^{\phi(S)} \right)^{1-\alpha} \]

\[ = (1 - \alpha) \frac{Y}{L} \]

and

\[ r = MP_K = \frac{\partial Y}{\partial K} = \alpha \left( \frac{AK}{K} \right)^{1-\alpha} \]

\[ = \alpha \frac{Y}{K} \]

where \( w \) is the real wage paid to labour and \( r \) is the real rental price paid to capital.
\[ \frac{d \log(H)}{dS} = \phi \]

where \( \phi \) is equal to the rate of return to schooling from a Mincerian-wage regression. Note that if no time is devoted to education (i.e. \( S = 0 \)), then \( H = L \).

I am interested in output per worker rather than output. I adhere to the algebraic manipulation of Romer (2001, p.138-139) and divide both sides of the production function by \( L \), and then take logs to arrive at

\[ [10] \quad \ln \frac{Y_i}{L_i} = \alpha \ln \frac{K_i}{L_i} + (1 - \alpha) \ln \frac{H_i}{L_i} + (1 - \alpha) \ln A_i \]

H&J (1999) point out that the impact on output per worker from a shock to \( A \) would be attributed to the pure effect of technical change and capital per worker. In order to separate the contributions from \( A \) from those generated by capital inputs alone, Romer explains that the authors subtract \( \alpha \ln(Y/L) \) from both sides of Equation 10, which simplifies to

\[ [11] \quad \ln \frac{Y_i}{L_i} = \frac{\alpha}{1 - \alpha} \ln \frac{K_i}{Y_i} + \ln \frac{H_i}{L_i} + \ln A_i \]

As \( A \) is the only variable that is not directly measurable, I rewrite Equation 11 to solve for \( A \), which is commonly referred to as a "measure of our ignorance"\(^{17}\).

4. THE BASIC DATA SET

I introduce the basic data set for the provinces here. In an effort to abstract inadvertent differences in my results arising from the measurement of parameters and year of analysis, these variables approximate those of H&J (1999).

\(^{16}\) This assumption draws from microeconomic evidence of diminishing returns to schooling and survey data reported in Psacharopoulos (1994).

\(^{17}\) This term was coined by Standford economist Moses Abramowitz.
4.1 Output

Output estimates are drawn from the Provincial Economic Accounts (PEA), valued at market prices, and normalized to exclude natural resource endowments of a province. The closest approximation for the Canadian provinces is to subtract from Gross Domestic Product (GDP) the value-added share of output from North American Industry Classification System (NAICS) code 21, Mining and Oil and Gas Extraction\(^{18}\). H&J (1999) argue that this correction is necessary to control for the upward bias in productivity estimates in oil rich countries. They add that this adjustment does not change their empirical results, however, as I show later in the paper, my results are quite sensitive to the exclusion of the mining, oil, and gas sector and more generally primary industries. The non-uniformity of natural resource endowments across the provinces, especially oil and gas, is a factor in the result.

I use data on GDP reported in real dollars to isolate for volume differences from those attributable to differences in the price of goods among the provinces. Statistics Canada produces two such measures. The first is based on the Laspeyres method only and values quantities in 2002 dollars. The second is based on the chain fisher volume index, calculated as the geometric mean of the Laspeyres and Paasche indexes. While the latter estimates are superior and preferred by Statistics Canada, the non-additive nature of chain index estimates, which also increase as you diverge from the base year, leads me to use current dollars to calculate the natural resource share of each province. My study is otherwise carried out using PEA estimates in 2002 constant dollars.

4.2 Labour Input

H&J (1999) explicitly identify hours worked as the preferred labour input variable, however, lack of available data for most countries direct their study in per worker terms. As a best approximation I use total employment for the population 15+ from the Labour Force Survey (LFS) and introduce hours worked in the next section.

\(^{18}\) Data for NAICS code 21 is suppressed from 1984 to 1994 in PEI and from 1984 to 1996 in NFLD, NB, MB, and SK due to confidentiality. I make the naïve assumption that missing data points are negligible in magnitude. This assumption has the effect of attributing to output per worker, a larger contribution from the Solow residual or productivity.
4.3 *Physical Capital*

H&J (1999) take national income and product accounts data from the Penn World Tables Mark 5.6 to construct a time series of fixed capital stock. Using all available data on investment the authors first estimate the initial level of capital stock and then apply the perpetual inventory method to determine the level of capital stock for 1988.

Following H&J (1999), I calculate the initial level of capital stock for each province as

\[ K_t = \frac{I_t}{(g + \delta)} \quad t = 0 \]

where \( t = 0 \) is the first year of available data on real investment, \( I_t \), and \( g \) is the average geometric growth rate of investment from time, \( t = 0 \) to 1970. The depreciation rate, \( \delta \), is set equal to 6.0 per cent. I then apply the perpetual inventory method, which takes the existing level of capital stock less depreciation and discards, and adds to it, current net investment. Specifically, the net stock of real capital, \( K_n \), is constructed according to the following expression

\[ K_t = I_t + K_{t-1}(1 - \delta) \]

where \( t = 1956 \) to 2006 and the rate of depreciation is 6.0 per cent.

Investment, defined here from the perspective of expenditure-based output, consists of business gross capital formation and business investment in inventories. Investment figures from the PEA parallels the series used by H&J (1999), but is only available from 1981 onwards\(^{19}\). Therefore, I create a proxy measure for business investment by summing data on gross capital formation and inventories from alternate sources. In particular, I combine data on investment in residential capital\(^{20}\) and unpublished data on fixed non-residential capital.

---

\(^{19}\) Provincial data prior to 1981 were not subject to the historical revision of 1997 which involved methodological, conceptual and statistical changes to various components of GDP, and do not incorporate revisions since then or changes that were adopted in the Canada's System of National Economic Accounts.

\(^{20}\) Investment in fixed residential capital in not available by NAICS, but it is suitable to assume residential investment by government is negligible. I thank Étienne Saint-Pierre from Statistics Canada Investment and Capital Stock Division for his input.
from Statistics Canada\textsuperscript{21}, which is available from 1941 and 1955, respectively, for gross capital formation. For business investment in inventories, I use available PEA estimates from 1981. For data points prior to 1981, I apply the provincial share of national business investment in inventories\textsuperscript{22} using data published in the PEA historical issue. Since total provincial investment figures are benchmarked to the National Income and Expenditure Accounts, this enables me to create a relatively consistent time series beginning in 1961. The reader should note that by construction, earlier estimates of investment expenditures represent a diminishing share of the current level of capital stock\textsuperscript{23}. As such, any erroneous measurement of business inventories should have little influence on my proxy for business investment, and thus the level of capital stock in 1988.

\subsection*{4.4 Human Capital}

Human capital is an abstract concept and therefore cannot be measured directly. Instead it is measured via a proxy. H\&J (1999) take as human capital the educational attainment for the population 25+ as reported in Barro and Lee (1993). Unfortunately I am unable to replicate Barro and Lee's approach to construct average years of schooling\textsuperscript{24} for the provinces due to

---

\textsuperscript{21} I thank Mychèle Gagnon from Statistics Canada Investment and Capital Stock Division for providing these unpublished estimates at my request.

\textsuperscript{22} I thank Giovanni Salvatore from Statistics Canada Income and Expenditure Accounts Division for this suggestion. This approach far from ideal, but it is inferior to neglect changes in inventory investment given its close association with the business cycle.

\textsuperscript{23} By recursion

\begin{align*}
K_t &= I_t + K_{t-1} (1-\delta)^2 \\
&= I_t + I_{t-1} (1-\delta) + I_{t-2} (1-\delta)^2 + K_{t-3} (1-\delta)^3 \\
&\vdots \\
&= I_t + I_{t-1} (1-\delta) + I_{t-2} (1-\delta)^2 + \cdots + I_{t-n} (1-\delta)^n + K_{t-n+1} (1-\delta)^{n+1}
\end{align*}

which simplifies to

\begin{align*}
K_t &= \sum_{p=0}^{t-1} I_{t-p} (1-\delta)^p + K_0 (1-\delta)^t
\end{align*}

\textsuperscript{24} Specifically, Barro and Lee (1993) calculate average years of schooling as

\begin{align*}
\text{Average years of schooling} &= \text{DUR}_p \left( \frac{1}{2} h_{ip} + h_{ip} \right) + \left( \text{DUR}_p + \text{DUR}_{s1} \right) h_{is} + \left( \text{DUR}_p + \text{DUR}_{s1} + \text{DUR}_{s2} \right) h_{cs} \\
&\quad + \left( \text{DUR}_p + \text{DUR}_{s1} + \text{DUR}_{s2} + \text{DUR}_{s3} \right) h_{is} + \left( \text{DUR}_p + \text{DUR}_{s1} + \text{DUR}_{s2} + \text{DUR}_{s3} \right) h_{ch}
\end{align*}

where $h$ is the share of the population for which $j$th level of schooling is the highest attained: $j = ip$ for incomplete primary, $i$ for complete primary, $is$ for the first cycle of secondary, $cs$ for the second cycle of secondary, $ih$ for incomplete higher, and $ch$ for complete higher; and $\text{DUR}_i$ is the duration in years of the $i$th
lack of detail contained in the Census of Canada Public Use Microdata Files for Individuals. As such, I use schooling data from the Census of Canada publication for the population 25+.

H&J (1999) take returns to schooling estimates from Psacharopoulos (1994). Analogous to the Mincerian rate of return in the Sub-Saharan Africa region, S below four years is set equal to 13.4 per cent, S between four and eight years to 10.1 per cent, equivalent to the world average, and S above eight years to 6.8 per cent, the average for OECD countries. I apply the same rates of return for the provinces and experiment with varying returns to schooling estimates in the next section.

4.5 Parameter α

The parameter α in Equation 9 equals the share of income paid to capital. I keep to H&J (1999) and use a benchmark value for α of one-third based on the national income accounts in the U.S.

level of schooling based on the United Nations Educational, Scientific and Cultural Organization (UNESCO) classification: i = p for primary, s1 for the first cycle of secondary, s2 for the second cycle of secondary, and h for higher.

National income is the sum of labour income and capital income

\[ y = w_i + rK \]

so the share of capital income in total income is given by

\[ \frac{r}{y} \]

Recall that factors are paid their marginal products or in the case of capital

\[ r = MPK_1 \]

As such

\[ r = \frac{y}{K} \]

Substitution of r from Equation ii into Equation i gives

\[ \frac{r}{y} = \frac{y}{K} \cdot \frac{K}{y} = \frac{K}{y} \]

which simplifies to

\[ \frac{K}{y} = \alpha \]

Therefore the share of income paid to capital, \( \frac{K}{y} \), equals α.
5. RESULTS

5.1 DECOMPOSITION OF OUTPUT PER WORKER

Table 1 presents, for the 10 Canadian provinces in 1988, the decomposition of output per worker into the contributions from capital intensity, human capital per worker, and productivity. Values are shown relative to a benchmark province, Ontario. Expressed in this manner I expect little variation in $A$ across provinces and for all provinces to have a value of $A$ close to one. As well, relative differences in inputs from the benchmark province should capture most of the differences in output per worker.

<table>
<thead>
<tr>
<th>Province</th>
<th>$Y/L$</th>
<th>$(K/Y)^{a/(1-a)}$</th>
<th>$H/L$</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>British Columbia</td>
<td>1.015</td>
<td>1.008</td>
<td>1.015</td>
<td>0.992</td>
</tr>
<tr>
<td>Ontario</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Alberta</td>
<td>0.954</td>
<td>1.343</td>
<td>1.019</td>
<td>0.697</td>
</tr>
<tr>
<td>Quebec</td>
<td>0.910</td>
<td>1.048</td>
<td>0.929</td>
<td>0.935</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>0.896</td>
<td>1.167</td>
<td>0.871</td>
<td>0.881</td>
</tr>
<tr>
<td>Manitoba</td>
<td>0.855</td>
<td>1.049</td>
<td>0.951</td>
<td>0.857</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>0.854</td>
<td>1.050</td>
<td>0.953</td>
<td>0.853</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>0.845</td>
<td>1.258</td>
<td>0.950</td>
<td>0.707</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>0.844</td>
<td>1.018</td>
<td>0.916</td>
<td>0.905</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0.756</td>
<td>0.971</td>
<td>0.942</td>
<td>0.827</td>
</tr>
<tr>
<td>Average</td>
<td>0.893</td>
<td>1.091</td>
<td>0.955</td>
<td>0.866</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.079</td>
<td>0.124</td>
<td>0.046</td>
<td>0.103</td>
</tr>
<tr>
<td>Correlation with $Y/L$ (logs)</td>
<td>1.000</td>
<td>0.137</td>
<td>0.553</td>
<td>0.385</td>
</tr>
<tr>
<td>Correlation with $A$ (logs)</td>
<td>0.385</td>
<td>-0.802</td>
<td>-0.056</td>
<td>1.000</td>
</tr>
<tr>
<td>2 richest (BC-ON) / 2 poorest (NB-PEI)</td>
<td>1.261</td>
<td>1.010</td>
<td>1.084</td>
<td>1.151</td>
</tr>
</tbody>
</table>

The mean and standard deviation of the contribution from productivity to differences in output per worker are shown in the bottom of Table 1. Since differences in social infrastructure in Canada are generally small, differences in productivity from that of Ontario should likewise be small. Respectively, the mean and standard deviation is 0.866 and 0.103. In comparison, H&J (1999) report a mean and standard deviation of 0.516 and 0.325, respectively, for their 127-country sample. This suggests that across Canada productivity, or implicitly social infrastructure, is comparatively close to that of Ontario and much less variable. In spite of this, the relative contributions from factor inputs and productivity by province lead to inconsistent results. According to the table, output per worker in British
Columbia is slightly higher than Ontario. Capital intensity is the same in the two provinces, but human capital per worker is slightly higher in British Columbia so productivity is the same as that in Ontario. The remaining provinces have lower levels of output per worker. Nova Scotia, New Brunswick, Prince Edward Island, Newfoundland and Labrador, Quebec, and Manitoba have higher physical capital intensity than Ontario, but educational attainment is lower. As such, productivity levels are slightly lower than that of Ontario. The results for Saskatchewan and Alberta, however, are counterintuitive. Output per worker in Saskatchewan is about 84 per cent of that in Ontario and in Alberta around 95 per cent. Despite the high capital intensity in both provinces about 35 percentage points of the difference in output per worker is attributable to lower productivity.

The bottom of Table 1 also compares output per worker in the two richest provinces (British Columbia and Ontario) with the two poorest provinces (New Brunswick and Prince Edward Island). Differences in capital intensity contributes a factor of 1.01 (or 4.9 per cent based on a log difference) and human capital per worker a factor of 1.084 (or 34.8 per cent)\textsuperscript{26}. The factor from productivity is the largest at 1.151. If the provinces all had the same level of productivity, output per worker in British Columbia and Ontario would be just 9.5 per cent higher than New Brunswick and Prince Edward Island instead of 26.1 per cent. This indicates that differences in productivity are in fact sizeable. I repeat the analysis for 2002 and reach similar conclusions. For the same rich-poor provincial pair, capital intensity contributes a factor of 1.007, human capital a factor of 1.079, and productivity a factor of 1.139.

Figure 3 shows productivity levels (from Table 1) plotted against output per worker for the 10 provinces in 1988. Economic and institutional differences are certainly less pronounced in a federation such as Canada. If H&J (1999) are correct I expect the correlation between productivity and output per worker to be small. The correlation (in logs) is modest at 0.385. On the other hand, the coefficient of determination, $R^2$, is 16.9 per cent which suggests that only a small proportion of the total variance in output per worker is explained by productivity differences.

\textsuperscript{26} I take the geometric average for calculations for the two rich-poor provincial pair.
The cross-correlations are also a surprise (reported at the bottom of Table 1). The correlation between estimates of ln(H/L) and lnA is close to zero (p=-0.056) and the correlation between estimates of [α/(1−α)]ln(K/Y) and lnA is negative (p=-0.802) ! The correlation between the two capital terms is 0.072. There are two possible interpretations for these results. The contribution from capital accumulation could be overstated due to measurement error or more debatable, there are negative externalities to capital and the factors that affect capital accumulation beyond social infrastructure are also important. Overall, the results for the Canadian provinces appear suspect.

5.2 SUCCESS MEASURES OF VARIATION

I follow Caselli (2004) to assist with the deliberation of my findings above and consider two supplementary measures of success, where success agrees with the premise of H&J (1999). The measures compare the observed variation between factor inputs against the observed variation in output per worker. The first measure of success is based on the general formula for variance decomposition; the second is an inter-percentile differential. In the words of Caselli, they answer the question, “What would the dispersion of income be if all countries had the same A” (p.10)? The form of the question is quite ideal for the purpose of assessing the merit of social infrastructure in explaining provincial income differences in Canada.
For the variance decomposition I first take Equation 9 and express capital as a share of labour rather than output to isolate the influence \( A \) has on \( Y \). So

\[
[12] \quad \frac{Y}{L} = A^{(1-a)} \left( \frac{K}{L} \right)^a \left( \frac{H}{L} \right)^{(1-a)}
\]

or

\[
\frac{Y}{L} = A^{(1-a)} X
\]

where \( X \) is a composite of the two capital intensities. I then take the variance of Equation 12 to arrive at

\[
[13] \quad \text{var}[\log(y)] = \text{var}[(1-\alpha)\log(A)] + \text{var}[\log(X)] + 2 \text{cov}[(1-\alpha)\log(A), \log(X)]
\]

If social infrastructure drives productivity differences, then for the Canadian provinces

\[
\text{var}[\log(A)] = \text{cov}[(1-\alpha)\log(A), \log(X)] = 0
\]

and Equation 13 simplifies to\(^{27}\)

\[
[14] \quad \text{success}_i = \frac{\text{var}[\log(X)]}{\text{var}[\log(y)]}
\]

If \( \text{success}_i \) equals one, the variation in factor inputs can explain all of the variance in output per worker, and thus provides support for H&J (1999).

The inter-percentile differential arises from percentile ratios commonly used in literature that analyze income inequality. Percentile ratios measure the extent of dispersion by directly comparing the “haves” – the upper cut-off value of the observations at some \( p^{th} \) percentile – against the “have nots” – the lower cut-off value of observations at some \( p^{th} \) percentile. The reader should note that while percentile ratio has the advantage of minimizing measurement error arising from outliers at the very top or very bottom of the distribution, it only looks at two distinct data points so care must be taken when interpreting the ratios, particularly in small samples where the distribution is more likely to be skewed and it becomes less compelling as a measure of dispersion.

\(^{27}\) Klenow and Rodriguez-Clare (2001) instead split the covariance term equally to \( \ln(X) \) and \( \ln(A) \).
I use a 90/10 percentile dispersion ratio to determine the extent to which the observed variation between factor inputs explains the observed variation in output per worker. So

\[ \text{success}_2 = \frac{y_{KH}^{90} / y_{KH}^{10}}{y_{90} / y_{10}} \]

where \( y^p \) is the value of the \( p^{th} \) percentile. The value of \( \text{success}_2 \) has the same interpretation as \( \text{success}_1 \).

I report my results in Table 2. The fraction of variance explained by observed endowments for \( \text{success}_1 \) is 0.966. For \( \text{success}_2 \), it is 1.003. Therefore by either measure the variation in factor inputs can basically explain all of the variation in output per worker. The results also support a priori the relative homogeneity of social infrastructure across Canada.

<table>
<thead>
<tr>
<th>Table 2 - Success measures of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>var[log(y)]</td>
</tr>
<tr>
<td>var[log(y_{90})]</td>
</tr>
<tr>
<td>( \text{success}_1 )</td>
</tr>
</tbody>
</table>

I argue against the robustness of the basic data set used by H&J (1999) and show in the next section that my results using the decomposition framework are quite sensitive to the measurement of parameters.

6. The Expanded Data Set

This section conducts a number of robustness checks. In particular, I discuss some of the assumptions and data quality issues of the basic data set and experiment with alternate measures of the parameters to test the sensitivity of my results and debunk some of the counterintuitive findings noted in the previous section.
6.1 Output

The motivation of H&J (1999) to exclude from GDP value added in the mining industry is subject to question. If the underlying rationale for this adjustment is correct it should extend to all industries with abundant natural resources. More importantly, any normalization to output should also apply to factors of production generally. I examine the sensitivity of my results to the former point only due to the lack of available data on educational attainment by North American Industry Classification System (NAICS).

As a proxy for the natural resource endowments of a province, I combine NAICS code 21, Mining and Oil and Gas Extraction, and NAICS code 11, Agriculture, Forestry, Fishing and Hunting. The results based on the decomposition framework are presented in Table 3.

<table>
<thead>
<tr>
<th>Table 3 - Decomposition of output per worker excluding natural resources: Ratios to Ontario values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution from</td>
</tr>
<tr>
<td>Ontario</td>
</tr>
<tr>
<td>British Columbia</td>
</tr>
<tr>
<td>Alberta</td>
</tr>
<tr>
<td>Quebec</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
</tr>
<tr>
<td>Manitoba</td>
</tr>
<tr>
<td>Nova Scotia</td>
</tr>
<tr>
<td>New Brunswick</td>
</tr>
<tr>
<td>Saskatchewan</td>
</tr>
<tr>
<td>Prince Edward Island</td>
</tr>
<tr>
<td>Average</td>
</tr>
<tr>
<td>Standard deviation</td>
</tr>
<tr>
<td>Correlation with Y/L (logs)</td>
</tr>
<tr>
<td>Correlation with A (logs)</td>
</tr>
<tr>
<td>2 richest/poorest (BC-ON/NB-PEI)</td>
</tr>
</tbody>
</table>

There are several observations worth noting. First, the correlation between the observed values of ln(Y/L) and the residual values of lnA is substantial (p=0.588). Second, the average and standard deviation of the contribution from productivity differences to output per worker indicate comparatively greater differences in social infrastructure among the 10 provinces. Third, differences in productivity contribute even more to income differences. The difference in output per worker for the same rich-poor provincial pair (i.e. BC and NB-
PEI) rises to 1.306 (1.261 in 2002). Productivity contributes a factor of 1.213 (1.379 in 2002) while differences in capital intensity contributes a factor of 0.993 (0.847 in 2002). On a log scale this translates to a contribution from productivity differences of 72.4 per cent! Here, output per worker in the two rich provinces would be only 7.7 per cent higher than the two poor provinces with no difference in total factor productivity.

I summarize the success measures in Table 4. Success$_1$ falls to 0.661 (0.591 in 2002) and success$_2$ to 0.943 (0.981 in 2002). Altogether, the exclusion of natural resources from the analysis results in even less support for H&J (1999).

<table>
<thead>
<tr>
<th>Table 4 - Success measures of variation excluding natural resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>var[log(y)]</td>
</tr>
<tr>
<td>var[log(y_{01})]</td>
</tr>
<tr>
<td>success$_1$</td>
</tr>
</tbody>
</table>

The reason for this is straight forward. Certainly provinces differ in terms of their natural endowments. This is reflected in part by the importance of the natural resources sector to provincial GDP, particularly for Alberta and Saskatchewan\(^ {28}\). Apart from differences in industry-mix, some sectors are also intrinsically more or less productive than other industrial sectors\(^ {29} \)\(^ {30} \). For example, relative to Ontario, Saskatchewan and Alberta enjoy productivity advantages in the *Natural Resources*\(^ {31} \) and *Agriculture, Fishing and Trapping* sectors that largely offset its poor relative performance elsewhere (Baldwin, Maynard, Sabourin, and Zietsma, 2001; Sabourin and Zietsma, 2001). *Ceteris paribus*, the exclusion of value-added GDP from the natural resource sectors translate to lower output per worker. At the same time, the capital intensity of provinces with abundant natural resources rises relative to that

---

\(^{28}\) Beine and Coulombe (2003) capture the degree of dependency of an economy on natural resources using a ratio of primary production to manufacturing output (PM ratio). For Saskatchewan and Alberta, the PM ratio values were 2.06 and 1.14, respectively.

\(^{29}\) While it is true that the industrial structure of a region or country can play a role in accounting for differences in labour productivity, Baldwin, Maynard, Sabourin, Zietsma (2001) document that real productivity differences of specific industry sectors are generally more important than industry-mix differences in explaining differences in business sector productivity across provinces.

\(^{30}\) Caselli (2004) analyzes efficiency differences between the agriculture and non-agriculture sectors and finds that the sectoral composition of a country accounts for only a small fraction of the overall variation in efficiency.

\(^{31}\) Here, the natural resources sector includes the forestry, mining, and oil and gas industries only.
of Ontario. The net effect places productivity differences further from the benchmark province of Ontario as it removes the ‘real’ influence of differences in productivity from the analysis. Therefore, unlike the finding of H&J (1999), my results are quite sensitive to the exclusion of natural resources.

In light of the anomalies noted above I set as my baseline case the results based on total GDP, found in Tables 5 and 6. The conclusions stand essentially unchanged from Section 5. Productivity differences still contribute the largest factor to differences in output per worker between the two richest provinces and two poorest provinces. In this instance, differences in productivity account for 45.2 per cent of income differences. For the success measures, success1 falls to 0.440 and success2 to 0.941 where the considerable decline in success1 is attributable in large part to the performance of value-added GDP from the oil and gas sector in Alberta.

<table>
<thead>
<tr>
<th></th>
<th>Y/L</th>
<th>(K/Y)α/(1-α)</th>
<th>H/L</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>1.165</td>
<td>1.215</td>
<td>1.019</td>
<td>0.941</td>
</tr>
<tr>
<td>British Columbia</td>
<td>1.036</td>
<td>0.998</td>
<td>1.015</td>
<td>1.023</td>
</tr>
<tr>
<td>Ontario</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Quebec</td>
<td>0.904</td>
<td>1.051</td>
<td>0.929</td>
<td>0.926</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>0.881</td>
<td>1.177</td>
<td>0.871</td>
<td>0.859</td>
</tr>
<tr>
<td>Manitoba</td>
<td>0.840</td>
<td>1.058</td>
<td>0.951</td>
<td>0.836</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>0.840</td>
<td>1.059</td>
<td>0.953</td>
<td>0.831</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>0.831</td>
<td>1.269</td>
<td>0.950</td>
<td>0.689</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>0.830</td>
<td>1.027</td>
<td>0.916</td>
<td>0.882</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0.743</td>
<td>0.979</td>
<td>0.942</td>
<td>0.806</td>
</tr>
<tr>
<td>Average</td>
<td>0.907</td>
<td>1.083</td>
<td>0.955</td>
<td>0.879</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.125</td>
<td>0.101</td>
<td>0.046</td>
<td>0.098</td>
</tr>
<tr>
<td>Correlation with Y/L (logs)</td>
<td>1.000</td>
<td>0.205</td>
<td>0.672</td>
<td>0.703</td>
</tr>
<tr>
<td>Correlation with A (logs)</td>
<td>0.703</td>
<td>-0.492</td>
<td>0.454</td>
<td>1.000</td>
</tr>
<tr>
<td>2 richest (AL-BC) / 2 poorest (NB-PEI)</td>
<td>1.399</td>
<td>1.099</td>
<td>1.094</td>
<td>1.164</td>
</tr>
</tbody>
</table>

In subsequent analyses, I focus on the estimates of the rich-poor provincial pair and highlight supplementary statistics where appropriate. The reader should note that Alberta now replaces Ontario as one of the rich provinces. I rely also on success1 and success2 as complementary measures of success.
### Table 6 - Success measures of variation based on total GDP

<table>
<thead>
<tr>
<th>var[log(y)]</th>
<th>(y_90 / y_10)</th>
<th>1.277</th>
</tr>
</thead>
<tbody>
<tr>
<td>var[log(y_90)]</td>
<td>(y_9001 / y_1990)</td>
<td>1.203</td>
</tr>
<tr>
<td>success_1</td>
<td>success_2</td>
<td>0.941</td>
</tr>
</tbody>
</table>

### 6.2 Hours Worked

The most accepted labour input variable for measuring differences in productivity is hours worked per employed person. There are several motivations for using hours worked rather than employment. First, estimates of employment do not necessarily capture changes in labour required for production. For example, firms may reduce the number of hours worked rather than layoff workers during periods of lower demand resulting in estimation bias of true labour usage. Second, conventional measures of employment do not capture the decline in the volume of work arising from holidays, vacation, sick leave and other types of leave.

Statistics Canada collects monthly data on actual hours worked by way of the Labour Force Survey (LFS). Here, annual figures are simply the 12-month average of actual hours worked by all persons who were employed during the reference week. A more accurate measure of actual hours worked, and one that is consistent with the System of National Accounts (SNA) and the International Labour Organization (ILO), is data from the Canadian Productivity Accounts (CPA). Here, estimates of hours worked during the 12 reference weeks of the LFS year are interpolated for the other weeks of the year. Adjustments are then made to add back in hours lost due to statutory holidays and sporadic events (e.g. strikes, Ontario’s power outage in 2003), and to account for the day of the week in which each year begins and ends. The CPA also adjusts data on employment to account for multiple-job holders, workers absent from work without pay during the reference week and excluded LFS persons to arrive at a measure of the volume of hours worked.
I use unpublished data for the volume of hours worked provided by the Productivity Measures Division at Statistics Canada. With it, output per worker in the two rich provinces (Alberta and British Columbia) is 1.427 times higher than output per worker in the two poor provinces (New Brunswick and Prince Edward Island), a small increase from the baseline value and all of which is attributable to $A$. The two success measures are consistent with this result; success$_1$=0.406 and success$_2$=0.905. So while the volume of hours worked is in principle a better measure of labour input than employment, the change in the results are minimal.

6.3 **Measures of Capital Assets**

By construction, there is inherent flexibility in using the perpetual inventory method to generate capital stock estimates. Variances can arise from the initial level of capital stock, gross investment in fixed capital and the depreciation profile. Such flexibility can have an impact on the level of capital stock in any given period and thus affect residual estimates of productivity. This is particularly true in poor countries. For example, Caselli (2004) finds that the choice of the initial level of capital stock has very small persistence, but it is negatively correlated with income per capita. Since poor countries are less likely to satisfy the steady-state condition that motivates the initial capital stock estimate most used by researchers (i.e. $K_t = I_t / (g + \delta)$), it is probable that the initial level of capital is systemically overestimated. Not only does this bias downward the variability of capital stock estimates across countries, it overstates the true correlation between output per worker and productivity.

---

32 I thank Jean-Pierre Maynard from Statistics Canada Productivity Measures Division for providing these estimates at my request. Public data is available from 1997 onwards only.

33 The reader should be aware that the annual provincial program of the CPA is experimental. As such, statistics may lead to erroneous inferences or interpretations.

34 Differences in productivity contribute a factor of 1.187 (or 48.1 per cent).

35 At the same time, it can increase the likelihood of measurement error.

36 To illustrate the latter point, suppose for each country $i$, output per worker (in logs), $y$, is given by the following simple linear equation

\[ y_i = \beta \left( \frac{a}{k_i} \right) + \epsilon_i, \]

where $\beta$ is some constant, $A$ is the error term, and $\bar{a}$ is some constant that provides a measure of the systemic overestimation of true capital stock per worker, $k$; all right-hand side variables are independent. If $\bar{a}>0,$
The Investment and Capital Stock Division at Statistics Canada produces unpublished estimates of net capital stock by province also based on the perpetual inventory method\textsuperscript{37}. These estimates, however, are less likely to suffer from measurement error relative to a cross-country data set. Data used to construct the capital stock series are taken primarily from the Capital and Repair Expenditures survey. The stock of physical assets includes building construction, engineering construction and machinery and equipment (and excludes investment in land and inventories). Three separate estimates of capital stock are produced by Statistics Canada based on varying assumptions about the rate of depreciation – straight-line, geometric and hyperbolic\textsuperscript{38}. The straight-line depreciation method deducts a constant amount each year such that at the end of the estimated service life the asset is no longer available for use, or in other words, its marginal product is zero. With the hyperbolic method, depreciation increases as the asset ages. Here, machinery and equipment is assumed to depreciate more quickly than structures as the former is more likely to adopt efficiency improvements. Lastly, the geometric depreciation method takes into account retirements such that efficiency falls by a constant rate\textsuperscript{39}.

The results using any of Statistics Canada’s estimates of capital stock are encouraging. For the rich-poor provincial pair, the contribution from productivity to differences in output per worker falls dramatically to a factor of just 1.019 (or 5.8 per cent) for the hyperbolic method, 1.026 (or 7.7 per cent) for straight-line, and 1.022 (or 6.6 per cent) for the geometric method. The majority of the income gap is attributable to differences in the accumulation of capital inputs. Physical capital explains between 65.5 per cent and 67.4 per cent and human capital for the remainder. The success measures corroborate these results. Success increases considerably from the baseline case to between 0.890 and 0.941; the inter-percentile ratios decline slightly from the baseline values to between 0.923 and 0.929.

\textsuperscript{37} Capital is systemically overestimated. The upward bias in the measurement of capital, which is more probable in poor countries, lowers \( A \) such that the correlation between \( y \) and \( A \) is overestimated.

\textsuperscript{38} I thank Mychèle Gagnon from Statistics Canada Investment and Capital Stock Division for providing the provincial estimates at my request.

\textsuperscript{39} Retirements are assumed to be normally distributed and truncated so that all retirements occur between 50 per cent and 150 per cent of its average survey-based useful service life.

\textsuperscript{39} Here, depreciation rates equal the declining balance rate divided by mean service life.
The manner in which Statistics Canada treats capital retirements can partly explain these results. According to Coulombe (2000), the truncated pattern for the retirement of capital assets results in higher aggregate effective depreciation rates and an underestimation of the level of capital stock. In effect it increases the variability of capital stock estimates given variability in net investment flows. His analysis show that over the 1961-1997 period, the standard deviation of the growth rate of capital stock in the business sector rose by 1.89 per cent based on the truncated method of depreciation versus 1.10 per cent using comparable U.S figures from the Bureau of Labor Statistics. This translates to a sizeable difference in variability of 54 per cent. Nonetheless, it is evident that the results are quite sensitive to the measurement of capital stock.

Before proceeding to the parameter of human capital, a couple of inadequacies regarding capital stock estimates deserve discussion. The first is related to capital utilization. According to Paquet and Robidoux (2001), only when adjustments are made for varying capacity utilization rates do Canada’s market structure exhibit constant returns to scale and perfect competition. It seems appropriate then to weigh the provincial stock of capital by capacity utilization rates to agree with the assumptions of my model. Statistics Canada publishes quarterly estimates of industrial capacity utilization rates, but it is only available at the national level. The second caveat focuses on the concept of productive capital stock itself. The net stock of capital assets is constructed using acquisition prices as weights, a measure of wealth and thus unsuitable for analyses that utilize a production function. The alternate is a volume index of capital services where an asset of a particular vintage is weighted by the rental price. The use of rental prices also better accounts for changes in the quality of capital since for a given required rate of return, the rental price is higher for higher rates of depreciation. In principle, capital services are a preferred measure due to its consistency with the flow concept of measuring input and output. A study by Harchaoui and Takhani (2002) finds that between 1981 and 2002 the composition of capital in the business sector using the volume index of capital services grew 70 per cent more than the traditional

---

40 The rental price of capital takes into account opportunity cost, the change in market value of an asset, and depreciation.
wealth measure. The difference is substantial. Unfortunately, Statistics Canada does not produce a volume index of capital services by province to assess the impact on my results.

6.4 Measures of Human Capital

6.4.1 Years of Schooling

Recall that my basic data set uses average years of schooling for the population 25+ to proxy the stock of human capital. One can easily argue that the stock of human capital should be based on potential workers such as the labour force rather than the population as a whole. Further, a well-known short coming of using years of schooling is that it does not take into account the quality of education, length of school day or year. Statutory education requirements and the relative homogeneity in education systems in Canada, however, mitigate some of these concerns. Caselli (2004) also documents using various measures of schooling quality (i.e. student-teacher ratios, per student government spending, student test scores, and the stock human capital of previous generations) that "broadening" the measure of human capital translates trivially to the explanatory power of factor inputs. As such, I assess the former point only.

I use the Census of Canada statistics on schooling, tabulated by age group, and interpolate the average years of schooling for the population 15 to 64. This yields success$_1$=0.417 and success$_2$=0.939. At the same time, the factor from human capital declines to 1.071 from 1.094 for the rich-poor provincial pair. By either measure an improvement in the measure of educational attainment worsens the results relative to the baseline case. The reason for this is higher levels of schooling attainment among the younger cohorts of the population, most notably in the Atlantic provinces and Quebec. Thus enlarging the sample to include the population aged 15-24 reduces the education gap across provinces and lowers the relative dispersion in human capital.

---

41 Education falls under provincial jurisdiction in Canada so some differences across education systems can still exist. For example, the duration of compulsory education varies by province. As another example, secondary school ends after 11 years of education in Quebec. High school graduates must then obtain a diploma from a Collège d'enseignement général et professionnel (CEGEP) to further their post-secondary education.

42 One might consider using the percentage of males or the population of both sexes who have achieved at lease one university degree (Coulombe, 2003)
6.4.2 *Rate of Return to Schooling*

Since Hall and Jones' 1999 study, Psacharopoulos (2004) has updated his cross-country survey on returns to schooling estimates to include new and updated figures found in the literature. The negative relationship between returns to schooling estimates and the stage of economic development continues to hold. The latest survey report a return to schooling for the Sub-Saharan Africa region of 11.7 per cent, down 1.7 percentage points from his 1994 study, while the return for OECD countries has risen to 7.5 per cent from 6.8 per cent. The world-average rate of return to schooling stands at 9.7 per cent. Unsurprisingly, applying these revised estimates has only a small effect on the baseline values. For the rich-poor provincial pair, differences in human capital per worker and productivity, contribute factors of 1.071 and 1.189, respectively, to the difference in output per worker. For the success measures, $\text{success}_1 = 0.417$ and $\text{success}_2 = 0.939$.

I augment my analysis by testing the general sensitivity of my results to the parameters of the function $\phi(S)$ except here I assume a constant rate of return to schooling for ease of analysis. Figure 5 plots $\text{success}_1$ and $\text{success}_2$ as functions of $\phi(S)$. The line in the chart represents the Mincerian-based rate of return to schooling estimate for Canada of 8.9 per cent as reported by Psacharopoulos (2004). According to the chart, the rate of return to schooling would have to be around 20 per cent for both success measures to uphold the finding of H&J (1999).
There is general consensus that positive externalities to human capital exists in terms of the flow of knowledge and ideas to the general population. This implies that the social rate of return will be larger than the total rate of return. Moreover, the private rate of return to human capital is higher for Canada because both the federal and provincial levels of government subsidize education\textsuperscript{43}. It seems, then, that this may be a suitable area for further study.

6.5 \textit{Share of Capital}

The parameter $\alpha$ in Equation 9 equals the elasticity of output with respect to capital. In a growth accounting framework it captures the contribution of capital to differences in output per worker. My assumption that the Cobb-Douglas production function has constant returns to scale implies that the value of $\alpha$ and the accuracy with which it is measured can alter the relative importance of factor inputs and the Solow residual in explaining differences in output per worker.

By construction, increasing the contribution of capital to income differences necessarily decreases the contribution from human capital and total factor productivity. Since capital is

\textsuperscript{43} For example, see Vaillancourt (1995).
more variable across the provinces than human capital, one can exploit the variability of capital by assuming higher values of \( \alpha \) and thus increase the explanatory power of factor inputs on the observed variation in output per worker.

Figure 6 plots the sensitivity of varying assumptions for the value of \( \alpha \) on the measures of success. As the value of \( \alpha \) increases both measures of success approach one. Further, the inter-percentile ratio is relatively more sensitive to \( \alpha \). For example, if the capital share is 40 per cent, \( \text{success}_2 \) increases from the baseline value of 0.440 to 0.596 while \( \text{success}_1 \) increases to 0.969 from 0.941. At a capital share of 50 per cent, \( \text{success}_1 = 0.890 \) and \( \text{success}_1 = 1.012 \). Moreover, my analysis using the decomposition framework reveals that if \( \alpha \) is 0.4, the contribution to differences in output per worker from productivity declines from 45.2 per cent in the baseline case to 35.7 per cent, and to 16.8 per cent when \( \alpha \) equals 0.5. Therefore the accuracy of the estimate for \( \alpha \) is indisputably important.

![Figure 5 - Share of capital and success measures](image)

To get a value for \( \alpha \), one can use data on profits as a share of total income or estimate it residually using wage income. Figure 6 shows the capital income share for the 10 provinces using data on wages, salaries and supplementary income from the Provincial Economic Accounts. The series are based on basic prices from 1981 onward and on factor cost prior to 1981; the line in the chart corresponds to the break in the series.
A visual inspection of Figure 6 illustrates that while factor shares are approximately stationary, it is higher that my assumption of one-third. Further, there is substantial inter-provincial variation in the share of capital income so my assumption about identical Cobb-Douglas production technologies across the provinces is easily arguable.

Table 7 reports the average values of $\alpha$ for the 10 provinces between 1981 and 2007. The share of capital income ranges from a low of 39.7 in Nova Scotia to a high 55.9 in Saskatchewan. While these values are notably higher than one-third, they are not implausible. According to Senhadji (2000), among industrialized countries the average value for $\alpha$ is 0.64. Here, he estimates the parameters of the production function using the Fully Modified (FM) estimator, which takes into account serial correlation and the possible endogeneity of the explanatory variables.

---

44 This observation agrees with the steady-state condition.
Table 7 - Values of α

<table>
<thead>
<tr>
<th>Province</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newfoundland and Labrador</td>
<td>45.6</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>43.2</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>39.7</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>40.6</td>
</tr>
<tr>
<td>Quebec</td>
<td>41.6</td>
</tr>
<tr>
<td>Ontario</td>
<td>41.0</td>
</tr>
<tr>
<td>Manitoba</td>
<td>44.7</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>55.9</td>
</tr>
<tr>
<td>Alberta</td>
<td>53.4</td>
</tr>
<tr>
<td>British Columbia</td>
<td>41.7</td>
</tr>
</tbody>
</table>

There are several reasons why factor shares may differ among the 10 provinces. As I note above, provinces may have different forms of production technologies though this is highly unlikely in my sample. Second, factor markets are not perfectly competitive such that there are differences in the marginal product of capital or the real rental rate of capital. Third and a more promising area for further investigation is that $\alpha$ is poorly measured. Gollin (2004) argues that despite common practice to use employee compensation as a measure of labour income, it is conceptually different from labour income. He finds that when self-employment income is accounted for in employee compensation, differences in income shares across countries tend to be approximately constant. In all, there is indication that the measurement of $\alpha$ has a notable effect on the results.

7. **Conclusion**

Across countries, income differences exist. This is also true at the regional level. According to H&J (1999), social infrastructure is the fundamental determinant of differences in capital accumulation, productivity, and thus output per worker. Indeed, it is hard to think that social infrastructure would not be a factor influencing income differences. At the regional level, the importance of social infrastructure in explaining income disparity is a unique story altogether.
My empirical analysis based on the decomposition framework of H&J (1999) and a comparable data set for the Canadian provinces suggests that productivity differences account for a substantial amount of the difference in output per worker. The contribution from productivity is around 60 per cent when comparing the income gap between the two rich provinces and the two poor provinces. Given that social infrastructure is relatively homogenous across Canada, the results are questionable. I make the case that the data set of H&J is far from ideal. A sensitivity analysis reveals that the relative importance of capital inputs and productivity is influenced by the measurement of select parameters of the model. My results hold up to H&J only when official estimates of capital stock from Statistics Canada are used. Here, the differences in output per worker between the two rich provinces and two poor provinces can be explained almost entirely by differences in the accumulation of physical and human capital. The contribution from productivity is in the range of only 5.8 per cent to 7.7 per cent.

My analyses also indicate that the decomposition framework is less feasible for evaluating the merits of social infrastructure in explaining income differences at the regional level. With limited exceptions, complementary tests of variation reveals that the dispersion in physical and human capital accumulation can explain the bulk of observed differences in output per worker. Unexpectedly, this finding also holds true for the basic data set. It may follow that when differences in social infrastructure are small or more generally, when differences in the primary determinant of the Solow residual are small, the decomposition framework can lead to erroneous conclusions so alternative approaches should be considered.

Overall, my results do not imply that social infrastructure should be overruled as a key determinant of income disparity in Canada. A more detailed investigation on the calculation of certain model parameters, however, would be useful. Based on the outcomes of my experiment with alternate parameter measurement, further study and analyses on the estimate of $\alpha$ is one priority area. A second area of value may be the consideration of alternate measures and assumptions for the accumulation of human capital stock, especially since education is highly subsidized in Canada and falls within provincial jurisdiction. On
the whole, I view this paper as a starting point for future empirical work. A fiery debate will likely ensue going forward.
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