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ABSTRACT

This major paper examines two issues: the economic rationale for supporting R&D production and the relative fiscal generosity of provincial governments towards R&D. A framework is developed to measure the marginal effective tax rate on R&D production. Using, a methodology derived by McKenzie (2004, 2007), I find evidence of deeply generous provincial incentives for R&D. I estimate that the provincial and federal governments combine to reduce the marginal user cost of R&D by 94%.
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1 INTRODUCTION

Research and Development (R&D) is widely considered as beneficial in economics. In macroeconomics, it is often seen as the basic ingredient for economic growth. For example, in the Solow growth model, it is the exogenous factor tucked in the Solow residual increasing the steady state level of capital. Similarly, in the Romer model (1990) it is the endogenous engine of growth: increasing the share of the population engaged in R&D contributes to the stock of ideas - leading to permanent increases in the level of technology and greater productivity in the economy. Furthermore, in growth accounting exercises R&D investments help to understand differences in growth rates across economies.

In the context of microeconomics, firms invest in R&D as a competition strategy. Setting aside uncertainty issues, firms compete in R&D not only to reduce costs but also to capture a larger share of industry profits. For example, a firm investing in R&D receives a patent for its invention. In the short run, this property right allows it to create a monopoly. In the longer run, the monopolist/innovator benefits from monopoly profits which it uses to change its market structure through further investments (plants, laboratories, etc.). These changes may lower the innovator’s average unit cost and discourage would-be competitors (Church and Ware, 2000). In a Cournot competition, strategic R&D investments may lead to greater capacity which shifts out the innovator’s reaction function (Brander and Spencer, 1983).

Governments have been providing substantial support for private R&D. Underpinning this generosity is the belief that private R&D yields substantial social returns. In particular, the Canadian federal and provincial governments have been providing a mix of incentives to encourage R&D. The purpose of this major paper is twofold. First, it investigates the economic rationale for R&D incentives. Second, it derives a measure of the government incentives and compares the relative generosity of Canadian provinces. The main findings of this paper are threefold. First, the R&D marginal effective tax rate (METR) is negative in all provinces and territories, indicating
that the tax systems subsidize R&D. In particular, the provincial and federal tax systems combine to reduce the user cost of R&D by 94%. Second, differences across provinces in terms of the size of R&D investment tax credits explain differences in provincial METRs. Specifically, Manitoba is the most generous tax system with its 20 per cent investment tax credit. Eight other provinces provide investment credits ranging from 4.5 per cent in Ontario to 15 per cent in Nova Scotia. Nunavut, the Northwest Territories, Alberta and Prince Edward Island are the least generous provinces in that they do not offer any R&D incentives beyond the federal subsidies. Third, the federal R&D subsidy program accounts for a large portion of the R&D METRs in provinces.

The remainder of the paper is organized as follows. Sections 3 through 5 review the literature on the private/social returns to R&D as well as their policy implications. Section 6 illustrates in detail the treatment of R&D in Canada. Section 7 outlines the methodology of McKenzie (2004, 2007) that I amend to derive the measure of fiscal incentives. I provide a discussion of the results and methodology in sections 8 and 9.

2 THE GAP BETWEEN PRIVATE AND SOCIAL RETURNS TO INNOVATION AND POLICY INCENTIVES FOR R&D

R&D creates innovations, increases productivity, boosts standards of living and raises firm profits. However, conventional wisdom holds that firms should make additional investments in R&D. This begs the question: why do firms underinvest in R&D? The following are selected factors.

First, firms benefit from R&D investments through streams of profits from innovation (Jones, 2002). However, the market does not compensate them for their contribution towards improved productivity of future research. This is the "knowledge spillover" in that firms’ knowledge spills over to other researchers. As a result, firms tend to invest less in R&D than what would be socially optimal. Second, financial constraints may prevent firms from investing in R&D (Mohnen, 2002). Firms may know the potential profitability of marginal investments in R&D, but cannot use this knowledge
as collateral to borrow funds for the investment. This is the “asymmetric information” problem in that the information on the new investment varies from the lender to the borrower. Here again the result is lower than optimal R&D investment. Third, firms do not capture all the rents from innovation (Jones, 2002). Although firms receive patents generating monopoly profits, these profits are less than the gain to society. This is the “social return distortion”. Firms do not take into account the social gains and underinvest in R&D. To summarize, firms underinvest in R&D because they have no incentive to invest beyond the level that maximizes private rents net of private costs.

2.1 Policy Incentives for R&D

Governments generally step in to provide incentives to firms so that they invest in R&D beyond their privately optimal point. The idea is to reduce the cost of R&D investments and induce a socially optimal level of investment. There are, of course, caveats to this logic. First, governments must know the extent to which firms respond to incentives. Second, governments must know fully the extent of the gap between the private return and the social return. With the above information in hand, governments can formulate optimal incentives inducing the optimal level of R&D investments. These incentives can run the gambit from direct support such as grants, loans and contracts to fiscal incentives delivered indirectly to firms through their investment decision (Warda, 1999). For the purpose of the current study, I concentrate on fiscal incentives. These incentives take three forms: tax credits, allowances and rate reductions applying on two classes of expenditures: capital and current. Capital expenditures refer to expenditures on machinery, equipment and facilities (Warda, 1999) while current expenditures refer mainly to wages, materials, supplies etc.

Governments provide fiscal incentives on capital expenditures by allowing firms to depreciate quickly the value of the capital asset according to a declining balance or a straight line (Warda, 1999). This provision benefits firms in that they can reduce their taxable income by deducting the value of their accelerated depreciation. Ultimately, the capital asset has no book value, but continues to be an input in the production process.
Similarly, fiscal incentives on current R&D expenditures take the form of deductions that allow firms to remove a percentage of expenditures from their taxable income. Many governments allow this deduction to reach 100% of current expenditures in the current year. These reduce the user cost of R&D investment.

Firms benefit further from investment tax credits by reducing their after-tax cost on a level or an incremental basis (Warda, 1999). Governments normally allow firms to apply these credits against their income tax payable. For example, a country allowing a combination of allowances, $Z$, and credits, $6$, treats a $1$ R&D investment in the following way. First, taxable income is reduced by $Z$. Second, the credit reduces tax payable by $(1 - 6)$. Firms can generally carry forward these credits over a given amount of years.

Rate reduction refers to the fact that governments may choose to impose lower income tax rates on firms investing in R&D. This approach benefits firms by reducing the amount of the innovation R&D profits which is taxed away.

I have discussed why and how governments subsidize R&D investments. The next relevant step is to discuss the effectiveness of fiscal incentives. The following section presents a review of the literature analyzing the effectiveness of fiscal incentives for R&D.

3 REVIEW OF LITERATURE

Economists widely believe that R&D subsidies help correct market failures, bringing R&D investment closer to its socially optimal level. However, the existence of R&D externalities does not automatically provide a rationale for fiscal incentives such as allowances and credits. For one, private R&D investments must be responsive to these incentives. Furthermore, R&D spillovers must be large enough to offset the costs of the incentives. In fact, conventional wisdom holds that raising taxes to finance R&D incentives creates a welfare cost by distorting economic behaviour. Therefore, whether
tax incentives for R&D are beneficial depends on the magnitude of the spillovers relative
to the associated economic costs. Before applying my own methodology to the analysis
of fiscal incentives, I review the literature on four key variables: the responsiveness of
R&D to tax incentives, spillover benefits flowing from R&D, the cost of raising
distortionary taxes and the extent to which fiscal incentives reduce the cost of R&D.

3.1 Sensitivity of R&D investments

Analysing R&D fiscal incentives requires an understanding of the responsiveness
of private R&D spending to fiscal incentives. The economic evaluation literature points
to two related measures of responsiveness: R&D price elasticity and the incrementality
ratio. The first measures the percentage change of R&D spending by the private sector
for every percentage reduction in the user cost of R&D. The second measures the change
in R&D spending per dollar of tax revenue forgone by the government due to tax
incentives (Treasury Board Secretariat, 1998). I review in this section studies estimating
both measures.

The response of private R&D spending to tax incentives is generally estimated
through survey or econometric analysis. Under the survey method, firms are asked to
estimate the impact of tax incentives on their R&D expenditures. One such survey was
sponsored by the Department of Finance (DoF) and Revenue Canada (RA) in 1997. It
asked 501 Canadian firms how much lower their R&D spending would be in the absence
of tax incentives. The study found that the federal incentives boosted private R&D
spending by 32% and by $1.38 per dollar of tax expenditure. In contrast, other R&D
surveys by Mansfield and Switzer (1985) provide much lower incrementality ratios of
1.02. As is often the case for surveys, certain elements bias estimates. For example, it is
possible that respondents exaggerate the benefits of policies that advantage them.

The most common method of estimating responsiveness of fiscal incentives is
econometric analysis. Econometricians try to explain R&D investment using a set of
variables including: firm size, profitability, cash flow, and industry type and tax parameters. Researchers isolate the marginal impact of changes in tax parameters of R&D spending by including non tax parameters controlling changes in R&D spending resulting from structural characteristics of firms. For example, Hall and Van Reenen (2000) estimate the price elasticity of R&D with respect to the tax credit by regressing the change of business R&D on changes in the user cost of R&D and control variables. Given that the user cost variable was in logs, the coefficient was also the R&D price elasticity – which they use to calculate the incrementality ratio for R&D. They find a price elasticity and an incrementality ratio of -0.6 and 2 percent respectively. Bloom, Griffith and Van Reenen (2002) develop another estimate of responsiveness to R&D fiscal incentives. Using a sample of OECD countries between 1979 and 1997, they develop a measure of user cost of R&D. They then estimate a model with private R&D as the dependant variable along with user cost, output and fixed effects as explanatory variables; instrumental variables capture the endogeneity of the user cost. Bloom et al find that tax incentives have a significant effect on the level of private R&D spending with an elasticity of -0.1 in the short run and -1 in the long run. Another study from McKenzie and Sershun (2005) also uses an OECD sample of countries over the same period. An interesting contribution of the McKenzie and Sershun is its estimation of the impact of the lower marginal cost of production (due to tax incentives) on R&D spending. Their study finds that a 10% decrease of marginal cost increases private R&D spending by 2% in the short run and 7% in the long run.

The majority of R&D price elasticity and incrementality estimates are based on US data. For example, Hall (1993) studies the extent of private sector responses to the incremental federal tax credit that was introduced in 1981 as part of the Economic Recovery Act. The credit subsidizes additional R&D spending exceeding a baseline average. Hall (1993) uses a panel of US firms during the 1980s and finds price elasticity slightly under 1 in the short run and over 2 in the long run. Hall (1993) subsequently separates the regressions into 1980-1985 and 1981-1991 periods and finds that elasticity increases in later periods. Her findings lead to a unique conclusion: it takes firms time to react to the presence of the credits. Hall (1993) goes on to calculate an incrementality
ratio of $2.00 of R&D spending per dollar of government forgone revenue. Other US estimates for the incrementality ratio include Berger (1993) who estimates that tax incentives stimulated $1.25 of R&D spending per dollar of subsidy. Hines (1993) also looks at the R&D spending of US multinationals and finds significant changes surrounding the introduction of the federal credit. He calculates that the tax incentive raises R&D spending by a ratio between $1.20 and $1.80. Other studies using US data find lower incentive responses. For example, Tillinger (1991) uses firm level data from 1980 to 1985 and estimates that tax incentives raise spending by only $0.19. Similarly, McCutchen (1993) finds a slightly higher, but still low, impact between $0.29 and $0.35 per dollar of subsidy. Note however, that the McCutchen and Tillinger studies used older data where firms had not reacted fully to the presence of credits.

To summarize, US private R&D spending was responsive to fiscal incentives. Estimates of the price elasticity and incrementality ratio indicate a positive and rising effect. One reason is that using data spanning over a large number of years allows firms to react to the incentives and captures more accurately firms’ response.

Using Canadian data, Dagenais, Mohnen and Therrien (1997) estimate a large long run price elasticity of -1.09 with a sample spanning from 1975 to 1992. They further estimate that the incentives increase private R&D spending by $0.98 per dollar of revenue forgone. Other Canadian studies also investigate the issue using Canadian data. For example, Lebeau (1996) estimates a similarly low incrementality ratio of 0.9 using industry data from Quebec. Both ratios contrast with the majority of studies using the long run price elasticity to estimate incrementality ratios. In particular Klassen, Pitman and Reed (2004) formulate a unique methodology to derive incrementality ratios by regressing directly the log of R&D spending on the credit rate. Their econometric analysis covered 58 Canadian firms between 1991 and 1997 and finds that one dollar of subsidy stimulates $1.30 in R&D private spending.

Overall, Canadian and American researchers have been able to find that tax incentive stimulate R&D investments in Canada as well as in the US. In fact, the price
elasticity ranges from -0.30 to -1.09 in Canada and -0.12 to -2.00 in the United States. Similarly, the incrementality ratio ranges from $0.98 to $1.38 in Canada and $0.60 to $3.60 in the United States. These findings suggest that private R&D investment is responsive to tax incentives, thus satisfying the first key variable in the analysis of fiscal measures.

3.2 Spillovers

The second key variable for evaluating fiscal incentives is the presence of R&D spillovers. The following lines review the literature on the existence and extent of social returns to R&D. While firms attempt to protect their innovations through secrecy and property rights, the reality of R&D is that, once the idea has been created, other firms can free ride by imitating the innovation. This is one of the main reasons for which social returns on R&D exceed private returns. So, firms provide R&D investments below the socially optimal level unless they are compensated for the benefits they provide to others. From an economic standpoint, the optimal R&D subsidy should therefore reflect the size of the spillover.

Numerous studies have attempted to estimate the spillover returns to R&D. One common method is to specify a production function with traditional factors along with technological change inputs, including own-firm R&D and outside firm R&D stocks. Mohnen and Lépine (1992) follow this method to estimate returns to R&D in the Canadian manufacturing sector. They transform a Cobb-Douglas production function into growth rates where the coefficients on the foreign R&D stock growth rate gives the size of the foreign R&D return while the coefficient on Canadian manufacturing R&D stock growth rate gives the industry R&D return. Adding the two returns yields a social return to R&D of 86%. A similar study by Bernstein (1996) estimates a domestic rate of return to R&D in Canada by combining the private return to R&D and the domestic spillover effect. While his results vary across industry, he finds a domestic social return to Canadian R&D of 52%. One study by Bernstein and Yan (1997) estimates domestic
spillovers in Canada and Japan. The study uses data on 10 manufacturing industries from 1962 to 1988. Their median estimates of the domestic social return was 141.4% with a private industry return of 17.2%, the spillover return was 124.2%. Bernstein and Yan do not explain why the 1997 estimates differ significantly from the 1996 estimates. Applying the Bernstein private R&D return to the Mohnen and Lépine (1991) social return yields a spillover return of 68.8%. A study from Park (2004) finds even higher spillover rates for R&D. His research finds return rates for 14 OECD countries ranging from 52.4% in Germany to 260.3% in Australia.

The varying spillover return rates suggest certainly measurement and estimation problems. Moreover, recent research from Boardway and Tremblay (2005) suggest that existing firms generate larger spillovers from research than start-up firms. This finding adds to the complexity of spillovers measurements by introducing varying spillovers sizes from one firm to the next. Nevertheless, the economic consensus is that social returns exceed private return by a factor of 2 or more. If an optimal tax policy on R&D must reflect the size of the spillover return then the optimal R&D subsidy must be very generous. The following sub-section discusses the third key analysis variable in the context of an optimal R&D tax policy: the marginal cost of public funds.

3.3 Marginal cost of public funds

Implementing fiscal incentives for R&D requires a closer investigation of the associated opportunity cost, namely the forgone tax revenue. In the context of R&D subsidy, the opportunity cost is the alternative benefit associated with lowering taxes (Dahlby, 2005). For example, governments can reduce personal income taxes rather than introducing R&D fiscal incentives. In the context of that example, governments must earn a return from the fiscal incentives that is larger than could be earned by lowering taxes. Otherwise, they could not justify the subsidy on efficiency grounds. Given that lowering taxes reduces the Marginal Excess Burden (MEB) of taxation (Browning et al, 2000), the marginal cost of public fund of the R&D incentive combines the one dollar tax
reduction and the reduced MEB. Baylor and Beauséjour (DoF, 2004) developed a general equilibrium model that generates an MEB of 0.3 implying a marginal cost of public funds (MCF) of 1.3.

3.4 Fiscal incentives measure

The economic literature provides only a few studies measuring fiscal incentives to R&D. One study from Warda and McFetridge (1983) presents the B-Index: the ratio of the after tax cost of a dollar spent on R&D, to the net income from one dollar of revenue. Warda and McFetridge (1983) include variables such as deductions, tax credits and corporate income tax rates. Their measure is useful in a number of ways. First, it introduces a numerical measure of fiscal provisions: the lower the B-index, the more favourable is the treatment of R&D. Second, it makes it possible to rank the attractiveness of tax systems towards R&D. Third, it serves as a threshold to analyze benefit-cost ratios within firms investing in R&D. In particular, if a project's benefit/cost ratio exceeds the B-index then the firm will find the project profitable. In spite of its usefulness, the B-index has some shortfalls. In particular, it fails to include important factors of influence in firms' decisions such as sales taxes, capital taxes and interest rates.

One measure including these factors is the marginal effective tax rate (METR) developed by Jorgenson (1963) and King and Fullerton (1983). The METR combines in a single measure the various elements of the tax regime, including corporate tax rate, deductions, retail sales taxes and capital taxes. Furthermore, it measures the effective tax burden on a marginal investment. One factor making the METR appealing is not only its simplicity but also its policy implications. For example, a high METR implies that the jurisdiction taxes heavily marginal investments. Therefore, policy makers can set METR targets and set fiscal policies that help reach that target. What's more, the application of METRs to R&D is straightforward since special R&D incentives are simply plugged in the standard METR derivation.
By and large, the literature on fiscal measurement of R&D is very limited compared to spillovers, or price elasticity studies. McKenzie (2007) presents an appealing framework, applying the METR to R&D in the context of multiple inputs and intangible capital. I adopt his methodology as the central piece of this major paper by amending certain assumptions and by measuring fiscal R&D incentives in Canadian provinces. Then, I discuss the results in the context of three key analysis variables listed above. Still, before I discuss the Canadian R&D METR, it is relevant to discuss the fiscal incentives that are provided for R&D at the federal and provincial levels.

4 THE FISCAL TREATMENT OF R&D IN CANADA

The federal government allocates considerable public resources towards the promotion of R&D. Its central subsidy, the Scientific Research and Experimental Development (SRED) program provides small Canadian controlled firms with a 35% refundable investment tax credit. The program additionally provides large Canadian controlled firms with a 20% investment tax credit. The refundable/non-refundable nuance of the credit is an important one. Refundable tax credits are synonymous to cash back to a firm for every dollar it spends on eligible assets. A non-refundable credit, however, is used to offset taxes payable in the current year or any other year as indicated by the legislation. SRED’s eligible expenditures include: wages, salaries, materials, supplies as well as certain equipments. Moreover, SRED allows both large and small firms to expense immediately all current expenditures. Buildings and structures are the only assets not eligible for R&D fiscal incentives. Note however, that current expenditures make-up 90% of total R&D expenditures (Statistics Canada, 2005). This large proportion of eligible current expenditures helps explain that the federal subsidy is projected to total $2.7 billion in 2007, up 27% from the year 2000 (Department of Finance, 2006)

Several provinces offer additional investment tax credits (ITC) piggy backing on the federal program. Note that the federal government grants its credit net of provincial
assistance. As a result, provincial incentives crowd-out federal incentives. Table 1\(^1\) illustrates provincial investment tax credits on R&D investments for large corporations. Manitoba has the highest ITC while four other provinces do not offer credits.

<table>
<thead>
<tr>
<th>Provinces</th>
<th>Provincial Credit</th>
<th>Federal Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rate</td>
<td>Refundable?</td>
</tr>
<tr>
<td>Alberta</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>British Columbia</td>
<td>10%</td>
<td>No</td>
</tr>
<tr>
<td>Manitoba</td>
<td>20%</td>
<td>No</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>15%</td>
<td>Yes</td>
</tr>
<tr>
<td>Newfoundland</td>
<td>15%</td>
<td>Yes</td>
</tr>
<tr>
<td>North West Territories</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>15%</td>
<td>Yes</td>
</tr>
<tr>
<td>Nunavut</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ontario</td>
<td>4.5%</td>
<td>No</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Quebec(^1)</td>
<td>17.5%</td>
<td>Yes</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>15%</td>
<td>No</td>
</tr>
<tr>
<td>Yukon</td>
<td>15%</td>
<td>No</td>
</tr>
</tbody>
</table>

1 - In Quebec, only R&D wages are eligible for R&D tax credits, not materials, equipment or overhead.

Given that every province bears a unique combination of taxes and subsidies, I have an opportunity of measuring their R&D incentives while at the same time ranking their relative R&D generosity. I do this by extending the McKenzie (2004, 2007) two stage methodology in the presence of multiple inputs and intangible capital. The following section outlines his methodology.

5 MCKENZIE METHODOLOGY

In this section, I present an overview of the methodology underlying the calculation of the METR on intangible R&D capital. First, I summarize the computation of the

\(^1\) Source: [http://www.investincanada.com/CMFiles/RD_Tax_Credits_eng_05_07.pdf](http://www.investincanada.com/CMFiles/RD_Tax_Credits_eng_05_07.pdf)
METR as it appears in McKenzie (2007). Second, I discuss the ways in which the approach in the current study differs from McKenzie's.

The standard method to estimate the METR extends from the neoclassical theory of capital investments where firms accumulate capital until the return on the marginal unit of capital equals its user cost. However, the nature of R&D requires that economists focus on production of R&D rather than investment. McKenzie's new two stage methodology recognizes that R&D is neither bought nor sold as an investment (McKenzie, 2007). Rather, it is produced by firms using multiple inputs. This production consists of two stages. In the first stage, firms select an optimal combination of tangible inputs to produce an intermediate intangible input. In the second stage, firms introduce the intermediate input in their production function and maximize their profits. The following lines discuss McKenzie's method in detail through backward induction.

5.1 Second Stage: Optimal Level of Intangible R&D Capital

In the second stage, the intangible R&D capital produced in the first stage is an input in the production process. Firms, therefore, employ this input up to the point where its before-tax marginal revenue\(^2\) equals its after-tax user cost:

\[
MR(A(x_i)) = MC(A(x_i))(1 + T_R)(\rho + \delta_A)
\]  

(1)

where \(A\) is the intangible R&D capital, \(x_i\) is the vector of tangible inputs employed in the production of \(A\), \((\rho + \delta_A)\) is the user cost of \(A\) where \(\rho\) is the opportunity cost of equity and \(\delta_A\) is the economic rate of depreciation. \(T_R\) is the effective tax rate on R&D production costs. McKenzie re-arranges equation (1) by defining, \(R_{ga}\) as the gross of tax, net of depreciation required return on an incremental unit of R&D as \(R_{ga} = [MR(A(x_i))/MC(A(x_i))] - \delta_A\). This yields:

\[
R_{ga} = [(\rho + \delta)(1 + T_R)] - \delta_A
\]  

(2)

\(^2\) See equations (8) and (10) in McKenzie (2007)
It follows from (2) that firms only produce marginal units of intangible capital if the associated marginal revenue covers the user cost \((\rho + \delta_A)\) as well as the effective tax on production cost, \(T_R\). In a jurisdiction without taxes, the required rate of return on the intangible capital would be \(R_ga = \rho\). In this case, firms would only require that the revenue from a marginal unit of \(A\) cover \(\rho\), the opportunity cost of equity. However, the tax system introduces a wedge between \(R_ga\) and \(\rho\). It is the value of this wedge as a percentage of \(\rho\) that represents the marginal effective tax rate on intangible capital. Intuitively, the METR is also the effective tax rate that if applied directly to the user cost, \(\rho\) would yield the gross of tax, net of depreciation required return on an incremental unit of R&D, \(R_{ga}\) (McKenzie, 2007):

\[
(1 + METR_{RD})\rho = R_{ga} \quad \text{where} \quad METR_{RD} = \frac{R_{ga} - \rho}{\rho} \tag{3}
\]

The only unknown in the calculation of \(R_{ga}\) is \(T_R\), the effective tax rate on R&D production costs which measures the percentage change in the production cost of \(A\), due to the taxation of the inputs \(x_i\) (McKenzie, 2007). McKenzie obtains \(T_R\) by making a few assumptions on the properties of the production cost function. In particular, he uses a Leontieff fixed proportion cost function, consistent with the limited substitutability of inputs in R&D. In light of the above cost function, \(T_R\) becomes a weighted sum of the marginal effective tax rates on the individual inputs \(t_i\):

\[
T_R = \sum_i S_i(1 + t_i) - 1 \quad \text{where} \quad i = L, K \tag{4}
\]

where \(S_i\) is the factor share of the R&D input \(i\) (McKenzie, 2007). In the absence of taxes, the marginal cost of production is \(MC (A; w_l, q(\rho + \delta))\) where \(w_l\) and \(q(\rho + \delta)\) are the respective user costs of labour and capital. Once again the existence of taxes introduces a wedge in the production cost function such that
\[ MC(A; wi, q(\rho + \delta_K))(1+T_r) = MC(A; w_i(1+t_L), q(\rho + \delta_K)(1+t_K)) \] (5)

or

\[ T_r = \frac{MC(A; w_i(1+t_L), q(\rho + \delta_K)(1+t_K)) - MC(A; w_i, q(\rho + \delta_K))}{MC(A; w_i, q(\rho + \delta_K))} \] (6)

This is McKenzie's point of departure from stage 2. I proceed with the derivation of \( t_i \), the METRs on individual inputs.

### 5.2 First Stage: R&D Cost Minimization

In the first stage, firms minimize their cost by selecting an optimal combination of inputs to produce the intangible intermediate input \( A \) following a given production function \( A(L, K, M) \), where \( L \) represents the labour and R&D contracts, \( M \) are materials, \( K \) are machinery, equipments and buildings (McKenzie, 2007). In the absence of taxes, the optimality conditions imply that firms employ these inputs up to the point where their marginal returns equal their user costs,

\[ w_i = w_i^G, \quad i = K, L, M \] (7)

where, \( w_i \) denotes the individual user costs and \( w_i^G \) is the return required by firms on the respective inputs. For simplicity, McKenzie sets \( w_i \) to unity, meaning that labour, material and capital are paid their marginal productivity, one dollar. Similarly, capital is paid its marginal productivity equal to its user cost \( q(\rho + \delta) \) where \( q = 1 \). Here again, the existence of the tax system introduces a wedge in equation (7) and becomes

\[ w_i(1+t_i) = w_i^G \quad \text{and} \quad t_i = \frac{w_i^G - w_i}{w_i} \] (8)

where \( t_i \) is the marginal effective tax rate on the individual inputs that, if applied to the initial user cost \( w_i \) would yield the return required by firms \( w_i^G \). McKenzie goes on to obtain \( w_i^G \) by applying the appropriate fiscal provisions raising and lowering the initial
user cost \( w_i \). These provisions include tax credits \( \Phi \), deduction of expenses \( Z \), corporate income tax rates \( u \) and retail sales taxes \( rst \). He expresses the individual METRs as

\[
t_L = \left[ \frac{w_L (1 - \phi_F - \phi_p) (1 - u_F - u_p) Z}{(1 - u_F - u_p)} \right] - w_L
\]

\[
t_M = \left[ \frac{w_M (1 + rst) (1 - \phi_F - \phi_p) (1 - u_F - u_p) Z}{(1 - u_F - u_p)} \right] - w_M
\]

\[
t_K = \left[ \frac{q (1 + rst) (1 - \phi_F - \phi_p) (1 - u_F - u_p) Z + (C_{max} (1 - u_F - u_p) (1 - \phi_F - \phi_p)) / (\delta_k + \rho)}{(1 - u_F - u_p)} \right]^{-1}
\]

where \( u_F \) and \( u_P \) denote the federal and provincial corporate income taxes and \( C_{max} \) is the capital tax.

McKenzie’s two stage method of estimating METRs is theoretically and practically suitable for the production of R&D. For one, it recognizes that R&D is an intangible capital produced in-house by firms. Plus, it measures accurately the tax wedge due to the taxes and credits applied on the inputs. Nevertheless, McKenzie makes certain questionable assumptions in his derivation of the METRs. I believe that changing these assumptions changes significantly the results. Therefore, the main contribution of this major paper is to propose five amendments to McKenzie’s methodology, in light of economic theory as well firms’ accounting practices.

First, McKenzie assumes that firms finance their production of R&D through equity solely. In that case the arbitrage conditions require that

\[
\rho [\gamma \theta + (1 - \gamma) c] = i(1 - t)
\]

(13)

Put another way, the investor has choices with his money. One is to purchase equity for which he receives dividends. Another is to deposit his funds and earn the nominal rate of interest. In equilibrium he will be indifferent between both choices if the after tax return on equity and interest are equal. This occurs in equation (13), where \( i \) is the nominal interest rate, \( t \) is the personal tax rate on interest income, \( \theta \) is the effective tax rate on
dividend, $c$ is the effective capital gains tax and $\gamma$ is the dividend payout ratio (McKenzie, 2007). Accordingly, the opportunity cost of using equity becomes:

$$\rho = \frac{i(1-t)}{\gamma \theta + (1-\gamma)c} = \frac{i(1-t)}{c} \quad \text{if} \quad \gamma = 0.$$  \hspace{1cm} (14)

If R&D producing firms do not emit dividends then $\gamma = 0$ and the opportunity cost of equity becomes the ratio of after-tax interest income over the effective tax rate on capital gains; both of which are observable. McKenzie (2007) assumes 24.87%, 10% and 16.16% for $t$, $i$, and $c$ respectively. Assuming that firms finance production exclusively through equity ignores the reality that firms generally finance their production using debt as well as equity. Given that the federal and provincial income tax regimes allow firms to deduct interest expenses, amending this assumption has a significant impact on the METR. In fact, this deduction puts downward pressure on the R&D METR, the magnitude of which differs across provinces depending on the provincial corporate income tax rate: the higher the tax rate, the higher the magnitude of the interest deduction. Once again arbitrage conditions hold and firms choose an optimal debt equity policy subject to tax savings. Following Boadway et al. (1984), I use the following as the real cost of financing:

$$rf = \beta i(1-u) + (1-\beta)\rho - \pi$$  \hspace{1cm} (15)

$$R_s = \beta i + (1-\beta)\rho - \pi$$

where $\pi$ is the rate of inflation, $\beta$ is the proportion of production expenditures financed by debt, $(1-\beta)$ is the proportion of production expenditures financed by equity and $R_s$ is the return required by firms in the absence of taxes.

The second amendment I make revisits McKenzie's second stage derivations where the intangible input enters the production process. His approach suggests that input $A$ is employed such that

$$\frac{\partial R}{\partial A} = MR(A(x_i)) = MC(A; w, q(\delta_A + \rho))(1+TR)(\delta_A + \rho)$$  \hspace{1cm} (16)
The optimality condition for input $A$ is such that the before-tax marginal revenue equals the after-tax marginal cost of using input $A$. I believe that equation (16) should equate the after-tax marginal revenue to the after-tax marginal cost. Focusing on the before-tax marginal return assumes that marginal returns will not be taxed. In reality, firms consider the extent to which corporate taxes reduce profits before producing R&D. One interesting point is worth noting here. McKenzie's method includes corporate income tax rates to calculate METRs on tangible inputs in the first stage. This is problematic given that corporate income tax rates apply only to income generated by intangible capital $A$. Corporate income taxes in the current paper pertain only to income in the second stage of the derivation rather than the first. Nevertheless, two factors combine to ensure that the above transformation does not change the end METR. First, the derivation of the marginal costs of production in stage 1 includes the partial derivative of the conditional input demand functions. Given that they are homogenous of degree zero in prices, dividing them by $(1-u_F-u_p)$ does not change their optimal input level. Second, the fiscal system allows firms to expense 100% of their R&D input costs. As a result, $(1-u_F-u_p)$ in equations (10), (11) and (12) simplify to unity. One conceptual problem arises in the calculation of METRs for a jurisdiction which allows input cost deductions yielding $Z \neq 1$. Consequently, it is more appropriate to include income tax rate in the second stage.

The third amendment relates again to the second stage of McKenzie's methodology specifically in equation (16). The federal government along with several provinces apply capital taxes on large corporations (Department of Finance, 1996). The base of the tax is the capital value of the firm which includes its total debt and equity. Given that increasing R&D production further increases capital tax payable through higher debt and equity, I find it appropriate to apply capital taxes to the user cost of intangible capital such that equation (16) becomes:

$$R_{go} = \frac{\left(1 + TR\right)\left(\gamma + 1 + C_{\text{tax}}\right)}{\left(1 - u_F - u_p\right)} - \delta_A$$

(17)
For the purpose of the current study, $C_{tax}$ includes the federal large corporation, the capital cost allowances available to firms as well as the provincial capital taxes. Theoretically, this transformation changes the McKenzie METR estimates in two ways. First, it accounts for the fact that intangible capital production increases capital taxes paid by firms – meaning a downward pressure on the METR. Second, it accounts for the fact that certain jurisdictions tacitly provide incentives for intangible capital production by exempting R&D producing firms from the capital tax. Including $C_{tax}$ improves, therefore, the relative fiscal generosity of certain provinces.

The fourth amendment relates to the federal and provincial R&D credit in McKenzie's method. His approach suggests that both credits are independent, meaning that the effective tax credit is simply the sum of the provincial/federal credits. In fact, the federal government provides its credit net of provincial assistance (Warda, 1999). As a result, the effective tax credit becomes $\theta_{pp} = (1-\theta_p)(1-\theta_p)$ rather than $\theta_{pp} = (1-\theta_p - \theta_p)$. Provincial R&D tax credits reduce the total amount of expenditures eligible for the federal R&D tax credit and deduction. For this reason, the McKenzie approach overestimates slightly the effective tax credit in provinces where $\theta_p \neq 0$.

The fifth amendment involves the model as a whole. The McKenzie approach suggests that five inputs produce $A$: equipment, buildings, labour, materials and contracts. This assumption overlooks two facts. First, buildings, whether engaged in R&D or not, are not eligible for the R&D credit (Warda, 1999). Furthermore, they receive the same fiscal treatment across Canada so their inclusion in the METR introduces a level effect and no additional explanatory power for METR differences across provinces. In fact, they put undue upward pressure on the METR. Second, the federal R&D tax treatment includes overhead costs as eligible R&D expenditures (Government of Canada, 2007). These overhead costs generally include costs associated with the use of labour and materials. Accordingly, the federal R&D treatment allows firms to claim a maximum of 65% of R&D salaries as overhead costs. Since firms claim fiscal incentives on machinery / equipment, labour, material, contracts and overhead costs, these should be the inputs of interest in the estimation of the R&D METRs.
As mentioned above, McKenzie's two stage approach is an excellent contribution to the literature on fiscal R&D measurement. Not only does it outline clearly the theoretical intricacies of METRs, but it also captures the production process of R&D. The current paper extends McKenzie's approach by amending some practical aspects of his methodology. Given the large data sets available through federal agencies, producing estimates from the amendment above is somewhat straightforward. The following section explores further the data I use to estimate the R&D METR in Canada.

6 DATA AND ECONOMIC PARAMETERS FOR METR

This section outlines the economic parameters adopted in the model. They include: the return required by savers, the debt equity ratio, the economic depreciation rate, the tax rates as well as the capital weights used to aggregate the R&D METRs in Canada. It is important to note that some parameters in the current analysis differ from those in McKenzie (2007). One reason is that McKenzie (2007) does not publish all its variables. Another is that some parameters were assumptions that I set aside. Nevertheless, I provide explanations when parameters differ.

Equation (14) makes use of arbitrage conditions and the nominal interest rate \( i \) to estimate \( \rho \) the opportunity cost of finance through equity. Theoretically speaking, \( i \) is the risk-free nominal rate of return; an alternative to equity investment. It follows that a high \( i \) implies a higher \( \rho \), which makes R&D production less attractive given the higher financing cost. McKenzie assumes \( i = 10\% \). Yet, I find it appropriate to use \( i = 4\% \), which is the average return on the government of Canada 10 year bonds over a 10 year period ending in 2006 (Bank of Canada, 2007) – widely considered as the ultimate risk free investment. Any return on investments must at least match this return. Changing this parameter causes some changes in the METR. For one, it makes equity as well as the user cost of finance less expensive, putting downward pressure on the METR. What's more, it reduces the tax wedge which represents the hurdle R&D production overcomes to be profitable.
I have made an amendment to the McKenzie method which suggests that firms finance their production through debt and equity following a given debt / equity ratio $\beta$. I base this ratio on data from the Quarterly Survey of Financial Statistics from Statistics Canada (2007). If firms finance their activities through debt and equity, then taking the ratio of their borrowings and total equity should reflect $\beta$. To that end, I use the Survey's summary tables and take an average of the debt-equity ratio for all industries spanning in last quarter available. As result, $\beta_{2006} = \text{total borrowings} / \text{shareholder's equity} \approx 0.4$.

While McKenzie adopts a 3% inflation rate, the current study uses a 2% inflation rate; mainly to be consistent with the midpoint of the Bank of Canada's target. McKenzie (2007) applies an 18% economic depreciation on physical capital as well as intangible capital $A$. While I adopt the same rate for tangible capital, studies have suggested different rates of economic depreciation on intangible capital. In particular Nadiri and Prucha (1993) survey several studies on the issue and estimate a depreciation of R&D capital of 12%. The concept of economic depreciation on intangible capital is a subtle one. What causes intangible capital depreciation? Conventional economic wisdom identifies two factors. First, intangible capital is subject to creative destruction (Schumpeter, 1942), which occurs when new inventions render old ones obsolete. Second, intangible capital is subject to diffusion. This occurs as a result of corporate secret leaks, generic replicas or the expiration of patents. Given the importance of this parameter and the difficulty in estimating it, this study adopts the 12% rate following Nadiri and Prucha (1993).

The tax parameters in this study are obtained from documents of the Department of Finance. They consist of: corporate income tax rate, capital tax, payroll taxes, retail sales taxes and investment tax credits. I make special note of two parameters: the statutory corporate income tax, CIT as well as the payroll tax. I obtain CIT by combining the federal and provincial CIT. The Canadian tax regime treats manufacturing income differently, so CIT on manufacturing include: the federal rate CIT, the federal reduction for manufacturing income as well as the federal surtax on corporate income. The current
study also assumes that firms bear a third of payroll taxes, following Dahlby (2005). Note here that this adjustment does not account for other hidden payroll taxes such as pension plans or payroll premiums. Since these measures follow schemes where firms pay a percentage of the wage capped at a given amount, including them would be tedious without adding much explanatory power to the METR. Table 2 shows the rates used in this study.

<table>
<thead>
<tr>
<th>Provinces</th>
<th>Prov CIT</th>
<th>Fed/Prov CIT</th>
<th>Sales tax</th>
<th>Payroll Tax</th>
<th>Prov Capital Tax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>10,0</td>
<td>32,1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>British Columbia</td>
<td>12,0</td>
<td>34,1</td>
<td>7</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Manitoba</td>
<td>14,0</td>
<td>36,1</td>
<td>7</td>
<td>2,15</td>
<td>0,5</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>12,0</td>
<td>34,1</td>
<td>0</td>
<td>0</td>
<td>0,2</td>
</tr>
<tr>
<td>Newfoundland</td>
<td>9,5</td>
<td>31,6</td>
<td>0</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>16,0</td>
<td>38,1</td>
<td>0</td>
<td>0</td>
<td>0,225</td>
</tr>
<tr>
<td>Nunavut</td>
<td>12,0</td>
<td>34,1</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>11,5</td>
<td>33,6</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Ontario</td>
<td>13,0</td>
<td>35,1</td>
<td>8</td>
<td>1,95</td>
<td>0,285</td>
</tr>
<tr>
<td>Prince Edward Isl.</td>
<td>16,0</td>
<td>38,1</td>
<td>10,6</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Quebec</td>
<td>9,9</td>
<td>32,0</td>
<td>0</td>
<td>4,26</td>
<td>0,49</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>11,5</td>
<td>33,6</td>
<td>5</td>
<td>0</td>
<td>0,23</td>
</tr>
<tr>
<td>Yukon</td>
<td>8,8</td>
<td>30,8</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

This paper makes use of a unique database on capital and investments available at the Department of Finance and Statistics Canada. Researchers have calculated the weights for specific R&D inputs in two steps.

In the first step, researchers at the Department of Finance used T2 tax files from a large sample of firms and disaggregated their R&D investments into current\textsuperscript{3} and capital\textsuperscript{4}

\textsuperscript{3} Current = labour, overhead, contracts, material expenditures.
\textsuperscript{4} Capital = machinery & equipments expenditures.
expenditures. They then used these expenditures as a proxy for R&D inputs and to answer three questions. First, what portion of firms’ expenditures was dedicated to R&D investments? Second, what was the relative importance of a given R&D input in a specific industry? Third, what was the relative importance of R&D investments in every industry?²

The second step consisted of merging the data from step one to data from Statistics Canada (STC). The Capital Stock Division at STC have measured the industrial composition of every province. So, the idea in the second step is to merge this provincial industry composition to the industrial R&D expenditures from step one. At the end of these two steps, researchers had the R&D input composition of every industry as well as the relative importance of these industries in every province. In the context of the current study, the relative impact of an R&D fiscal measure not only depends on the R&D input it impacts but also the relative importance of R&D investments in provinces. The following section presents and discusses METR estimates using these various aggregations. It discusses briefly the McKenzie results and examines why they are different.

7 RESULTS

This section provides estimates of the METR on intangible capital for Canadian provinces. The estimates include all corporate tax changes announced in provincial/federal budgets in 2007. The analysis does not include however, assistance such as direct government spending. The results answer the question: to what extent do the provincial/federal tax systems drive a wedge between the before and after tax required return on a marginal R&D production project (McKenzie, 2005)³? In theory, if firms undertake a R&D production project, then they will require greater expected returns than they would in the absence of corporate taxes. In other words, if the METR is positive, then the fiscal regime taxes marginal R&D production more than it subsidizes it.

---

² Industries denote here an amalgam of firms aggregated according to the North American Industry Classification System (NAICS).
³ Tax wedge = R_g - R_n.
On the other hand, if the METR is negative, the tax system encourages the marginal R&D production by lowering the return required by firms such that \( R_{ga} \) becomes:

\[
(1 + \text{METR})R_n = R_{ga} \quad \text{where} \quad \text{METR} = \frac{R_{ga} - R_n}{R_n}
\]  

(18)

I make a number of working assumptions in order to focus on the comparison of differences in provincial tax systems. For one, in addition to the amendments in the previous section, I focus on large profitable firms producing R&D. This is mainly due to the relatively simpler gathering of provincial corporate tax parameters. Firms claim immediately the credits and deductions as they are earned. The alternative is that firms capitalize credits and deductions rather than expensing them. Doing so causes specific advantages and disadvantages which I cover later in this study. Chart 1 compares R&D METRs for Canadian provinces.

![Chart 1 - Provincial Comparison of Marginal Effective Tax Rate](chart.png)

The output in chart 1 differs significantly from McKenzie's (see appendix 1). In particular, Chart 1 presents the R&D METR ranging from -70.6% to -117.6% compared to -32% to -163.1% in McKenzie (2007). There are several reasons for this difference in
range. One is that the current framework lowers the user cost by allowing firms to finance through equity or debt with its deductibility of interest expenses. The user cost of finance is also reduced by a lower nominal interest rate which changed from 10% to 4%. Accordingly, the tax wedge: $R_{sa} - R_n$ is reduced along with the METR in all jurisdictions. The lower user cost, $R_n$ also increases the nominal value of the METR. Another reason for the smaller range of METRs is $R_{sa}$. $R_{sa}$ in the current study is likely close to McKenzie (2007) given that it reflects existing tax parameters such as taxes and credits. It follows that for a similar $R_{sa}$, if $R_n < \rho$, then the range of the tax wedge in absolute terms is $|R_{sa} - R_n| < |R_{sa} - \rho|$.

The relative generosity of provincial incentives differs under both frameworks. Specifically, McKenzie (2007) shows Quebec as the most fiscally generous province by a wide margin. Quebec is followed by Saskatchewan and New Brunswick. Yet, estimates in chart 1 put Quebec as the seventh most generous province (out of thirteen provinces and territories) while Manitoba is the most generous. McKenzie's estimates show Manitoba as the sixth most generous province in the country. The fact that Manitoba has the highest provincial tax credit, 20%, suggests that it should be near the top of the ranking. Furthermore, the 17.5% R&D credit in Quebec applies only to R&D wages, not to materials, equipments or overhead costs which dampens the effect of the incentive. On the other hand, five provinces offer 15% credit on all R&D cost, making their effective provincial credits more generous than Quebec's.

On the other hand, McKenzie's showing of Prince Edward Island and Alberta as the least generous provinces is supported by the current study. Indeed, neither Alberta nor Prince Edward Island offer provincial incentives for R&D in excess of federal incentives. The same can be said for the Northwest Territory and Nunavut. In fact, if one assumes that provinces compete for R&D resources through heavy R&D subsidies, then one must conclude that Alberta and Prince Edward Island have decided to stay out of the competition. One possible reason could be that their industrial structures contain firms that are not sufficiently responsive to federal incentives.
The provincial ranking in Chart 1 also reveals four groups of provinces: those with a high, medium, low and zero provincial R&D credits. Manitoba stands as the most generous R&D province with the highest provincial tax credit and the lowest METR of -117.6%. Saskatchewan, Newfoundland, Nova Scotia, New Brunswick and the Yukon compose the second group with a medium investment credit of 15%. Their R&D METRs range from -107.5% in Saskatchewan to -108.9% in New Brunswick. Such a low range suggests that movements in ranking in this group are insignificant and likely explained by differences in statutory tax rate, sales tax or capital tax. Note that while these provinces rank from 2 to 5 in McKenzie’s estimates, their nominal range varies significantly from -129.4% in Newfoundland to -139% in Saskatchewan. This 10% range suggests that an economic parameter other than credits and taxes explain provincial difference. Interestingly, the three most industrialised provinces, British Columbia, Ontario and Quebec make up the third group with low investment tax credits. British Columbia has the lowest METR of the group with -96.4% while Ontario has the highest with -88.9%. This should also be expected given that Ontario’s 4.5% investment tax credit is the lowest in the group. Note that the estimates put the Quebec METR between the British Columbia and the Ontario METR. In fact, its 17.5% credit on wages yields an effective R&D credit less generous than 10% yet higher than 4.5%. Alberta, the Northwest Territory, Nunavut and Prince Edward Island form the last group with zero investment tax credit resulting in relatively higher R&D METRs ranging from -70.6% in Prince Edward Island to -72.2% in the Northwest Territory. Chart 1 illustrates nearly identical METRs for Alberta, the Northwest Territory and Nunavut. This is due in large part to their nearly equal provincial/territorial corporate income taxes. Moreover, none of these provinces/territories apply retail sales taxes. Accordingly, the METR in these provinces reflects only the inputs cost deduction and the federal investment credit. The METR in Prince Edward Island is slightly higher because the province has the highest provincial retail sales tax.

Chart 2 shows the regional aggregation of provincial METRs. Estimates show that Atlantic firms face the lowest R&D METR. This is due in large part to generous tax incentives in New Brunswick, Nova Scotia and Newfoundland. Conversely,
Northern territories have the highest METRs among Canadian regions. This is because the Yukon is the only territory from the group that offers incentives beyond the federal incentives.

Chart 2 - Regional R&D METR Comparison

Chart 3 decomposes the national and provincial METR in three groups of incentives: tax deduction, provincial and federal investment tax credits. It is useful to view this chart in the context of a fictional example. Imagine a firm deciding whether to undertake an additional R&D production. The firm finances the R&D project through equity and debt. I have shown in previous sections that this marginal investment must return at least $R_n = \beta_t + (1-\beta)\rho - \pi$, the user cost of finance, otherwise the firm will not undertake the R&D project. If the tax system applies federal and provincial taxes to R&D projects without subsidies then, the national METR would be 59.2% (as shown in Chart 4). In other words, firms would require a return of $(1.592*R_n)$ before undertaking the R&D project. However, if the tax system applies taxes as well as the 100% input cost deduction then the national METR reduces dramatically from 59.9% to -5.6%. In this case the firm only requires that the project returns $(-0.944*R_n)$ before undertaking it. In fact, the impact of the interest and expense deductibility would be larger without income insensitive taxes such as payroll, retail and capital taxes. Saskatchewan, Ontario
Manitoba and Quebec, in particular apply capital taxes, putting a substantial upward pressure on their provincial METR. For example, in spite of interest and input deductibility, the Quebec and Manitoba METR hover near zero. Alberta, Nunavut and the Northwest Territory do not apply such taxes so they show deeper negative METRs than other provinces. The deductibility of debt interest puts further downward pressure on the user cost of finance resulting in firms requiring a return slightly less than \( R_n \) before undertaking the project. If provincial systems add R&D tax credits to the example, then the national METR becomes negative: -34.9%. For instance, firms in British Columbia benefiting from a combination of tax deduction and provincial credits only require that the marginal R&D project return be 61.1% of the user cost since the tax system subsidizes the rest.

The last component of tax incentives is the federal tax credit. Chart 4 indicates that the 20% federal credit pushes the national METR from -34.9% to a deep -94.02% and reduces the provincial METR by an average of -59%. Its largest impact is in Prince

\[ (1 + METR) R_n = R_{gs} = (1 - 0.3893) R_n = 0.611 \cdot R_n. \]
Edward Island, Alberta, Nunavut and the Northwest Territory while it is smallest in Manitoba. This should be expected given that the federal credit is applied net of provincial assistance. So, a higher provincial incentive reduces the extent of the federal incentive. Nevertheless the provincial and federal R&D incentives combine to apply an extremely generous tax system. In the context of the above example, the firm only undertakes an R&D project if the expected marginal return \( R_{ga} \) equals the user cost. However, the Canadian tax system affects this equality by reducing the user cost of R&D by 94.02%. In the absence of fiscal measures, this user cost would be \( R_u \approx 4.6\% \); the cost of finance associated with the project. However, incentives allow the firm to undertake a project earning a before tax return as low as 0.0027\%\(^8\) and still make economic sense. This is because the R&D METR introduces an expected return “floor” on R&D projects. Indeed, if the firm only requires a return as low as 0.0027\%, the tax subsidies will step in, increasing the project’s return to match its cost of finance, 4.6\%. On the other hand, if the firm undertakes a project with an expected return exceeding 0.0027\% then the project’s after tax return exceeds its cost of finance. Needless to say that Canada subsidizes heavily R&D production.

7.1 Sensitivity Analysis

When interpreting this study’s results, it is important to note that its conclusions are sensitive to some of the parameter assumptions. For example, under the current framework, a rate of economic depreciation of 25\% as opposed to 18\% would have yielded a negative required return by firms. Similarly, a debt/equity ratio of 50\% should have generated a Canadian METR of -100.86\%. Other assumed parameters include the rate of inflation as well as the nominal rate of interest. To calculate a range of parameter estimates, I add and subtract percentages from the base estimates. Doing this makes possible an estimation of the contribution of these parameters on the final METR. Furthermore, it allows an analysis of “what if” situations. For instance, what if the rate of economic depreciation of the intangible capital was 5\% or 25\% as opposed to the 18\% in the analysis?

\(^8\) \((1 + METR)R_u = R_{ga} = (1 - 0.9402)R_u = 0.06 * 0.046 = 0.0027\%\)
I present the sensitivity simulations with Appendices 3 through 8 where the initial trend line is the base case provincial ranking. I then perform two simulations, and superimpose the new ranking trend lines. The simulations reveal that while changing parameter assumptions affect the nominal METR, they do not change much of the rankings. For example, changing the rate of economic depreciation from 12% to 5% or 25% change the national METR from -94.02% to -66% and -122% respectively. However, appendix 3 shows little movement in terms of ranking. Manitoba remains the most generous province while Prince Edward Island and Alberta are the least generous provinces. Movements in ranking occur at the tails of the trend. For example, changing the rate of depreciation from 12% to 5% moves Alberta from the 12th rank to the 13th, while Prince Edward Island jumps from 13th to 12th. These are negligible changes given that the movements are due to the nominal proximity of the provincial METRs. Appendix 4 and 5 tell a similar story for sensitivity simulations from the rate of inflation as well as the nominal rate of interest: changing the assumption changes the METR while leaving ranking relatively unchanged. In contrast, a change in the debt/equity ratio from 30% to 20% or 40%, changes the ranking significantly because it transforms firms' financial structures at the provincial level. The biggest change is within the groups of provinces offering a 15% tax credit: Nova Scotia, Newfoundland, Yukon and Saskatchewan. A lower debt/equity ratio implies a lower debt deduction for firms, which in turn puts an upward pressure on the provincial METRs. For this reason, Nova Scotia falls from the second most generous province to the fifth. Similarly, the Yukon bounces from the fifth most generous to the second. It is also helpful to keep in mind the corporate income tax rate as it relates to the debt/equity ratio. For a given debt/equity ratio a higher provincial corporate income tax rate puts a greater downward pressure on the METR because $R_f = \beta(1-u)+(1-\beta)p$. For this reason the 10% debt/equity ratio simulation minimizes the debt deduction associated with the corporate income tax rate. On the other hand, a higher debt/equity ratio amplifies debt deductions, as is the case for the 50% simulation. The combination of a 16% corporate income tax rate pushes Prince Edward Island from the 13th to the 11th, ahead of Alberta and the Northwest Territory.
The above simulations suggest that the current methodology yields sensitive METR estimates. Therefore, the interpretation of the results should emphasize the relative generosity of provinces rather than nominal interpretations.

7.2 Discussion

It becomes relevant at this point to discuss some policy implications arising from the above calculations. I have shown in previous sections that tax incentives in Canada are quite large. Given the presence of positive spillovers from R&D production, it is not surprising to see negative METR. However, the fundamental issue is whether it is fiscally optimal to have a system generating such deeply negative METRs. Dahlby (2005) investigates the optimal tax treatment of R&D in the context of provincial distortionary taxes. He outlines three elements relevant to this issue.

The first element is R&D spillovers. These spillovers ensure that the social returns to R&D exceed the private returns. As a result, the optimal tax policy on R&D is a subsidy equal to the external rate of return on R&D. From this perspective, governments must provide subsidies regardless of the tax sensitivity of R&D production (Dahlby, 2005). This seems to support the idea that such deeply negative R&D METRs in Canada must be maintained despite low tax responsiveness.

Bernstein (1996 and 1997) estimates the external rate of return to R&D. He concludes that the social rate of return exceeds the private rate of return by a factor ranging from one to two and a half depending on the industry. In light of this, the effective subsidy rate to R&D production should reduce private costs by the same margin (as is the case in the METR estimates). The second relevant element in this issue is tax sensitivity of R&D. Optimal R&D tax treatment requires higher subsidy in the presence of high tax sensitivity. As I have mentioned above, studies from Mansfield & Switzer (1985), Bernstein (1996) and the Department of Finance (1997) estimate that an additional dollar of R&D subsidy stimulates investment to the effect of $1.00 to $1.38.
Given that these studies do not include the responsiveness of provincial incentives, the federal/provincial responsiveness might be significantly larger. This suggests that the tax sensitivity of R&D tax expenditures complements such highly negative METRs.

The third relevant element relates to the marginal cost of public funds (MCF) (Dahlby, 2005). In the presence of distortionary taxes, providing a tax subsidy to R&D implies other tax increases to finance government expenditures. So, the opportunity cost of providing an additional dollar of R&D tax subsidy is the forgone opportunity to lower other distortionary taxes (Dahlby, 2005). Dahlby goes on to suggest that an optimal policy must compare the marginal benefit from enhancing the tax subsidy with the marginal cost of public funds. Dahlby (1992) calculates the MCF across provinces and finds that it ranges from 1.40 in Quebec to 2.00 in Alberta.

The above elements provide helpful intuition in the interpretation of current estimates. First, additional provincial R&D tax subsidies may not be warranted in certain provinces. Federal incentives already reflect external the rate of return, large spillovers as well as R&D tax sensitivity. Furthermore, as in any federation, the federal government can raise revenue at a lower cost than provincial governments. As a result, it might be optimal to leave it as the single provider of R&D incentives. Second, the provincial METR ranking could be a reflection of their MCF. For instance, given that Alberta has a higher MCF, it is not surprising that it provides no incentives beyond the full deductibility and the federal credit. Conversely, Manitoba and Nova Scotia benefit from lower MCF allowing them to apply additional provincial incentives and lower METRs.

7.3 Discussing the methodology used

While the current methodology allows for an intuitive comparison of provincial METR, it ignores some other elements of influence that may be captured in subsequent
frameworks. In particular, by assuming that all firms expense all costs, the current methodology fails to capture the R&D incentives when firms decide to capitalize expenditures rather than expense them. For example, if an R&D project spans over a period of ten years, then the firms will employ a flow of inputs in the production process until the project is completed or when a discovery is made. From these perspectives, firms can treat R&D expenditures in two ways. They can expense them – that is all costs are written off at the time they are incurred. This option reduces profits through cost reporting (Atallah and Khazabi, 2005). Alternatively, firms can capitalize expenditures – that is a portion is written off in the current period while another portion is reported as expenses in future periods (Atallah and Khazabi, 2005).

Several factors influence firms’ decision to capitalize rather than expense R&D costs. For one, capitalization increases R&D current profits by suppressing cost, which attracts investors. Second, expensing encourages faster reporting of R&D expenditures (Atallah and Khazabi, 2005), which serves to reveal strategic information about the firm to competitors. Capitalizing expenditures helps to hide R&D expenditures from competitors. Third, Section 3450 of the Canadian Institute of Chartered Accountants (CICA) requires that firms capitalize costs that meet certain criteria (Atallah and Khazabi, 2005). It follows that Canadian firms listed on the US as well as the Canadian stock markets may opt for a single reporting method and adopt capitalization across both jurisdictions.

Furthermore, while the current methodology assumes that all firms expense all R&D cost to benefit from the 100% cost deduction immediately, Callimaci and Landry (2003) find that 28% of firms, high-tech and biopharmaceutical firms, capitalize a portion of their R&D cost. Mintz and Mackie-Mason (1991) find that the time delay under capitalization reduces the value of cost deductibility and hence incentives. They also find that capitalization distorts the optimal time path when firms choose a debt/equity ratio – firms begin with a low debt/equity ratio that rises over time. This finding relates to the high METR sensitivity to changes in the debt/equity ratio: if indeed the debt/equity ratio of firms changes over time, the current METR calculation fails to capture the true
measure of the tax wedge. Mintz and Mackie-Mason (1991) further find that capitalization affects the time taken to complete a project. If delaying deductibility increases overall current input costs then firms have an incentive to finish the project more quickly than under expensing. This finding could provide an intuitive explanation of firms’ R&D behaviour. On one hand, it could be that firms only capitalize expenses in the presence of short term projects with a high probability of success. Then again, capitalizing firms may rush the completion of R&D projects resulting in lower social return to R&D and lower spillovers in the long run.

While the current methodology reconciles theory and practice in R&D production, it still lacks certain important features. A subsequent analysis should amend the cost and production functions to account for the time delay in the accumulation of intangible capital as well as its use in the production function. Subsequent amendments of the methodology should also include considerations of expensing versus capitalization as they relate to the optimal time (as well as the probability of success) of a given R&D project. Doing this would provide helpful insight in the tax wedge introduced by the tax system.

8 CONCLUSION

I have achieved in this major paper two purposes. First, I investigated the economic rationale for R&D incentives. Second, I have amended the framework of McKenzie (2007) for measuring the relative R&D generosity of Canadian provinces. Using ranges of economic parameters, I have shown that the federal and provincial incentives combine to create a deeply generous tax system for R&D. The analysis suggests that tax credits have a large effect on METRs – making certain provinces largely generous relative to others. More generally, the analysis highlights the fact that the federal government’s R&D incentives suffice to transform Canada into a vastly generous jurisdiction.

It is difficult to determine whether the current methodology captures all the economic realities related to R&D on the private and social sides. For one, some
accounting practices by firms affect R&D production but cannot be measured. Also, the methodology is silent on the economic efficiency of these incentives. In light of this, the measuring of fiscal incentives should be done in the context of parameter ranges and provincial ranks. Furthermore, the presence of time in the production of R&D warrants an ongoing improvement of the methodology.
APPENDIX

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Quebec</td>
<td>-163.1</td>
<td>-90.4</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>-139.1</td>
<td>-107.4</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>-136</td>
<td>-108.7</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>-130.2</td>
<td>-108.9</td>
</tr>
<tr>
<td>Newfoundland</td>
<td>-129.4</td>
<td>-108.5</td>
</tr>
<tr>
<td>Manitoba</td>
<td>-126.4</td>
<td>-117.6</td>
</tr>
<tr>
<td>Ontario</td>
<td>-99.3</td>
<td>-89.0</td>
</tr>
<tr>
<td>British Columbia</td>
<td>-88.7</td>
<td>-96.4</td>
</tr>
<tr>
<td>Alberta</td>
<td>-37.6</td>
<td>-71.9</td>
</tr>
<tr>
<td>Prince Edward Is.</td>
<td>-92.8</td>
<td>-70.6</td>
</tr>
<tr>
<td>Yukon</td>
<td>N/A</td>
<td>-108.4</td>
</tr>
<tr>
<td>Nunavut</td>
<td>N/A</td>
<td>-72.2</td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>N/A</td>
<td>-72.1</td>
</tr>
<tr>
<td>Canada</td>
<td>N/A</td>
<td>-94.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Appendix 2</th>
<th>Province</th>
<th>Provincial Code</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>ALT</td>
<td>WEST</td>
<td></td>
</tr>
<tr>
<td>British Columbia</td>
<td>BC</td>
<td>WEST</td>
<td></td>
</tr>
<tr>
<td>Manitoba</td>
<td>MNTB</td>
<td>WEST</td>
<td></td>
</tr>
<tr>
<td>New Brunswick</td>
<td>NB</td>
<td>ATLANTIC</td>
<td></td>
</tr>
<tr>
<td>Newfoundland</td>
<td>NFLD</td>
<td>ATLANTIC</td>
<td></td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>NS</td>
<td>ATLANTIC</td>
<td></td>
</tr>
<tr>
<td>Nunavut</td>
<td>NUV</td>
<td>NORTHERN</td>
<td></td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>NWT</td>
<td>NORTHERN</td>
<td></td>
</tr>
<tr>
<td>Ontario</td>
<td>ONT</td>
<td>CENTRAL</td>
<td></td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>PEI</td>
<td>ATLANTIC</td>
<td></td>
</tr>
<tr>
<td>Quebec</td>
<td>QUE</td>
<td>CENTRAL</td>
<td></td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>SASK</td>
<td>WEST</td>
<td></td>
</tr>
<tr>
<td>Yukon</td>
<td>YK</td>
<td>NORTHERN</td>
<td></td>
</tr>
<tr>
<td>Appendix 7</td>
<td>Ranking Change Economic Depreciation BC = 12%</td>
<td>Ranking Change Interest Rate BC = 5%</td>
<td>Ranking Change Debt Equity Ratio Base BC = 30%</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>PROV</td>
<td>Base Case</td>
<td>5.00%</td>
<td>25%</td>
</tr>
<tr>
<td>MNTB</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NS</td>
<td>2</td>
<td>-</td>
<td>+1</td>
</tr>
<tr>
<td>NB</td>
<td>3</td>
<td>-</td>
<td>-1</td>
</tr>
<tr>
<td>NFLD</td>
<td>4</td>
<td>-</td>
<td>-1</td>
</tr>
<tr>
<td>YK</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SASK</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BC</td>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>QUE</td>
<td>8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ONT</td>
<td>9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NUV</td>
<td>10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NWT</td>
<td>11</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ALT</td>
<td>12</td>
<td>+1</td>
<td>-</td>
</tr>
<tr>
<td>PEI</td>
<td>13</td>
<td>-1</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Appendix 8</th>
<th>Ranking Change Economic Depreciation BC = 12%</th>
<th>Ranking Change Interest Rate BC = 5%</th>
<th>Ranking Change Debt Equity Ratio Base BC = 30%</th>
<th>Ranking Change inflation Rate BC = 2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROV</td>
<td>Base Case</td>
<td>5.00%</td>
<td>25%</td>
<td>INT 2%</td>
</tr>
<tr>
<td>MNTB</td>
<td>-117.6</td>
<td>-80.6</td>
<td>-154.8</td>
<td>-254.0</td>
</tr>
<tr>
<td>NS</td>
<td>-108.9</td>
<td>-75.9</td>
<td>-142.1</td>
<td>-235.8</td>
</tr>
<tr>
<td>NB</td>
<td>-108.7</td>
<td>-75.2</td>
<td>-142.3</td>
<td>-235.2</td>
</tr>
<tr>
<td>NFLD</td>
<td>-108.5</td>
<td>-75.1</td>
<td>-141.9</td>
<td>-235.3</td>
</tr>
<tr>
<td>YK</td>
<td>-108.4</td>
<td>-75.0</td>
<td>-141.8</td>
<td>-235.0</td>
</tr>
<tr>
<td>SASK</td>
<td>-107.4</td>
<td>-74.3</td>
<td>-140.7</td>
<td>-232.4</td>
</tr>
<tr>
<td>BC</td>
<td>-96.4</td>
<td>-67.8</td>
<td>-125.1</td>
<td>-209.0</td>
</tr>
<tr>
<td>QUE</td>
<td>-90.4</td>
<td>-62.7</td>
<td>-118.4</td>
<td>-194.3</td>
</tr>
<tr>
<td>ONT</td>
<td>-89.0</td>
<td>-62.7</td>
<td>-115.4</td>
<td>-192.5</td>
</tr>
<tr>
<td>NUV</td>
<td>-72.2</td>
<td>-52.5</td>
<td>-91.9</td>
<td>-156.1</td>
</tr>
<tr>
<td>NWT</td>
<td>-72.1</td>
<td>-52.3</td>
<td>-91.9</td>
<td>-155.9</td>
</tr>
<tr>
<td>ALT</td>
<td>-71.9</td>
<td>-52.0</td>
<td>-91.9</td>
<td>-155.5</td>
</tr>
<tr>
<td>PEI</td>
<td>-70.6</td>
<td>-52.1</td>
<td>-89.1</td>
<td>-152.8</td>
</tr>
<tr>
<td>CANADA</td>
<td>-94.0</td>
<td>-66.0</td>
<td>-122.1</td>
<td>-203.4</td>
</tr>
</tbody>
</table>
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