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Abstract

Chaotic systems have been studied for the past few decades because of its complex behaviour given simple governing ordinary differential equations. In the field of cryptology, several methods have been proposed for the use of chaos in cryptosystems. In this work, a method for harnessing the beneficial behaviour of chaos was proposed for use in RFID authentication and encryption. In order to make an accurate estimation of necessary hardware resources required, a complete hardware implementation was designed using a Xilinx Virtex 6 FPGA. The results showed that only 470 Xilinx Virtex slices were required, which is significantly less than other RFID authentication methods based on AES block cipher. The total number of clock cycles required per encryption of a 288-bit plaintext was 57 clock cycles. This efficiency level is many times higher than other AES methods for RFID application. Based on a carrier frequency of $13.56\,MHz$, which is the standard frequency of common encryption enabled passive RFID tags such as ISO-15693, a data throughput of $5.538\,Kb/s$ was achieved.

As the strength of the proposed RFID authentication and encryption scheme is based on the problem of predicting chaotic systems, it was important to ensure that chaotic behaviour is maintained in this discretized version of Lorenz dynamical system. As a result, key boundaries and fourth order Runge Kutta approximation time step values that are unique for this new mean of chaos utilization were discovered. The result is a computationally efficient and cryptographically complex new RFID authentication scheme that can be readily adopted in current RFID standards such as ISO-14443 and ISO-15693. A proof of security by the analysis of time series data obtained from the hardware FPGA design is also presented. This is to ensure that my proposed method does not exhibit short periodic cycles, has an even probabilistic distribution and builds on the beneficial chaotic properties of the continuous version of Lorenz dynamical system.
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Chapter 1

Introduction

The use of radio frequency identification (RFID) devices has surged over the past two decades. From the simple one bit transponders used in almost all commercial merchandise for inventory control to wireless sensor networks, RFID is a technology that has proved to be invaluable because of its small footprint and low cost. However, with the widespread use of RFID technology in sensitive applications such as passports and financial payment methods, there are on-going concerns about the security of such RFID devices [1]. The security flaws of widely used commercial proprietary authentication schemes such as MIFARE have been published [43] and this has seriously affected the adoption of RFID in applications requiring enhanced security. The ability to distinguish a legitimate device from a rogue device necessitates RFID tag authentication. Because of the inherit production cost and physical size limitations of passive RFID tags, the amount of power and hardware resource available are limited. This is a unique challenge in cryptology for RFID devices and ultimately, the measure of success of any given RFID authentication scheme is a ratio of level of security offered over total amount of required hardware resource.

The state of the art in RFID authentication methods offers two widely published and distinct paths: lightweight authentication schemes such as HB+, and block cipher based methods such as AES. Over the past decade, many different implementations employing those methodologies have been suggested. Any market survey can reveal the lack of adoption of those authentication schemes in commercial use despite the fact that those authentication methodologies have already been suggested for a long time. The reason for this limited level of adoption in real world RFID systems is two fold. Weaknesses in
man-in-the-middle attacks against HB+ limits the level of security offered for this very efficient type of method. In the case of AES methods, the amount of ROM required for the S-box implementation and RAM needed for storing in-between stages values are expensive for RFID tags.

The use of chaos in the field of cryptology has been widely published and the intrinsic properties of chaos are, in fact, extremely desirable for cryptology. However, with respect to the application of chaos in RFID systems, it has not been researched extensively. From the results obtained in my research, a novel authentication method based on a chaotic challenge-respond scheme is proposed. This method has a high ratio of level of security over resource utilization, which suits well in RFID applications. I believe the accomplishments of my work during my research in this new avenue of RFID authentication offers a well-rounded and balanced approach in RFID security. Those accomplishments are:

1. An estimated use of 470 Xilinx Virtex 6 slices with zero block RAM usage for my hardware implementation of chaos based RFID authentication scheme. This level of hardware resource usage is well within current means of RFID manufacturing limits. This compares with 5673 Xilinx Virtex slices of a typical AES implementation \cite{16}. It is important to note that there has been other AES implementations suggested that use fewer FPGA slices \cite{11}. However, those implementations also require the use of dedicated block RAMs within the FPGA, which is not a possible mean to reduce resource utilization when implemented in actual RFID tags.

2. The amount of time necessary for each authentication session falls well within the practical realm of RFID usage. When implemented on FPGA, the chaos based RFID authentication requires only 57 clock cycles per authentication. This is compared with latency of 1000 clock cycles with other high security RFID authentication protocols \cite{18}.

3. A systematic way in the security evaluation of chaos based RFID system is shown with the aid of both numerical models and statistical analysis and the security of my proposed RFID authentication scheme is ensured. This acknowledges the fact that traditional analytical methods are unsuitable for security analysis of chaotic systems.

4. The first practical use of discretized chaos from a continuous time based dynamical
system in real world implementable hardware.

The material contained in this thesis for unveiling this novel chaos based approach in RFID authentication is organized in three stages. To begin, chapter two takes a look at the research that is being done so far in RFID authentication and discusses the reasons behind limited use of those suggested methods in real world RFID applications. The concept of chaos is introduced with a brief background in chaos theory and why properties of chaos are so beneficial to cryptology. Despite this fact, because of the unsuitability of analog chaotic signals in band limited wireless communication systems, most analog chaos based cryptosystems proposed thus far are not practical for use in RFID systems. In the discrete chaos based cryptology domain, piecewise-linear maps have been suggested but the level of security offered was proven to be limited because of dynamic degradation issues.

Chapter three focuses on my proposed chaos based RFID authentication scheme beginning with the first and foremost question regarding how continuous time chaotic signals can be generated in digital format inside the IC of a RFID tag. By using those chaotic signals, a challenge response RFID authentication scheme is introduced and an actual implementation in FPGA is demonstrated. This detail hardware design provides an excellent estimate in hardware resource required for manufacturing my proposed authentication scheme in a real world RFID tag. From the timing results in Xilinx ISim, it was shown that the number of clock cycles needed per authentication is significantly less than other block cipher based RFID authentication schemes. During authentication between a RFID reader and a tag, a secret key that is shared between both the reader and the tag is used. An explanation is then given regarding the composition of such key, which is composed of the system parameters of the Lorenz chaotic system. It was discovered that the boundaries of such chaotic system parameters play a crucial role in ensuring continued chaotic behaviour throughout the authentication process and must be respected during key selection.

Because of the complex nature of chaotic systems, chapter four discusses several different methods that this work has proposed in the security evaluation of my chaos based RFID authentication scheme. By taking the fast Fourier transform of actual Lorenz chaotic states generated from my FPGA implementation, the absence of small periodic cycles can be proven given a very large pool of Lorenz chaotic states. A statistical analysis of those states are also examined to determine whether there is an uneven distribution of
states, which can render some states weaker than others. Finally, my proposed authentication method is verified against the rules for the design of a secure chaos cryptosystem suggested in [25] in order to make sure that there are no weaknesses in my interpretation of chaos in digital hardware.
Chapter 2

Background on RFID and Chaos

Radio frequency identification, as the name indicates, is a technology that facilitates the verification of authenticity of individuals and devices. The particularity with this type of verification of authenticity is in the physical nature of the devices used. Unique to RFID, passive tags require no battery to operate and it obtains all the power that it needs to power its IC via induction with the authenticating device called a reader. Another characteristics that is also unique to RFID is its small physical size and low cost to produce. Those major advantages have made RFID the future in authentication for everyday commercial devices. To really understand the security implications of RFID systems, it is necessary to first understand the components that make up an RFID system.

2.1 RFID principle of operation

In a RFID system, there are three core components that work together to provide identification functions: the database, the reader and the tag.

The database:
Since there can be literally thousands of items/devices that require unique identification, it is often impossible to retain all those information at the point of access; typical of an offline system. For this reason, such information is often stored at a location farther away from the point of access that can be easier to manage and control. Such structure, called online system, are what is most widely used today in large scale deployments.
The reader:
One of the most important differences between RFID systems and other identification systems is the fact that power can be supplied simply by inducing a voltage using coils. This permits tag designs to be extremely small and cost efficient. The reader produces an alternating magnetic field which induces a voltage to the coil of the tag to power up its ICs.

The tag:
The tag is the part of a RFID system that has the most physical and computational constraint because it is the item that will be mass produced. In a passive RFID system, power is induced by the reader as mentioned above. However, when the reader is in receive mode, the unmodulated alternating magnetic field is load modulated by the tag for data transmission from the tag to the reader. There exists active RFID systems such as sensor networks, which the tag has its own power source in the form of an internal battery. However, because of the less stringent power requirements, it is not the focus of this research.

In an attacker’s point of view, the weakest link in any RFID system is between the communication between the reader and the tag. This is because the reader is often expose to the public and is susceptible to rogue tags attempting to be a legitimate device/user. Consequently, RFID authentication mechanisms have been used to distinguish legitimate tags from rogue tags. From evaluating the technologies that are currently being used in everyday RFID tags, one can observe that the majority of RFID authentication schemes are proprietary methods that rely on the secrecy of the underlying encryption mechanism to maintain its security. Strangely, over the past decade, there has been many RFID authentication methods that have been proposed ranging from efficient methods that requires comparable hardware resources with proprietary authentication schemes to robust methods utilizing block ciphers such as AES. By looking deeper into the technological trends in RFID authentication mechanisms, one can see that there are limitations to public authentication methods that have been proposed so far and that has made proprietary authentication methods still the unanimous choice in commercial applications. But this type of method also has its limitations because a physical inspection of logic implementation inside the tag itself via methods such as X-ray photography can reveal the algorithm of the underlying authentication method with relative ease. Before the introduction of chaos for the purpose of cryptography, one has to perform a wide angle evaluation of public RFID authentication methods suggested in order to have a baseline
to compare to in terms of level of efficiency and security.

2.2 Authentication schemes in RFID

Over the past decade, numerous authentication protocols have been studied with various degree of design complexity. They generally fall within three categories, namely: lightweight authentication protocols and classical cryptographic authentication protocols.

2.2.1 Lightweight authentication protocols

The basis behind hash function-based authentication protocols is a translation between a given key and its hashed value. Such hash value is considered unique in a sense that it is highly unlikely for two different keys to yield an exact same hashed value. The principle of operation in RFID is as follows: The reader activates the tag by inducing a voltage across its coils. Then, once the capacitors in the tag has been fully charged, it sends a hashed version of the key $k$ to the reader by load modulation. The reader forwards the key $k$ to the database, which holds all the hashed values accepted by this system. If the database finds this hashed value, it will forward the corresponding key $k$ to the reader for transmission back to the tag. The tag has build-in logic to calculate the hashed value of $k$ and compares with the hashed value stored in its memory. If it is a match, the tag will send its identification to the reader to complete the transaction.

Another notable implementation is called the HB+ protocol. It only uses bitwise operations such as "XOR" and "AND" that are not resource intensive to implement [35].
**HB+ protocol:**
Keeping in mind the same reader and tag topology as the hash function authentication protocols, both the reader and the tag shares k-bit secret keys x and y. The tag starts by sending a k-bit blinding vector A over the air to the reader. The reader then sends over a k-bit challenge B to the tag. The tag calculates \( z = (a \cdot x) \oplus (b \cdot y) \oplus v \) and sends over z to the reader for the first round. This exchange of values A and B continues for r rounds and the tag purposely injects noise into its response such that it sends the wrong response back to the reader with constant probability \( \eta \in (0, \frac{1}{2}) \). The reader accepts the tag as legitimate if fewer than \( \eta r \) of the tags response is incorrect.

![Figure 2.2: HB+ authentication protocol](image)

### 2.2.2 Classical cryptographic authentication protocols
Advanced Encryption Standard (AES) has been deemed the successor to Data Encryption Standard (DES) and its use has been widely accepted as a secure cryptographic standard. From a RFID application perspective, classical cryptographic algorithms such as AES can be used in a challenge response scheme. After being powered up by the reader, the tag sends a random number A to the reader. The reader performs AES encryption on the random number A and send that value together with another random number B to the tag. The tag decrypts it to verify the authenticity of the reader and gets random number B in the process. Then, the tag changes the sequence of the random numbers A and B, encrypts it by using AES and sends it over to the reader. The reader decrypts it and verifies the correctness of random number B. 
[18]
2.2.3 Improvements to existing authentication methods

As a baseline to gauge the level of success of any improvements to the authentication methods outlined above, one has to know the limitations of previously proposed solution. In the case of lightweight authentication protocols such as HB+, it is a very efficient method that can easily fit into modern passive RFID tags. On the security of this method, it has been demonstrated that it cannot resist man-in-the-middle attacks and active attacks that can query both the reader and the tag [69][24]. Despite this fact, HB+ protocol still receives a lot of attention because of its low cost of implementation. For protocols utilizing block ciphers such as AES, it offers proven level of security when applied in a challenge response type of authentication protocol. On its resource utilization side, however, it is not as efficient as HB+. Ever since the adoption of the Rijndael algorithm as AES, there has been many AES FPGA implementations. They range from implementations emphasizing on throughput to area optimized versions. Obviously, in the context of RFID authentication, throughput is of secondary concern since data throughput is usually quite low for each authentication session. The size of implementation, on the other hand, plays a much bigger role in the successful adoption for use in real world RFID systems. As a mean to estimate hardware resource requirements, FPGA implementations are often used to predict actual RFID resource usage. A typical AES implementation that sacrifices latency for a smaller implementation size uses on average 5000 Xilinx logic slices [16].
Knowing these facts, the goal in any new methods aiming at improving existing RFID authentication schemes should focus on an authentication method that is more secure than HB+ and more efficient than AES. That is precisely the highlight of my research and results from my proposed chaos based RFID authentication implementation shows that this new approach indeed satisfies the above requirements and offers an improvement over existing methods. But what is chaos and why is it so beneficial for RFID authentication? To answer this question, one has to understand the special properties of chaos, which make it an ideal candidate for use in cryptology.

2.3 Chaos

Since the awareness of the existence of chaos in natural phenomena such as heat dissipation and oscillating chemical reactions to the rate of heart beat, researchers have been fascinated by it’s simple, yet complex behaviour. The repeated application of simple non-linear equations has given us non-deterministic results that is different than just random noise. Edward Norton Lorenz published “Deterministic non periodic flow” in 1963 that began the widespread interest in the research of chaos. This has simply opened the door to a much wider field and up to this day, the ripple effect of chaos theory is still being investigated in dynamical systems. Research in the field of chaos has been divided in two distinct fields that ultimately has two different goals. The first one is the modelling of real world systems with the knowledge gained from chaos whereas the latter is creating cryptographic systems by exploiting chaotic properties. In a way, although these two fields of research do apply the same principals of chaos, their end goals are completely different. For instance, physicists have the difficult task of trying to identify and model chaotic behaviour given data obtained from natural real world systems. With an unknown system dimension, parameters and initial system state, this task often becomes impossible to solve analytically and numerical models have their limitations. This degree of difficulty, when it is applied to the application of chaos in cryptography, is also true and that is precisely what makes chaos so interesting for cryptosystems. Given a cryptosystem with a proper and robust application of chaos, it can be as strong as the underlying chaotic dynamical system itself. If an attacker were to circumvent this cryptosystem based on chaos, the task that they face will be the same challenges that physicists face in modelling natural phenomenons. To quantify a dynamical system as chaotic, all of the following properties have to be present.
• Sensitive to initial conditions
• Aperiodic time-asymptotic behaviour
• Deterministic

2.3.1 Sensitive to Initial Conditions

Given a dynamical system $\theta$ in a $i$ dimensional state space, two points differing by an infinitesimally small distance $d$ at time $t_0$ will eventually diverge exponentially in their orbits such that as $t \to t_n$, $d_0 \gg 0$. When applied in cryptology, this is the most beneficial property of chaos because a slight change in any of the parameters in a chaotic cryptosystem will translate into a very big change in its encrypted output. For example, if an attacker is off by one bit in guessing the secret key of a chaotic cipher, the ciphertext generated would be completely different from the legitimate encrypted ciphertext.

2.3.2 Aperiodic time-asymptotic behaviour

The trajectory of a given chaotic dynamical system has to be aperiodic and cannot settle to any single point in its phase space. This includes a trajectory that is tending to either positive infinity or negative infinity. What this means is the chaotic signal that is used to encrypt a particular message would not follow a predetermined periodic pattern and that makes the probability in predicting future ciphertexts to be $2^{1/2}$.

2.3.3 Deterministic

A chaotic dynamical system has to be governed by a set of inputs and only that set of inputs. The entire dynamic system trajectory has to be reproducible each and every time given the exact same initial conditions and system parameters. In other words, it is not simply a random occurrence of points in phase space. This fact is extremely important because otherwise, it would be impossible to decrypt chaotic messages.

Given the highly unpredictable behaviour of chaotic dynamical systems and its many beneficial properties suitable for cryptology, previous research have suggested implementations of chaos in cryptosystems both in analog and digital systems. Out of those implementations, very few of them has their target application geared towards RFID
systems. To my knowledge, the research that I have undertaken in chaos based cryptography for RFID systems is only one in harnessing the beneficial properties of chaos for use in RFID that is practical for actual real world use. But first, it is necessary to understand what is current out there in terms of chaos based cryptosystems and to know whether it is possible to adopt those systems for RFID authentication. The following is a literature review of currently suggested analog and digital chaos based cryptosystems and an explanation of the particular challenges in chaos based RFID cryptography.

2.4 Analog chaos based cryptography

The application of chaos in analog systems has been around for a longer period of time than digital systems. In the most direct application of chaos, it has been suggested that chaotic signals can be used to obfuscate analog signals. To achieve this goal, chaotic signal synchronization is used and it forms the basis of the majority of analog chaos based communication cryptography. More precisely, there are three main methods that are widely published to this effect: chaotic masking, chaos shift keying, and chaotic modulation.

2.4.1 Chaotic masking

Given a $n$ dimensional chaotic system modelled by a set of differential equation $\dot{u} = f(x)$ where $u = (u_0, u_1, u_n)$ and $f(x) = (f(x_0), f(x_1), f(x_n))$. Two arbitrarily stable subsystems can be divided from $u$, resulting in $u = (v, w)$ where:

$$
v = (u_0, u_1, u_m)
$$
$$
w = (u_m, u_{m+1}, u_n)
$$

From [58], it was shown that if both systems $v$ and $w$ are coupled with the same system parameters and if their initial conditions difference is no more than 5%, as $t \to \infty$, both systems will eventually arrive at the same state and remained synchronized. This is the basis of identical synchronization. Now, chaotic masking schemes such as [52] and [15] builds on this synchronization scheme and applies it to an application model. Simply stated, given $s(t)$ as the original message, $i(t)$ as the received message and the Lorenz chaotic states variable $x$ as the driving signal, the sender combines state variables $x(t)$ with an analog message $s(t)$ such that the amplitude of $s(t)$ is much lower than state variable $x$. Then, through a communication medium, this signal is transmitted to a
receiving party. By synchronizing the underlying chaotic system parameters between
the sender and the receiver, their system states will be at the same point as mentioned
previously. The receiver having the received message $i(t)$ subtracts the dominant chaot-
sic signal $x(t)$ away from $i(t)$ and the result is the original analog message.

This type of system, although it is relatively easy to implement at the beginning, has a
few difficult to tackle challenges. In [70], Short showed that such additive modulation
scheme can be easily broken by using multi-step predictions or a re-summing process on
the residuals after one step predictions.

2.4.2 Chaos shift keying (CSK)

In [57], the author again draws from the synchronization method by [58]. As an example,
given two Chua’s dynamical systems [14] defined by the same differential equations:

$$
\frac{dv_1}{dt} = \frac{1}{C_1} \left[ \frac{v_2 - v_1}{R} - f(v_1) \right] \\
\frac{dv_2}{dt} = \frac{1}{C_2} \left[ \frac{v_1 - v_2}{R} + i_3 \right] \\
\frac{di_3}{dt} = \frac{1}{L} [-v_2 - R_0 i_3] 
$$

(2.2)

System $A$ has its set of system parameters, system $B$ has some other different system
parameters and both systems are in a stable state. Let $v_1$ be the driving signal. Chaos
shift keying is based on the difference of these two dynamical systems that are of the
same class but numerically different. When the sender wants to transmit a binary zero,
$v_1$ from system $A$ is used as the driving signal. On the other hand, if the sender wants to
send a binary one, $v_1$ from system $B$ is instead used to drive the subsystem. The result
is the receiver getting a series of signals corresponding to two sets of $v_1$. Consequently,
by attempting to apply chaos synchronization of the received $v_1$ with dynamical systems
$A$ or $B$, $v_1$ will synchronize with either one of the dynamical systems. Hence, a binary
bit stream can be transmitted and the signal travelling over the communication medium
would appear noise-like.

2.4.3 Chaotic modulation

In [8], the authors suggested a communication scheme based on modulating phase syn-
chronized Rossler dynamical systems $(x_i, y_i, z_i)$ where $i = (1, 2, 3)$. The subsystems


\( (x_1, y_1, z_1) \) and \( (x_2, y_2, z_2) \) are the drive subsystems and are defined by the following equations:

\[
\begin{align*}
\dot{x}_{1,2} &= -(\omega + \delta \omega)y_{1,2} - z_{1,2} + \epsilon(x_{2,1} - x_{1,2}) \\
\dot{y}_{1,2} &= (\omega + \delta \omega)x_{1,2} + 0.15y_{1,2} \\
\dot{z}_{1,2} &= 0.2 + z_{1,2}(x_{1,2} - 10)
\end{align*}
\]

(2.3)

The response subsystem \( (x_3, y_3, z_3) \) is defined by:

\[
\begin{align*}
\dot{x}_3 &= -\omega' y_3 - z_3 + \eta(r_3 \cos(\theta_m) - x_3) \\
\dot{y}_3 &= \omega' x_3 + \alpha y_3 \\
\dot{z}_3 &= 0.2 + z_3(x_3 - 10)
\end{align*}
\]

(2.4)

The signal that is being transmitted from the drive subsystem to the response subsystem is the phase \( \theta_m \) defined by:

\[
\theta_m = \arctan \left( \frac{(y_1 + y_2) / 2}{(x_1 + x_2) / 2} \right)
\]

(2.5)

In order to transmit a binary sequence, the angular difference \( \Delta \theta \) is being modulated accordingly and in the receiver system, if the amplitude of \( \theta_3 \) is mostly positive, it denotes a binary 1 and the opposite yields a binary 0.

### 2.4.4 Chaos suppression techniques

Until recently, chaos suppression has been suggested in [12] as a mean to control chaos. Choe et al used Lorenz dynamic system defined by the usual set of three ordinary differential equations. When a small amplitude periodic signal is used to influence the parameter of the Lorenz dynamical system, it was observed that chaotic states will converge to and remain in a particular fixed state. Then, when that small amplitude periodic signal is removed from the Lorenz system, chaotic behaviour quickly resumes and the strange attractor resumes its normal trajectory. When employed in cryptography, the sender can transmit a message that is embedded within the chaotic signal. Given prior communication between the sender and the receiver in another communication regarding the phase and amplitude of this small amplitude signal, the receiver can potentially suppress the chaos in the transmitted chaotic signal and recover the real intended message.
2.4.5 Noise and chaos control

[56] states that in order to obtain better system performance, we, in fact, want the system to be in chaotic state. This is because the chaotic attractor of a dynamical system has embedded within it, many stable periodic orbits. With a small disturbance of an accessible system parameter, one can make the chaotic system stabilize around a periodic orbit. On the contrary, if the dynamical system is already in a stable orbit, it is only possible to deviate the trajectory slightly.

Hénon Map

Both [56] and [13] utilized the Hénon map as their discrete dynamical system of choice. Hénon map is a two-dimension dynamical system characterized by the map:

\[
\begin{align*}
  x_{n+1} &= 1 - \alpha x_n^2 + y_n \\
  y_{n+1} &= \beta x_n
\end{align*}
\]  

Depending on the values of the parameters \(\alpha\) and \(\beta\), the trajectory behaves differently. Below is a plot of the bifurcation diagram of the Hénon map with \(\alpha = 1.4\) and \(\beta = 0.3\).

![Bifurcation diagram of Hénon map with \(\alpha = 1.4\) and \(\beta = 0.3\)](image)

Figure 2.4: Bifurcation diagram of Hénon map with \(\alpha = 1.4\) and \(\beta = 0.3\)
As shown in figure 2.4 as $\alpha$ increases, the period doubling property of the Hénon map takes effect and when $\alpha$ reaches past 1.1, it interleaves between multiple periodic and chaotic trajectories. [56] uses a Poincaré map of a three dimensional continuous dynamical system as their discrete map of choice to illustrate their point. In general, the dimension of the surface of section $M$ given $D$ is the dimension of the continuous dynamical system is $M = D - 1$. In the case of [56], the surface of section is a 2-dimensional plane. They begin by selecting a preferred unstable periodic orbit that improves on the performance of the dynamical system in question. Then, for each point that intersects the surface of section, they look at whether that point falls within a range that is close to the unstable periodic orbit in question. If it is, then they would alter the externally accessible parameter $p$ so that the intersecting point intersects the point of the unstable periodic orbit. In a numerical example, [56] uses a slightly different form of the Hénon map, which is:

$$
\begin{align*}
    x_{n+1} &= \alpha - x_n^2 + \beta y_n \\
    y_{n+1} &= x_n
\end{align*}
$$

with $\beta = 0.3$. In that example, they have shown that it is possible to force the chaotic trajectory into following an unstable periodic orbit. Referring back to Christini & Collins’ paper, they used the principle of the control method detailed in [56] but instead of setting $\alpha$ of the Hénon map to 1.29 where the dynamical system is in its chaotic region; they picked $\alpha$ to be 1.00 which can be observed from the above plot that the system is in an unstable period-4 orbit. With this method, it was observed by Christini and Collins that the transient time required for the dynamical system to fall within the desired unstable periodic orbit is almost instantaneous.

2.4.6 Limitations of direct analog chaos use in RFID

The main issue that prevents a direct adoption of the above strategies in RFID is that signal transmission is limited to a broadband communication medium since chaotic signals are not periodic. For any practical use in modern radio-frequency systems, this simply cannot be employed because it is impossible to confine an analog chaotic signal into a certain frequency band. The aperiodic nature of chaotic dynamical systems would imply a monopolization of the entire radio frequency medium and this would make the use of direct application of analog chaos based cryptosystems impossible for real world wireless communication use.
In addition to this problem, synchronization between the chaotic system of the sender and receiver is often easier said than done and there has been numerous works published in regards to this subject [58][62]. Of them all, identical synchronization is considered as more robust and the most widely used synchronization method. However, regardless of the type of synchronization used, synchronization has to be continuously maintained between the sender and receiver. In a real world system, noise can easily affect the quality of the signal that the receiver obtains, which in turn, will affect how well synchronization is maintained. If re-synchronization is necessary, this could dramatically reduce the throughput of such communication system and the increase in bit-error-rate. For chaos suppression techniques, it is difficult to proof that only one particular type of small periodic signal has a given unique suppressed trajectory because there is a chance that another small periodic signal disturbing this same chaotic communication channel can yield a similar or the exactly same suppressed trajectory. Such consequence would be detrimental to the security of any implementation that are based on this type of suppression technique. For chaotic cryptosystems employing noise control methods, they are very hard to implement in practice because they necessitate strict manufacturing standards that are hard to control and this is true especially for resource constrained RFID devices.

2.5 Digital chaos based cryptography

In general, discrete chaos ciphers do not make use of synchronization between the sender and receiver as was the case with analog chaotic ciphers. Instead, certain parameters of the dynamical system serves as the secret that is not known to a third party and that is often used as a key in the encryption and decryption process. The following explains three notable chaos based digital cryptosystems that have been proposed.

2.5.1 Stream ciphers employing chaos-based pseudo-random number generators

By using a chaotic map, it was shown in [44] that a pseudo-random number generator can be based on chaos and a subsequent simple exclusive OR operation can be used to encrypt images. Given the following difference equation, which defines the logistic map:

\[ x_{n+1} \equiv \mu x_n (1 - x_n) \]  

(2.8)
where,
\[ x \in (0, 1) \] (2.9)

When \( \mu_{\text{inf}} \simeq 3.57 \) and \( \mu_{\text{inf}} < \mu \leq 4 \), the behaviour of the logistic map gives a mixture between chaos and order. Given careful examination of the selection of \( \mu_{\text{inf}} \) ensuring that chaos is present in the response of the system, \( x \) states are always bounded between zero and one. By first multiplying the resulting \( x \) state with \( 10^7 \) and then multiplying by modulo 256, a pseudo-random number between 0 and 255 can be generated. Subsequently, this number is used to encrypt a grey scale image array by using the XOR operation between the two values in binary.

2.5.2 Chaotic stream ciphers via inverse system approach

Given two nonlinear dynamic systems, the first system is the transmitter and the second system is the receiver in a communication system. The input to the transmitter is \( u(t) \) and its output is \( y(t) \). On the receiver side, the input is \( y(t) \) and its output is \( u'(t) \). The relationship between the input at the transmitter and the output of the receiver is given by:

\[
\begin{align*}
    y &= \sigma(u, x_0) \\
    u' &= \sigma^{-1}(y, \xi_0)
\end{align*}
\] (2.10)

At the receiver, the original information can only be decrypted when:

\[ |u - u'| = 0, \quad \text{as } t \to \infty \] (2.11)

2.5.3 Block ciphers based on chaotic round function or S-boxes

In traditional symmetric ciphers, such as DES and AES, desirable diffusion and confusion properties in a cryptosystem are implemented by a repetition of simpler rounds of ciphers. Several works have suggested that chaotic maps do carry both diffusion and confusion properties as the number of iterations tends to infinity. In [73], by iterating the Logistic map given by:

\[
\tau(x) = \mu x (1 - x), \quad x \in I = [0, 1]
\] (2.12)

and using a Boolean function, an 8-bit binary table is obtained and it contains \( 2^8 \) values. Then, by repetitively applying the discretized version of the following Baker map:

\[
\begin{align*}
    B(x, y) &= (2x, y/2) \quad 0 \leq x \leq 1/2 \\
    B(x, y) &= (2x - 1, y/2 + 1/2) \quad 1/2 \leq x \leq 1
\end{align*}
\] (2.13)
a 8x8 substitution box is obtained.

### 2.5.4 Limitations of direct discrete chaos use in RFID

The limitations of each of those previously discussed discrete chaotic ciphers has rendered the use of chaos in digital systems non practical for real world applications. For cryptographic ciphers utilizing chaos based pseudo-random number generators, selection of a $\mu$ value, which consistently exhibits chaotic behaviour, is not linear and the risk of low $\mu$ variance is a concern. In chaotic stream ciphers employing the inverse system approach there are weaknesses demonstrated in [77]. In the event that the chaotic mappings between the transmitter and receiver are known to an attacker, reconstruction of subsequent communications can be easily decrypted. In addition, synchronization can still be achieved despite a mismatch in system parameter. As an example, the system described in [19] can be decrypted with a difference of $2nF$ in the capacitance value. Cross-correlation between the plaintext and ciphertext of this method also introduces significant security flaws in practical applications. In block ciphers using chaos based s-boxes, the very special characteristics of chaos, such as sensitive to initial conditions, are not being exploited. Improving on an already cryptographically strong cipher such as the AES block cipher via chaos based s-boxes without making such block cipher more efficient is simply a redundant effort that is not taking proper advantage of chaos. One dimensional piece-wise linear chaotic maps offer an efficient way of implementing chaos in digital communications particularly because it’s simple addition and division operations are efficient to be implemented in hardware. However, it has been shown in [47] that piece-wise linear chaotic maps suffer two major problems in finite computer precision:

- In discrete chaotic dynamical maps, when the calculations are realized in fixed-point arithmetic, the digital orbits will all converge to zero [45].

- Since digital chaotic orbits, such as those in Tent maps, are bounded by $2^n$, where $n$ is a finite number that a computer system is bounded by, the orbit is destined to repeat itself. In other words, small cycles can occur and that would jeopardize the unpredictability factor of the chaotic system.

From these results of chaos based cryptographic methods, one can see that there is room for improvement both in the level of security offered and the practicality of implementations in real world systems. When chaos is applied in the application of RFID, some very specific requirements in design has to be considered. They are:
1. Voltage requirements in a passive PICC device;
2. Due to the RFID intrinsically small design footprint, minimal design complexity is necessary; and
3. Increased PICC manufacturing costs.

2.6 Design issue one: induced voltage requirements

In a passive RFID system, the tag receives its power from the voltage induced on its antenna to power up the integrated circuits within the card to begin the challenge response process. One can easily see that a direct use of analog chaotic signal is impractical for wireless communication systems. This is because chaotic signals looks just like noise and will not be able to provide enough induced voltage for the tag to function in a passive RFID system.

From Faraday’s Law, we know that the magnitude of an electric current is proportional to the change in magnetic flux of a closed loop circuit. To verify mathematically means that we have to solve for:

\[ \mu = + \frac{d\Psi_2}{dt} \]
\[ = M \frac{di_1}{dt} - L_2 \frac{di_2}{dt} - i_2R_2 \] \hspace{1cm} (2.14)

where \( \mu \) is the voltage, \( M \) is the mutual inductance, \( L \) is the conductor loop, \( \Psi \) is the magnetic flux and \( i \) is the current. However, since the signal is no longer a sinusoidal waveform, we cannot reduce this equation any further. As a more practical approach, one can evaluate the actual voltage levels of a well established ISO-14443A integrated circuit, the MF1-IC-S70 by Philips Semiconductor. Figure 2.5 depicts the measurement of the carrier emitted from the MF1-IC-S70 as a PCD. The peak to peak amplitude shows 2V at the antenna output and if one looks at the specification of the ISO-14443A standard, the magnetic field strength \( H \) of any given system should be between 1.5 Amperes/meter (rms) and 7.5 Amperes/meter (rms) \(^\text{32}\). Given a chaotic signal comprised of its state variable \( x \) appears noise like, its frequency counterpart occupies a wide band. For this reason, the transmitter side necessitates a very large power spectrum in order to drive the overall noise-like chaotic signal into a narrow band receiver. The real-world implementation of this approach is unrealistic because frequency bands are tightly controlled and unregulated transmission in such a large frequency spectrum is impractical.
2.7 Design issue two: tag design complexity

The level of complexity on the reader is not a real issue because, although the size and power requirements have to be reasonable, it is not a resource constrained device. The tag, on the other hand, has to adhere to strict design limitations because:

1. With added computational complexity, the amount of power required to power up the integrated circuits on the tag could exceed the amount that the reader can provide by induction; and

2. The size of the tag could be too large for it to be portable enough to be used in practice.

2.8 Design issue three: increased manufacturing costs

The single most important factor of why RFID authentication systems are so widely adopted in the industry is because of the low cost associated with its implementation.
We know for a fact that current ASIC manufacturing capabilities allow for a cost effective adoption of encryption algorithms like DES. NXP’s line of proximity card reader integrated circuit, namely, the Mifare DESFire using DES encryption and the Mifare Plus utilizing 128-bit AES encryption are good examples of current manufacturing capabilities. To put those encryption schemes into real numbers, 15 microAmps of power and 5000 gates for a .35 micrometer CMOS process is typical for current RFID tag security mechanism [18].

In the following chapter, an explanation of my proposed chaos based RFID authentication scheme, which satisfies the above requirements will be given. It will be shown that such authentication scheme offers drastic improvement in RFID hardware resource efficiency without sacrificing on security.
Chapter 3

Chaos based RFID authentication

My proposed RFID authentication system is based on a challenge response scheme utilizing chaos as the driving force for providing security in the encryption of data between the RFID reader and the tag. A secret key is shared between the reader and the tag for encryption and decryption and it is composed of parameters of the chaotic system. This chaotic system in question is the continuous time Lorenz dynamical system utilized in the discrete domain via fourth order Runge Kutta approximation. By using this novel approach, it was shown that 288 bits of data can be encrypted with a secret key containing 32 bits within 56 clock cycles and the entire implementation consumes only about 470 Xilinx Virtex 6 slices. This is compared to the utilization of 5673 Xilinx Virtex slices \cite{16} and 1000 clock cycles for an encryption of 128 bits of data \cite{18}.

In this chapter, we begin with an explanation of the challenge response exchanges between the RFID reader and the tag which makes up the frame of my proposed authentication scheme. Then, focus will shift to the underlying Lorenz chaotic state generation mechanism that provides the much needed level of security in the encryption and decryption of messages between the reader and the tag. A complete hardware implementation in FPGA will be provided to show the design choices made in order to make this chaos based authentication scheme so compact, highly efficient and requiring little hardware resource to implement.
3.1 Authentication scheme

The authentication scheme proposed uses a challenge response system that enables bi-directional authentication of both the reader and the tag. Figure 3.1 provides a graphical explanation of the exchanges between the reader and tag during a successful authentication session.

1. The reader and the tag both have their previously agreed upon secret key. Suppose that a tag wants to authenticate with a particular reader. The reader sends out an alternating magnetic field from its coil to power up the ICs of the tag. While this is taken place, the reader calculates a set of discrete Lorenz chaotic states $x$ and stores them in memory.

2. Once the capacitors are fully charged inside the tag, the latter load modulates the carrier wave to tell the reader that it is ready to begin authentication.

3. The reader sends out a certain value $a$ as challenge to the tag to begin the authentication process for the verification of the authenticity of the tag.
4. The tag receives this challenge and provides a valid response to the reader by load modulating the reader’s carrier signal.

5. The reader verifies that this response is correct and sends out an acknowledgement to the tag by applying amplitude shift keying of its carrier signal.

6. The tag then takes its turn to send out a challenge to the reader to perform the verification of authenticity of the reader.

7. The reader sends a response back to the tag and upon the successful verification of this response by the tag, mutual authentication is then complete.

8. Now, having secured the identification of both the reader and the tag, the same secret key is used in encrypting data sent between the reader and the tag.

From the explanation of this RFID challenge response authentication scheme, one can see that the security of this protocol relies on the level of security offered by the method of generating those challenge response messages and its contents. By making use of chaos in the generation of those challenges and responses, it is demonstrated later in this chapter that the level of security offered is high given the low hardware resource requirements. This novel way of making use of analog chaos in digital system is the primary reason why such accomplishment is possible. In order to demonstrate how these challenge response messages can be generated from Lorenz chaotic dynamical system, one has to first understand the composition of such chaotic system and its characteristics. The following sections will provide a brief overview on this subject.

### 3.2 Lorenz dynamical system

Lorenz’s chaotic dynamical system is one of the more well known and researched chaotic system. Partly because it is one of the earliest chaotic system discovered and also because of its wide variety in behaviour depending on its system parameters. Originally in 1963, when Edward Lorenz published his paper called “Deterministic nonperiodic flow”, he used his model in an attempt to determine the pattern of atmospheric convection flow. Ever since then, Lorenz’s dynamical system has been applied to numerous other real world systems. Similar to other chaotic systems, the Lorenz dynamical system is defined
by a set of ordinary differential equations:

\[
\begin{align*}
\frac{dx}{dt} &= \sigma(y - x) \\
\frac{dy}{dt} &= x(\rho - z) - y \\
\frac{dz}{dt} &= xy - \beta z
\end{align*}
\] (3.1)

This system has initial conditions at time \( t = t_0, x = x_0, y = y_0 \) and \( z = z_0 \). The values \( \sigma \) (Prandtl), \( \rho \) (Rayleigh) and \( \beta \) are static parameters of the Lorenz dynamical system. It is important to note that \( x, y \) and \( z \) do not refer to \( x, y \) and \( z \) in three dimensional space \([49]\). Rather, they are defined as:

- **\( x \)**: Relative speed of air convection
- **\( y \)**: Temperature difference between rising warm air and falling cold air
- **\( z \)**: Measurement of lateral temperature difference

Similarly, the \( \sigma, \rho \) and \( \beta \) parameters are related to Lorenz’s air convection model. Following a paper previously published by Barry Salzman on thermal turbulences \([66]\), Lorenz adopted the system parameter values of \( \sigma = 10, \rho = 28 \) and \( \beta = 8/3 \) in his numerical evaluation of the system output. For those values, it has been demonstrated that Lorenz’s dynamical system do indeed behave chaotically \([5]\) \([71]\) \([34]\). Figure 3.2 shows the well-known Lorenz butterfly attractor pattern that is a classic example demonstrating the sophisticated trajectory of Lorenz’s dynamical system in its chaotic region.

![Lorenz butterfly attractor](image)

**Figure 3.2:** Plot of \( x - z \) showing the Lorenz butterfly attractor

Recalling the sensitive to initial conditions property of chaotic systems. The trajectory of the Lorenz dynamical system is impossible to predict when it is operating in
its chaotic region. The set of its initial conditions and system parameters completely define its trajectory, which means that given the exact same input values to the Lorenz dynamical system, it will always follow the same trajectory. When these two observations are applied together, they provide an ideal method for use in cryptography. In my proposed RFID authentication scheme, the challenge messages are the set of Lorenz initial conditions and system parameters and the expected responses are the $x$, $y$ and $z$ state values of a particular point along this Lorenz chaotic trajectory. Given a Lorenz dynamical system operating in its chaotic region, the state progressions along its trajectory is extremely complex and this fact provides the security challenges needed to make it my proposed RFID authentication scheme secure.

As demonstrated in the previous chapter, for bandlimited frequency applications such as RFID, one cannot simply transmit an analog chaotic signal over the air. This means that a direct application of Lorenz dynamical system is not a possibility for use in RFID. Because of this limitation, a discrete version of the Lorenz dynamical system has to be used. This is accomplished by utilizing the fourth order Runge Kutta approximation method to calculate each state transition of the chaotic trajectory in digital hardware. The following section demonstrates this implementation in FPGA and confirms that the hardware resource required falls well within current passive RFID tag manufacturing limits. Furthermore, when compared with other AES FPGA implementations, it occupies much less Xilinx Virtex slices and requires less clock cycles to perform each Lorenz state calculation.

### 3.3 States generation

The first step in the realization of the Lorenz dynamic system in digital hardware is to apply an approximation of its state calculations. Given the three sets of ordinary differential equations that defines the Lorenz dynamic system, approximation of Lorenz states $x$, $y$ and $z$ can be performed by applying the fourth order Runge-Kutta method. Let:

$$ F(t, v) = \frac{dv}{dt} $$  

(3.2)

where, $v = [x, y, z]$ and $x$, $y$ and $z$ correspond to the three states of the Lorenz dynamic system. Let $h$ be each time step of the fourth order Runge-Kutta method. Hence:

$$ x_{i+1} = x_{i+h} $$  

(3.3)
The approximate next state value \( v_{i+1} \) is given by:

\[
v_{i+1} = v_i + h \times \frac{1}{6}(k_1 + 2k_2 + 2k_3 + k_4)
\] (3.4)

where,

\[
\begin{align*}
k_1 &= h \times f(t_i, v_i) \\
k_2 &= h \times f\left(t_i + \frac{h}{2}, v_i + \frac{k_1}{2}\right) \\
k_3 &= h \times f\left(t_i + \frac{h}{2}, v_i + \frac{k_2}{2}\right) \\
k_4 &= h \times f(t_i + h, v_i + k_3)
\end{align*}
\] (3.5)

With the repeated application of the fourth order Runge-Kutta method, a trajectory of the Lorenz dynamic system can be traced and the \( x, y \) and \( z \) states of the Lorenz dynamic system can be obtained. On a passive RFID tag, the type of resources available for implementing the Lorenz dynamical system is different from a software type of implementation done on a microprocessor based system running high-level computer language. The limited number of logic gates on a RFID tag means that the only hardware resources available are bitwise logical operations. Similarly, on a FPGA, those mathematical operations have to be performed by logic implemented via look-up tables and flip-flops inside configurable logic blocks called slices. In order to represent fractional numbers and perform fractional mathematical operations with limited digital hardware resources, the floating point number representation method was used to achieve this goal.

### 3.4 Number format representation

Floating-point representation, as the name implies, has a floating decimal point based on the magnitude of the value to be represented in powers of two. Figure 3.3 shows a graphical view of the single precision IEEE-754 floating point number representation format.

![IEEE-754 single precision format](image-url)
There is a total of 32 bits for each number with the first bit being a sign bit, the following 8 bits being the exponent and the last 23 bits represent the fractional part of the number. To quickly demonstrate the way how to convert a decimal number with a fractional part into IEEE-754 single precision format, let us look at an example.

Given decimal number 54.625. The whole part of the number is first converted into binary representation:

\[ 54_{10} = 110110_2 \]

Then the fractional part is converted into binary. Given the limit of 23 fraction bits for the IEEE-754 single precision format, the maximum precision possible for a single precision floating point number is also 23 bits.

\[
0.625_{10} = \sum_{n=1}^{23} d_n \times 2^{-n} \\
= [(1 \times 2^{-1}) + (0 \times 2^{-2}) + (1 \times 2^{-3})] \\
= 101_2
\]

Hence:

\[ 54.625_{10} = 110110.101_2 \]

The next step is to normalize this binary number:

\[ 110110.101 = 1.10110101 \times 2^{\text{exponent} - 127} \]

Therefore, the exponent is \(127 + 5\) and fraction is 10110101, which is 10110101_2. This gives a final single precision number of:

\[ 01000010010110101000000000000000_2 \]

This floating point format has the flexibility of representing a wide range of numbers and can provide up to 24 significant bits of accuracy. To actually perform the required addition, subtraction and multiplication in FPGA, Xilinx do offer an IP core optimized for the calculation of floating point numbers. The Xilinx floating-point arithmetic core v5.2 uses either solely FPGA fabric resources or a combination of FPGA fabric and specialize DSP48 blocks. Since the goal of this FPGA implementation is to approximate
actual hardware resource usage on a passive RFID tag, it is important to not use any specialized resources of the Virtex FPGA in order to make the resource usage estimation as accurate and as straightforward as possible for the ease of comparing different RFID authentication methods.

From the evaluation of other fractional number representation methods, such as fixed point number representation, it was found that the amount of resource savings, when implemented in hardware, does not justify the lost of significant bits. For that reason, the Xilinx floating-point arithmetic core was the best method in performing fractional calculations on an FPGA.

### 3.5 Implementation on FPGA

In actual RFID applications, cost is a major factor in the practical usefulness of any authentication scheme. In a direct implementation of the fourth order Runge Kutta approximation on FPGA, the amount of resources can quickly add up. Table 3.1 summarizes the total number of mathematical operations required for the approximation of each Lorenz chaotic states $x$, $y$ and $z$. One quickly realizes that the direct implementation of 16 subtractions, 21 additions, 25 multiplications and 9 division operations will never fit into a passive RFID tag. However, by optimizing the mathematical operations performed and using implementation area focused hardware design techniques, the amount of hardware resources required can be drastically reduced. As a first step in reducing design size, one can observe that the second operand of the division operations are always fixed at 2 and 6. Those can be replaced by corresponding multiplication operations of 0.5 and 0.1666667 respectively. By doing so, an instantiation of the Xilinx floating point arithmetic core performing division operations can be eliminated. Since the time step value $h$ is always fixed, the results of the $h/2$ and $h/6$ operations never change during Lorenz chaotic state calculations. Therefore, those values can be stored in the tag’s memory to further reduce design complexity. For the addition and subtraction instantiations of the Xilinx floating point arithmetic core, the same hardware resources are shared and the selection of the operation to be performed depends only on a 6 − bit wide signal called operation. The means that the most resource efficient design only requires one addition/subtraction and one multiplication Xilinx floating point arithmetic core. Then, by rearranging the order of performing the fourth order Runge Kutta operation, it is possible to calculate one full set of Lorenz dynamical system states $x$, $y$ and $z$.
<table>
<thead>
<tr>
<th>Operations to perform</th>
<th>+</th>
<th>−</th>
<th>×</th>
<th>÷</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{dx}{dt} = \sigma(y - x)$ for $K1$ step</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dy}{dt} = x(\rho - z) - y$ for $K1$ step</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dz}{dt} = xy - \beta z$ for $K1$ step</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_i + \frac{x_{k1}}{2}$ for $x$ in $K2$</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_i + \frac{y_{k1}}{2}$ for $y$ in $K2$</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z_i + \frac{z_{k1}}{2}$ for $z$ in $K2$</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dx}{dt} = \sigma(y - x)$ for $K2$ step</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dy}{dt} = x(\rho - z) - y$ for $K2$ step</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dz}{dt} = xy - \beta z$ for $K2$ step</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_i + \frac{x_{k2}}{2}$ for $x$ in $K3$</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_i + \frac{y_{k2}}{2}$ for $y$ in $K3$</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z_i + \frac{z_{k2}}{2}$ for $z$ in $K3$</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dx}{dt} = \sigma(y - x)$ for $K3$ step</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dy}{dt} = x(\rho - z) - y$ for $K3$ step</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dz}{dt} = xy - \beta z$ for $K3$ step</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_i + x_{k3}$ for $x$ in $K4$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_i + y_{k3}$ for $y$ in $K4$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z_i + z_{k3}$ for $z$ in $K4$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dx}{dt} = \sigma(y - x)$ for $K4$ step</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dy}{dt} = x(\rho - z) - y$ for $K4$ step</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{dz}{dt} = xy - \beta z$ for $K4$ step</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_i + \frac{h}{6}(x_{k1} + 2x_{k2} + 2x_{k3} + x_{k4})$ for final step</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$y_i + \frac{h}{6}(y_{k1} + 2y_{k2} + 2y_{k3} + y_{k4})$ for final step</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$y_i + \frac{h}{6}(z_{k1} + 2z_{k2} + 2z_{k3} + z_{k4})$ for final step</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>21</strong></td>
<td><strong>16</strong></td>
<td><strong>25</strong></td>
<td><strong>9</strong></td>
</tr>
</tbody>
</table>

Table 3.1: Table showing mathematical operations required
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in 57 clock cycles. This is illustrated in a step-by-step approach in table 3.2. Using the Xilinx ISE development platform tools version 13.3, the entire design was successfully synthesized over the smallest version of Xilinx Virtex 6 FPGA, the xc6vlx75t. In order to accomplish the reuse of Xilinx floating point arithmetic cores as shown in table 3.2, the hierarchy of each $K$ step has been removed and a flattened design was used. Figure 3.4 shows the inputs to and outputs of the top level design.

![Diagram](image)

**Figure 3.4:** Inputs and outputs of the FPGA implementation

The `top_chaosRK4` HDL module contains a Moore-type state machine to control the order of each mathematical operation in the fourth order Runge Kutta approximation and there is a total of 18 states within the flow control state machine. A flow chart of the processes inside the FPGA implementation is shown in figure 3.5 and a simulation in Xilinx ISim is shown in figure 3.6.
<table>
<thead>
<tr>
<th>Cycle</th>
<th>Clock Cycle</th>
<th>Operation performed by Add/Sub Core</th>
<th>Operation performed by Mult Core</th>
<th>Clock Cycle</th>
<th>Operation performed by Add/Sub Core</th>
<th>Operation performed by Mult Core</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$y - x = x_a$</td>
<td>$x \cdot y = z_a$</td>
<td>20</td>
<td>21</td>
<td>$y_b - y$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>$\rho - z = y_a$</td>
<td>$\beta \cdot z = z_b$</td>
<td>21</td>
<td>22</td>
<td>$x_{K3h} \cdot h_{half} = x_{K3h}$</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>$z_a - z_b$</td>
<td>$x \cdot y_a = y_b$</td>
<td>22</td>
<td>23</td>
<td>$x_{K3h} + y_n = y_{K4}$</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>$y_b - y$</td>
<td>$\sigma \cdot x_a$</td>
<td>23</td>
<td>24</td>
<td>$z_{K3h} \cdot h_{half} = z_{K3h}$</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>$x_{K1h} \cdot h_{half} = x_{K1h}$</td>
<td>$z_{K3h} + z_n = z_{K4}$</td>
<td>24</td>
<td>25</td>
<td>$2 \cdot x_{K2}$</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>$x_{K1h} + x_n = x_{K2}$</td>
<td>$y_{K1h} \cdot h_{half} = y_{K1h}$</td>
<td>25</td>
<td>26</td>
<td>$x_{K1} + 2x_{K2} = x_{n+1}$</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>$y_{K1h} + y_n = y_{K2}$</td>
<td>$z_{K1h} \cdot h_{half} = z_{K1h}$</td>
<td>26</td>
<td>27</td>
<td>$x_{n+1} + 2x_{K3} = x_{n+1}$</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>$z_{K1h} + z_n = z_{K2}$</td>
<td>$x_{n+1} + 2x_{K3} = x_{n+1}$</td>
<td>27</td>
<td>28</td>
<td>$h \cdot 1/6 = h_{sixth}$</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>$y - x = x_a$</td>
<td>$x \cdot y = z_a$</td>
<td>28</td>
<td>29</td>
<td>$h_{sixth} \cdot x_{n+1} = x_{n+1}$</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>$\rho - z = y_a$</td>
<td>$\beta \cdot z = z_b$</td>
<td>29</td>
<td>30</td>
<td>$2 \cdot y_{K2}$</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>$z_a - z_b$</td>
<td>$x \cdot y_a = y_b$</td>
<td>30</td>
<td>31</td>
<td>$y_{K1} + 2y_{K2} = y_{n+1}$</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>$y_b - y$</td>
<td>$\sigma \cdot x_a$</td>
<td>31</td>
<td>32</td>
<td>$2 \cdot y_{K3}$</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>$x_{K2h} \cdot h_{half} = x_{K2h}$</td>
<td>$y_{K2h} \cdot h_{half} = y_{K2h}$</td>
<td>32</td>
<td>33</td>
<td>$y_{n+1} + 2y_{K3} = y_{n+1}$</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>$x_{K2h} + x_n = x_{K3}$</td>
<td>$z_{K2h} \cdot h_{half} = z_{K2h}$</td>
<td>33</td>
<td>34</td>
<td>$h \cdot 1/6 = h_{sixth}$</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>$y_{K2h} + y_n = y_{K3}$</td>
<td>$y_{K2h} \cdot h_{half} = y_{K2h}$</td>
<td>34</td>
<td>35</td>
<td>$h_{sixth} \cdot y_{n+1} = y_{n+1}$</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>$z_{K2h} + z_n = z_{K3}$</td>
<td>$y_{n+1} + y_n = y_{n+1}$</td>
<td>35</td>
<td>36</td>
<td>$2 \cdot z_{K2}$</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>$y - x = x_a$</td>
<td>$x \cdot y = z_a$</td>
<td>36</td>
<td>37</td>
<td>$2 \cdot z_{K3}$</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>$\rho - z = y_a$</td>
<td>$\beta \cdot z = z_b$</td>
<td>37</td>
<td>38</td>
<td>$h \cdot 1/6 = h_{sixth}$</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>$z_a - z_b$</td>
<td>$x \cdot y_a = y_b$</td>
<td>38</td>
<td>39</td>
<td>$z_{n+1} + z_{n+1} = z_{n+1}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>39</td>
<td>40</td>
<td>$h_{sixth} \cdot z_{n+1} = z_{n+1}$</td>
</tr>
</tbody>
</table>

Table 3.2: Table showing RK-4 calculation flow
Clock synchronized process

state = reset
reset = low
state = next state
reset = high
rising clock edge

Output decode process of Moore type state machine

- state 1: reset state
- state 2: x & z state calculations (A,E)
- state 3: y & z state calculations (A,E)
- state 4: z & y state calculations (A,E)
- state 5: y & x state calculations (A,E)
- state 6: first K step calculation (B,F)
- state 7: second K step calculation (B,F)
- state 8: third K step calculation (B,F)
- state 9: fourth K step calculation (B,F)
- state 10: K_i step calculation done
- state 11: first v_{n+1} step calculation (C,G)
- state 12: second v_{n+1} step calculation (C,G)
- state 13: third v_{n+1} step calculation (C,G)
- state 14: fourth v_{n+1} step calculation (C,G)
- state 15: fifth v_{n+1} step calculation (C,G)
- state 16: final v_{n+1} step calculation (D,H)

Figure 3.5: FPGA implementation state machine
Figure 3.6: Xilinx ISim simulation of the Lorenz chaotic engine
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The inputs to the discrete Lorenz chaotic engine are $\sigma$, $\rho$, $\beta$, initial conditions $x_0$, $y_0$, $z_0$ and the pre-calculated fourth order Runge Kutta time step values $h$ and $h/2$. All numbers follow the floating point number format and are 32-bit long. When signal $start$ goes high, the Lorenz chaotic engine commences its calculations by stepping into its state machine. After all the required calculation are completed for obtaining the next state values of $x_{n+1}$, $y_{n+1}$ and $z_{n+1}$, signal $output_rdy$ goes high to reflect this result. For the purpose of simulating the design, a default clock period of 10$\text{ns}$ was used. It can be seen from figure 3.6 that the time required for the generation of each state is 570$\text{ns}$. This verifies the earlier claim that each Lorenz chaotic state generation can be performed in $570\text{ns}/10\text{ns} \approx 57$ clock cycles.

The correctness of the states generated by the Lorenz chaotic engine was confirmed by using Xilinx ISim and Matlab. With initial conditions $x_0 = 0.002$, $y_0 = 0.001$, $z_0 = 0.001$, time step of $h = 0.001$ and $\sigma = 10, \rho = 3/8, \beta = 28$, $x$, actual states represented in IEEE-754 single precision format are generated from the Lorenz chaotic engine and are written into a hex file. Using Matlab, a $\text{m-file}$ script was created to convert those single precision formatted $x$ states into decimal floating-point representation for ease of manipulation within Matlab. Figure 3.7 shows those decimal floating-point $x$ state values plotted against time in steps of $h = 0.001$ increments.

Figure 3.7: Plot of $x$ states generated by our HDL chaotic engine versus time in $h$ time increments
This output matches exactly those $x$ states that were generated with Matlab and therefore, confirms the proper functioning of the design of the Lorenz chaotic engine in FPGA.

### 3.5.1 Performance and resource utilization

The resource utilization level of this Lorenz chaotic engine implementation on FPGA is considerably more efficient than RFID authentication methods such as AES. In table 3.3, one can see that the number of Xilinx slice used is considerably lower with the challenge response authentication scheme based on Lorenz chaotic system.

<table>
<thead>
<tr>
<th>Authentication Scheme</th>
<th>Xilinx slice usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>based on Lorenz chaotic system</td>
<td>469</td>
</tr>
<tr>
<td>based on AES [16]</td>
<td>5673</td>
</tr>
</tbody>
</table>

Table 3.3: Lorenz chaotic engine device utilization on Virtex 6 xc6vlx75t FPGA

When implemented on the smallest version of the Xilinx Virtex 6 FPGA, the xc6vlx75t, figure 3.8 shows the post place and route view of the physical FPGA. It can be seen that the entire implementation barely used $1/24$th of the space available.

Figure 3.8: Post place and route view of the design on Xilinx Virtex 6 xc6vlx75t
Currently, one of the most efficient AES RFID encryption method suggested that included hardware resource evaluation requires 1000 clock cycles to encrypt each 128-bit block [18]. Another AES based RFID authentication method uses 356 clock cycles per encryption of 128 bits but is of theoretical nature without concrete implementation [59]. The 57 clock cycle performance of the Lorenz chaotic engine is many times faster and can make the authentication of multiple RFID tags possible in real world implementation. The most widely used passive RFID tags with encryption capabilities follows the ISO-14443 and ISO-15693 international standards. Both of these standards have a carrier frequency of 13.56MHz for signal transmission. For unencrypted RFID tags, they mostly operate with a 125KHz carrier frequency. On a passive RFID tag, the clock of the internal integrated circuits often run at the same frequency as the carrier frequency with the help of a phase-locked loop circuit. This also means that RFID authentication circuitry would also run at the same frequency as the carrier frequency. The effective duration for the authentication of the tag is:

\[
t_{\text{tag}} = 57 \cdot \left(\frac{1}{13.56 \times 10^6}\right) = 4.204\mu\text{sec}
\]

Similarly, the time required for the authentication of the reader is also 4.13\(\mu\text{sec}\). The total time required for each authentication of both the reader and the tag is:

\[
t_{\text{auth}} = t_{\text{tag}} + t_{\text{reader}} = 4.204\mu\text{sec} \times 2 = 8.408\mu\text{sec}
\]

In a typical RFID authentication session, this delay is very short and makes simultaneous RFID authentication of multiple tags possible.

### 3.6 Secret key

One distinguishing observation from the majority of chaotic ciphers suggested is the lack of detail implementation methods for concrete practical use. The sole effort of demonstrating a single narrow focused aspect of chaos for digital communications is one of the reason the lack of depth in presentation has hindered the wider acceptance of chaos in cryptography. In my proposed Lorenz chaotic RFID authentication scheme, the key serves the secret between a transmitting device and a receiving device. This secret key
is composed of Lorenz dynamic system parameters and initial conditions $x_0$, $y_0$, and $z_0$. But because of the unique characteristics of chaos, there are many questions that need to be answered in order to translate those Lorenz dynamical system parameters and initial conditions into a binary secret key that can be used in real world RFID implementations.

1. What are the implications of selecting a finer or coarser fourth order Runge Kutta time step $h$?

2. Does the entire range of Lorenz dynamical system parameters and initial conditions offer the same level of security?

3. Given that the security of the Lorenz based authentication scheme relies on the chaotic behaviour of the Lorenz dynamical system, there has to be a method to ensure that chaotic behaviour is maintained for all possible key values.

Figure 3.9 shows an $x-y$ plot of a Lorenz dynamical system with $t_s = 0.001$, $\rho = 28$, $\sigma = 10$, $\beta = 8/3$ and initial conditions at $x_0 = 0.1$, $y_0 = 0.1$, $z_0 = 0.1$.

![Plot of strange attractor with parameters $\sigma = 10$, $\rho = 28$, $\beta = 8/3$ and initial conditions $x_0 = 0.1$, $y_0 = 0.1$, $z_0 = 0.1$.](image)

Figure 3.9: Plot of strange attractor with parameters $\sigma = 10$, $\rho = 28$, $\beta = 8/3$ and initial conditions $x_0 = 0.1$, $y_0 = 0.1$, $z_0 = 0.1$

From the appearance of the orbits, the system seems to be in its strange attractor state. However, the mere appearance of a strange attractor does little to solidify the
chaotic behaviour and is not acceptable as proof. From my research, it was discovered that in order to satisfy the above questions, the following boundaries and selection of specific values were made:

1. The time step value \( h = 0.0201 \) is the optimal time step in the fourth order Runge Kutta approximation that provides the maximum key space.

2. System parameter \( \rho \) bounded by \( 24.06 < \rho < 99.5 \) and initial conditions \( 0 < x < 170, 0 < y < 170, 0 < z < 170 \) will ensure sustained chaotic behaviour in the Lorenz dynamical system.

Given those Lorenz dynamical system boundaries, it was found that chaotic behaviour was consistently maintained. This is the most crucial requirement in ensuring the security of the chaos based RFID authentication protocol. The following sections will demonstrate the proofs behind the selection of those chosen system parameter and initial conditions boundaries. We begin by first providing an understanding of how to quantify when chaotic behaviour is present by explaining the Lyapunov exponent, which is a key characteristic of chaotic systems.

### 3.6.1 Lyapunov exponent

The Lyapunov exponent is given as the rate of divergence between two trajectories \( x(t) \) and \( x'(t) \). The first trajectory \( x(t) \) has initial conditions \( x(0) \), and the second trajectory \( x'(t) \) has initial conditions \( x'(0) \). Given a very small difference between \( x(0) \) and \( x'(0) \), there will be a set of Lyapunov exponents that is called a Lyapunov spectrum characterizing the rate of divergence of each stage of the dynamic system. The number of Lyapunov exponent(s) of a given dynamical system is determined by its dimension. For a one dimensional map such as the logistic map, there is exactly one Lyapunov exponent. Given \( \Delta(t) \) to be the difference in distance between a reference trajectory and a disturbed trajectory in a chaotic attractor, the maximum Lyapunov exponent \( \lambda_{\text{max}} \) is given by:

\[
\lambda_{\text{max}} = \lim_{x \to \infty} \lim_{\Delta(0) \to 0} \frac{1}{t} \ln \left( \frac{\Delta(t)}{\Delta(0)} \right)
\]

In our case, the Lorenz chaotic dynamical system in three dimensions will have three Lyapunov exponents, each corresponding to the \( x, y \) and \( z \) phase space. A positive Lyapunov exponent tells us that the dynamical system in that particular phase space
behaves chaotically. On the other hand, if the Lyapunov exponent approaches zero, that dynamical system is said to be periodic. Finally, if the Lyapunov exponent is negative, the dynamical system approaches to a single point in space. From the combination of the three Lyapunov exponents of a Lorenz dynamical system, we can get a sense of the attractor form. Namely, if it is \((+, 0, -)\) then the dynamical system has a strange attractor orbit, which shows the signature butterfly form in the \(x - z\) plane; if it is \((0, 0, -)\), the dynamical system has a two-torus orbit, which is a trajectory rotating between two stable points; if it is \((0, -, -)\), the dynamical system has a limit-cycle orbit, which is a type of periodic orbit; if it is \((- -, -)\), the dynamical system simply approaches a fixed point in space.

From this observation, it is obvious to note that the only state in the Lorenz dynamic system that can be used as part of a secret key are the Lorenz dynamical system \(x\) states because it is the only state that has a positive maximum Lyapunov exponent. In addition, to ensure that \(x\) states remain chaotic, the trajectory of the Lorenz dynamic system should follow a strange attractor orbit permanently. Therefore, the chaotic behaviour of the Lorenz dynamical system relies on not just one single system parameter but rather the combination of the all system parameters and initial conditions.

For concretely calculating the Lyapunov exponent of the hardware implemented Lorenz dynamical system, an analytical approach in solving for the maximum Lyapunov exponent is not going to provide the necessary proof of chaos. The reason is because analytical methods suggested for continuous time Lorenz dynamical systems do not take into account the imperfections introduced by approximating Lorenz dynamical system states using the fourth order Runge Kutta method. To solve this problem, numerical method is used instead to calculate the Lyapunov exponent from the states obtained in the FPGA implementation.

The task of calculating Lyapunov exponents from experimental data is drastically different than calculation by analytic means. There has been a few papers written on this subject and there currently exists primarily two methods of approaching this problem: Jacobian-based methods and direct methods. The first approach requires the knowledge of the equations of the underlying system by fitting the experimental time series data obtained into such model. The second approach \([75]\) and \([63]\) uses the exponential divergence between two closely located points of the orbit to estimate the Lyapunov exponent of the system from its time series data. The latter is, by far, the most widely used
method in determining the Lyapunov exponent from a time series and there has been a few modifications to it over the years. For the evaluation of chaotic behaviour in the hardware implemented Lorenz chaotic engine, the second method will be used to find the maximum Lyapunov exponent from generated Lorenz states.

**Wolf’s method**

In [75], Wolf et al. showed that for two points in a dynamical system that are either on two different orbits or that are within the same orbit but separated in time by at least one orbital cycle, will diverge exponentially if the system is chaotic. To perform the estimation of the Lyapunov exponents, a fiducial trajectory is selected, which begins at time $t_0$. Then another point $L(t_0)$ is selected, satisfying the above mentioned criteria. Given $\theta_M$ is the orientation error between the point on the fiducial trajectory and the point on the other orbit and $t_r$ is the time between replacements of the point $L(t_0)$ after it has exceeded the maximum distance between itself and the point on the fiducial trajectory; the relative error in estimating $\lambda_1$ is:

$$\frac{\theta_M^2}{\lambda_1 t_r}$$

(3.7)

In a dynamical system, one can observe that the faster the decay of the orientation error $\theta_M$, the more chaotic a system is and that chaotic behaviour is guaranteed.

**Rosenstein’s method**

In [63], Rosenstein’s method is based on [67] and is basically a generalization of Sato’s approach with improvements in calculation efficiency. The Lyapunov exponents are estimated by using the prediction error $p(k)$ given by

$$p(k) = \frac{1}{N t_s} \sum_{n=1}^{N} \log_2 \left( \frac{||y^{n+k} - y^{mn+k}||}{||y^n - y^{mn}||} \right)$$

(3.8)

where $y^{mn}$ is the nearest neighbour of $y^n$, $k$ is the number of time steps and $t_s$ is the actual value of the time step. When the prediction error is plotted against time step $k$, a linear approximation of the curve from the beginning of $k$ where the distance of two points grow exponentially by $\exp^{(\lambda_s k)}$ to a stage where the linear approximation exceeds the reference orbit $y^{n+k}$ [72] gives the approximate value of the Lyapunov exponent.

For the implementation of those two methods in determining the Lyapunov exponents, there are tools developed in software that uses [75], [67] and [63] to perform this task.
They are the TISEAN package developed for the UNIX operating system and TSTool developed for running inside Matlab. Given a reference point \( s_{n0} \) and a neighbourhood of surrounding points \( U(s_{n0}) \) within a diameter \( \epsilon \), the maximum Lyapunov exponent can be approximated by fitting a linear model to \( S(\Delta n) \) where

\[
S(\Delta n) = \frac{1}{N} \sum_{n_0=1}^{N} \ln \left( \frac{1}{|U(s_{n0})|} \sum_{s_n \in U(s_{n0})} |s_{n0+\Delta n} - s_{n+\Delta n}| \right)
\]

The challenge in applying this method to accurately determining the maximum Lyapunov exponent rests in the selection of \( \epsilon \) that is neither too big nor too small. This is because if the diameter of the sphere surrounding our reference point \( s_{n0} \) is too large, points from other unrelated orbital cycles would contaminate the accuracy of the exponential expansion of our reference point. Conversely, if the diameter of the sphere is too small, then the only points within our reference point sphere would only consist of that same reference point and this will not yield any meaningful results.

In TSTool, there is a significant shortcoming in the completeness of its implementation that does not allow the selection of this \( \epsilon \) value. This problem is not present in the TISEAN toolset because it is possible to manually adjust the selection of \( \epsilon \). For this reason, subsequent Lyapunov calculations are conducted using the TISEAN toolset.

### 3.6.2 Optimal selection of time step \( h \)

The inaccuracy in the estimation of each fourth order Runge Kutta step can be seen as a small signal disturbance to the dynamical system. It is clear that as the time step chosen approaches the period of one single complete orbit around the strange attractor, the amount of disturbance increases and the likelihood of retained chaotic behaviour decreases. Also, before going into the discussion of the effects of Lorenz dynamical system parameters and initial conditions, one has to first clearly define a fixed and optimal time step \( h \) value since it is a component that does not change in the Lorenz chaotic system implementation. From my knowledge, no one has concretely shown this threshold where the noise from truncation error introduced by the fourth order Runge Kutta approximations becomes unacceptable and chaotic behaviour vanishes. With the bulk of research of discrete chaotic cryptosystems focusing mainly on piecewise linear chaotic maps, the majority of research focus has been on dynamical degradation of piecewise linear chaotic maps for discrete systems [47].
Another factor that the selection of time step $h$ has on the behaviour of the discrete Lorenz chaotic system is the rate of divergence of two arbitrary trajectories. Given two discrete Lorenz chaotic systems $A$ and $B$, the number of fourth order Runge Kutta approximation steps required for the two systems to significantly diverge is:

$$\Delta x_{nAB} = x_{nA} - x_{nB}$$  \hfill (3.10)

where $n$ is each progression in the fourth order Runge Kutta approximations. From the very definition of chaos, sensitivity to initial conditions is one of the main characteristic in chaotic systems. Hence, it is obvious that the trajectory undertaken by system $B$ will diverge from the path of system $A$ given $(x_{a0}, y_{a0}, z_{a0}) \neq (x_{b0}, y_{b0}, z_{b0})$. Given the selection of a large value of $h$, the trajectory diversion time will be significantly less. However, the number of possible different values of $x_0$, $y_0$, $z_0$ and $\rho$ will also be smaller. On the other, a smaller value of $h$ will yield a longer system diversion time but will provide a larger pool of possible secret key values. For this reason, we need to find a critical $h$ value that will provide maximum key space given a system diversion time that is acceptable for RFID use.

In order to determine what the change of time step $h$ has on the overall behaviour of the Lorenz dynamical system, we begin by modifying only one state initial value (the $y$ initial state value) by 0.001 and setting discrete time step to 0.001.
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Figure 3.10: Plot of x states with parameters $\sigma = 10$, $\rho = 28$, $\beta = 8/3$, $x_0 = 1.001$, $z_0 = 15.001$ and $h = 0.001$

In figure 3.10, the top graph represents the $x$ states of both systems. In the bottom graph, the difference between $x_{ai}$ and $x_{bi}$ where $i$ is the time step, is displayed. Since the difference in initial conditions between the two system is very small, both systems behaves very closely with respect to each other. When $t > 35$, $x$ states begin to diverge significantly between the two systems. In any type of chaotic cipher employing this type of discrete Lorenz chaotic system, the number of time steps required for divergence is an important parameter to take note of because we want to let the two system progress for some time in the event that an attacker was able to guess very closely to the actual initial conditions used.

Figure 3.11 shows the result of a finer time step $h$. As one would suspect, the outcome from going towards $h = 0.01$ shows a more rapid divergence in $x$ states, which is closer to $t \approx 29$ compared with $t \approx 35$ previously.
Figure 3.11: Plot of x states with parameters $\sigma = 10$, $\rho = 28$, $\beta = 8/3$, $x_0 = 1.001$, $z_0 = 15.001$ and $h = 0.01$

An important fact about the rate of divergence is the time that it takes for the calculation of all those intermediate states before divergence actually occurs. In resource constrained applications, this delay could render an authentication scheme to be too slow for practical use and also decrease the effective data rate in data obfuscation. The further apart we set this “resolution” of initial conditions, the faster divergence will occur. However, on the same token, the maximum number of possible $x_0$, $y_0$ and $z_0$ values will also decrease. In other words, the theoretical limit can be made as fine as one would like but the practical limit has to be much larger so that it is proportional to current hardware technological limits. The ultimate goal in selecting the optimal value for time step $h$ therefore means the quickest divergence rate possible without the lost of chaotic behaviour.

By using the method of calculating the maximum Lyapunov exponent discussed earlier in this section, equation 3.9 is used in the determination of $S(\Delta n)$. For each different time step selection, a subsequent change of divergence of two arbitrary points can be seen in the plot of $S(\Delta n)$ vs $n \times h$ as shown in Figure 3.12. Applying linear approximation to find the best fitting slope in Figure 3.12, it can provide a good approximation of the sign of the Lyapunov exponent, which in turn will reveal whether the system is chaotic, peri-
odidc or tends to a fixed point. Hence, from the positive slope of this plot, for $\Delta h = 0.001$, the $x$ states of the discretized Lorenz dynamic system still behave chaotically.

Figure 3.12: Plot of $S(\Delta n)$ with different values of $\epsilon$ having dimensions of 3, 4, 5, 6 and $\Delta h = 0.001$

In order to make the efficiency of the hardware implemented Lorenz chaotic engine as high as possible, the aim is evaluate the Lyapunov exponent from these numerical results and continually increase the fourth order Runge Kutta approximation time step until the point that chaotic behaviour is no longer present. By doing so, we effectively maximize the diffusion factor per time step of each calculated Lorenz state and increases the efficiency level of the cipher. Let us now reduce the accuracy of the forth order Runge Kutta approximation from $\Delta h = 0.001$ to $\Delta h = 0.1$ as shown in Figure 3.13.
Figure 3.13: Plot of $S(\Delta n)$ with $\Delta h = 0.1$ having dimensions of 3, 4, 5 and 6

From looking at Figure 3.13, the $x$ states first tend to a fixed point because of the negative slope between $0 < t < 10$. Then the slope becomes sharply positive indicating that the divergence of two arbitrary points increases exponentially for a short burst between $10 < t < 15$. Finally, when $15 < t < \infty$, the slope of the $S(\Delta n)$ vs $t$ curve changes into a flat line, indicating that the trajectory of the $x$ states has settled into a periodic region. Comparing Figure 3.12 and Figure 3.13, one can suspect that the threshold value of $\Delta h$, which changes the $x$ states from chaotic to periodic, must be larger than 0.001 and less than 0.1. By undergoing a gradual increase in the forth order Runge Kutta accuracy, the resulting plots of $S(\Delta n)$ vs $t$ are shown in figure 3.13.
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(a) $\Delta h = 0.029$

(b) $\Delta h = 0.0204$
Figure 3.13: Plots showing different $\Delta h$ values as the $x$ states of the system approach chaotic range

The following is an explanation of different values of $\Delta h$ as it approaches the critical
value of maximum diffusion with retained chaotic behaviour:

- Figure 3.13A has $\Delta h = 0.029$. Between the values of $0 < t < 20$, the Lorenz dynamic system has a negative slope, which means that the system approaches a fixed point. Then, it changes into a periodic orbit as indicated by the flat horizontal line at around $S(\Delta n) = 20.25$.

- Figure 3.13B has $\Delta h = 0.0204$ and shows an improved response as indicated by the overall positive slope of $S(\Delta n)$, which means that it exhibits some type of chaotic behaviour. However, one can also observe the oscillating expansion and contraction cycles as the dynamical system progresses in time.

- Figure 3.13C has $\Delta h = 0.0202$. It has a similar curve as figure 3.13B; however, the expansion and contraction cycles have been smoothed out and more of a general positive slope can be observed.

- Figure 3.13D has $\Delta h = 0.0201$ and the distance between the reference point $S_{n0}$ and other points within diameter $\epsilon$ truly starts to diverge exponentially as indicated by the almost straight line with a positive slope.

The above results regarding the selection of $\Delta h$ shows that despite using a discretized Lorenz dynamic system, chaotic behaviour could still be preserved given a careful selection of time step $h$. This addition of quantization error suggests that as the Lorenz chaotic dynamic system is perturbed by a certain amount of quantization error, or simply put, a small signal quantization noise, the chaotic behaviour of the dynamical system could be suppressed and periodic behaviour will emerge. Therefore, any time step values $\Delta h$ in a discrete Lorenz chaotic dynamical system employing IEEE-754 single precision has to have $\Delta h < 0.0201$ in order to maintain chaotic behaviour.

To find out the approximate value of the maximum Lyapunov exponent for this particular dynamic system with $\Delta h < 0.0201$, a numeric approach is taken with the help of the $S(\Delta n)$ vs $t$ plot. The equation defining $S(\Delta n) = S(\epsilon, m, t)$ is given by:

$$S(\epsilon, m, t) = \left\langle \ln \left( \frac{1}{|U_n|} \sum_{s_{n'} \in U_n} |s_{n+t} - s_{n+t}'|_n \right) \right\rangle_n$$  \hspace{1cm} (3.11)

where $\epsilon$ is the radius limiting the selection of points $s_{n'}$, $m$ is the dimension and $t$ is the RK-4 time steps.
By applying linear approximation to the straight line as shown in Figure 3.14, the actual slope represents the approximate maximum Lyapunov value.

Figure 3.14: Plot of $S(\Delta n)$ showing $\lambda \approx 0.19$

Given the above results, this fourth order Runge Kutta time step threshold value $h_{\text{threshold}} = 0.0201$ is selected as the optimal $h$ value.

3.6.3 $\rho$ boundary conditions

The three parametric study of the Lorenz dynamical system has not received as much focus as the study of single parametric study involving $\rho$. Since the Lorenz based RFID authentication protocol builds on the work that has been done over continuous Lorenz dynamical systems, the focus on utilizing Lorenz dynamical system parameters as part of the secret key is restricted to using only the $\rho$ parameter. To demonstrate why the range of $24.06 < \rho < 99.5$ was chosen. An evaluation of Lorenz system behaviour is performed given different operating ranges of $\rho$ selection.
The behaviour of the Lorenz attractor is detailed in [71] for varying values of $\rho$. For $\rho < 1$, the trajectory of the system tends to 0 as shown in figure 3.15.

Figure 3.15: Lorenz dynamical system orbit when $\rho = 0.5$

The value of $\rho = 1$ denotes a point of transition where for $\rho > 1$, there is one point of attraction as shown in figure 3.16.

Figure 3.16: Lorenz dynamical system orbit when $\rho = 10$
Then, the next value of transition is when $\rho \approx 13.926$ and the trajectory first gets into a short limit cycle before stabilizing at a rest point (figure 3.17).

![Figure 3.17: Lorenz dynamical system orbit when $\rho = 14$](image)

Subsequently, for $13.926 < \rho < r_a$ where $r_a = 24.06$, the system behaves chaotically, but for only a finite amount of time. This period, called “metastable chaos” can be seen more easily when the observation of the system is isolated to only $x$ states as in figure 3.18.
As the value of $\rho$ approaches $r_a$, the length of time that the system remains chaotic increases. When $\rho = r_a = 24.06$, the system behaves chaotically indefinitely as shown in figure 3.19. This type of chaotic behaviour, however, does not persist for all values of $\rho > 24.06$. When $\rho > 99.5$, the dynamical system’s orbit transforms from a symmetrical orbit to an asymmetrical $x^2 - y$ orbit. Figure 3.20 shows what began as a chaotic attractor type of trajectory turned into a periodic orbit around two rest points.
Figure 3.20: Lorenz dynamical system orbit when $\rho = 100.5$

This phenomenon can be more clearly observed in figure 3.21 with a $x$ states only plot versus time.

Figure 3.21: Plot of $x$ state variables with $\rho = 100.5$

Once the value of $\rho$ surpasses 99.5, there exists many more stable orbits during certain intervals of $\rho$. From a cryptographic application standpoint, care must be taken in the selection of $\rho$ because an unexpected transition from chaotic to periodic behaviour could completely negate all desirable properties of chaotic dynamical system. It is important to note that from [34][3][71] and many other reference works that the behaviour of Lorenz dynamical system given set values of $\sigma$ and $\beta$ with $24.06 < \rho < 99.5$ is well known. For
that reason demonstrated above, the range of $24.06 < \rho < 99.5$ is selected for ensured chaotic behaviour.

3.6.4 System divergence from $\rho$

Given the almost infinite spectrum of possible $\rho$ values to chose from between boundary conditions $24.06 < \rho < 99$, the question now becomes how much resolution can the Lorenz dynamical system operating in its chaotic region offer to allow the smallest difference in the selection of two different keys. In other words, if an attacker were to guess the value of $\rho$, how successful would he/she be if the guess were 0.1 off the actual chosen $\rho$ value in the secret key? From figure 3.22, $x$ states begin to diverge significantly at $t = h \times 350$. In the design of a chaotic cipher using the discrete Lorenz dynamic system proposed in my research, the transmitter has the freedom to decide how far apart should $\rho$ be in the subset of possible $\rho$ selection.

Let $\rho_a$ be the value of $\rho$ for system A and $\rho_b$ be the value of $\rho$ for system B. It can be concluded by deduction that as the difference between the value of $\rho_a$ and $\rho_b$ increases, the time required for $x$ states to diverge will correspondingly decrease. To confirm this hypothesis, let us increase $\Delta \rho$ in figure 3.23. This shows that when $\Delta \rho = 3$, the $x$ state trajectory begins to diverge significantly at $t = h \times 180$, which solidifies our deduction. During actual application of discrete Lorenz dynamic system, the selection of $\rho$ in the

![Figure 3.22: Plot of $x$ states with $x_0 = 100$, $y_0 = 100$, $z_0 = 100$ and $\Delta \rho = 0.1$.](image)
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Figure 3.23: Plot of $x$ states with $x_0=100$, $y_0=100$, $z_0=100$ and $\Delta \rho = 3$

secret key will depend on how fast trajectory divergence is needed. The further apart is $\Delta \rho$, the quicker exponential divergence of the trajectories of two distinct system will occur. On the other hand, this increase of $\Delta \rho$ would in turn decrease the number of bits that the secret key has because $\rho$ is bounded by $24.06 < \rho < 99$ and there are fewer distinct values of $\rho$ to choose from.

The significance of this $\Delta \rho = 3$ result will be discussed in the last section of this chapter. When this finding is combined with the maximum number of distinct initial conditions $x_0$, $y_0$ and $z_0$, it will be possible to calculate the effective key size of the Lorenz chaos based RFID authentication protocol.

3.6.5 $x_0$, $y_0$ and $z_0$ boundary conditions

Having discussed the significance of $\rho$, we now turn our attention to the initial conditions of the Lorenz dynamical system. In figures 3.24, 3.25, 3.26, 3.27 a graphical representation of the effects of an increasing $x_0$ is shown:
Chaos based RFID authentication

Figure 3.24: Plot of $x - z$ state with $x_0 = 1$, $y_0 = 15$, $z_0 = 15$

Figure 3.25: Plot of $x - z$ state with $x_0 = 50$, $y_0 = 15$, $z_0 = 15$
Figure 3.26: Plot of $x - z$ state with $x_0 = 100$, $y_0 = 15$, $z_0 = 15$

As the value of the initial state is increased, the signature Lorenz strange attractor rapidly returns toward the $x_0 = 0$ point while maintaining the signature Lorenz strange attractor trajectory. This signifies that chaotic behaviour is still present with initial conditions that are not close to zero, as other studies in Lorenz dynamic system have primarily been focused on. However, as the initial conditions get further away from the point $(0, 0, 0)$, the integrity of the chaotic behaviour deteriorates. Figure 3.27 below shows the deterioration of the tightness of trajectories along the chaotic attractor.

Figure 3.27: Plot of $x - z$ state with $x_0 = 500$, $y_0 = 15$, $z_0 = 15$
For this reason, it is important to note that during actual implementation in hardware, depending on the level of precision of the number system chosen, initial conditions $x_0$, $y_0$ and $z_0$ have to be bounded. From the $x$ state vs time step plot of $(x_0, y_0, z_0) > (0, 0, 0)$, a spike occurs during the beginning stages of the Lorenz $x$ states. Figure 3.28 shows a close up of this extremely rapid change of $x$ states from an exponential downward trend to an exponential upward slope.

![Figure 3.28: Plot of $x$ states with $x_0 = 50$, $y_0 = 1$, $z_0 = 1$ and $h = 0.0001$](image)

Because the Lorenz chaotic state progressions are approximated by the fourth order Runge Kutta method, in the event that the speed of the state transitions are changing more rapidly than the maximum allowed per each time step $h$, the fourth order Runge Kutta approximation will not be able to catch up and instability will occur. This effect can be observed in figure 3.29, where the set of Lorenz system parameters, initial conditions $x_0$, $y_0$ and $z_0$ were all unchanged. This, in theory, should reveal an almost exact same Lorenz trajectory.

![Figure 3.29: Plot of $x$ states with $x_0 = 50$, $y_0 = 1$, $z_0 = 1$ and $h = 0.013462$](image)
When compared with $h = 0.0001$, it can be clearly observed that $x$ states oscillate during the beginning stages of the discrete Lorenz chaotic system. In this case, for initial conditions $x_0 = 50$, $y_0 = 1$, $z_0 = 1$, the limit of $h$ is approximately 0.013462. Beyond this time step value, the change in $x$ states occur too quickly for the fourth order Runge Kutta approximation to capture and hence, the system will approach either positive or negative infinity. Therefore, it is paramount that given a certain selection of $h$, the initial conditions for the discrete Lorenz chaotic system cannot go beyond the limit of the fourth order Runge Kutta approximation range.

Now, to determine the range of initial conditions for a given step size $h$, one can observe the total change in $x$ states over time for each set of initial conditions. With the aid of Matlab, this can be accomplished numerically and shown graphically. Let $y_0 = 1$, $z_0 = 1$ and:

$$x_0 = [x_1, x_2, ..., x_n] \quad \text{where } n = 250$$

and the total number of time steps in the fourth order Runge Kutta approximation is set at 5000. For $x_0 = 1$, $y_0 = 1$, $z_0 = 1$, the total absolute change is given by:

$$\sum_{i=1}^{5000} |\Delta x_i| \quad \text{where } |\Delta x_i| = |x_{i+1} - x_i|$$

By plotting $|\Delta x_i|$ vs $x_n$, it is possible to determine the critical point where the initial conditions are changing too rapidly for the time step $h$ chosen. Figure 3.30 shows an example of this plot.

![Figure 3.30: Plot of $|\Delta x_i|$ for initial conditions $y_0 = 1$, $z_0 = 1$, $x_0 = [1, ..., 250]$ and $h = 0.0201$](image)
One can observe that $|\Delta x_i|$ hovers between 3000 and 3500 for $1 < x_n < 218$. Then, for $x_n \leq 219$, changes in $x$ states reach that critical point where the fourth order Runge Kutta approximation with $h = 0.0201$ could not keep up and the resulting $x$ states derail into either positive or negative infinity. It is important to note that all three initial states of the discrete Lorenz chaotic system have a cumulative effect on the range of $x_0$, $y_0$ and $z_0$. For instance, figure 3.31 shows the range of valid $x_0$ is decreased with an increase in $y_0$ and $z_0$. Given the above observations, when selecting a valid range of initial conditions,

![Figure 3.31: Plot of $|\Delta x_i|$ for initial conditions $y_0 = 180$, $z_0 = 180$, $x_0 = [1, ..., 200]$ and $h = 0.0201$](image)

the goal is to maximize $x_0$, $y_0$ and $z_0$ without going over the fourth order Runge Kutta approximation limit. In the case of $h = h_{\text{threshold}} = 0.0201$, from figure 3.31 a good choice for the range of initial conditions is $x_0 = 170$, $y_0 = 170$ and $z_0 = 170$. This would give an equal number of $x_0$, $y_0$ and $z_0$ sets for the key size evaluation that will be performed later in this chapter.

### 3.6.6 System divergence from initial conditions

From the original paper published by Lorenz and other works done by researchers in the field of chaos, initial conditions that are very close to zero have predominantly been employed. For example, in [49], Lorenz used the initial conditions $x_0 = 0$, $y_0 = 1$ and $z_0 = 0$ for his initial study of his convection flow model. Similar to other cryptographic schemes, the goal for the selection of the secret key is to try and have as large a key as possible. In the Lorenz based RFID authentication scheme, the resolution of initial conditions influences directly the outcome of the Lorenz trajectory. In order to maximize the size and the level of confusion of the secret key, initial conditions of $x_0 = 170$, $y_0 = 170$...
and \( z_0 = 170 \) were chosen. Knowing that initial conditions not close to the zero also displays a strange attractor form from the previous section, one has to now evaluate the total number of distinct \( x_0, y_0 \) and \( z_0 \) that yield a unique point along the Lorenz chaotic trajectory. To illustrate this more simply, let \( x_{a0}, y_{a0} \) and \( z_{a0} \) be the initial conditions that communication system “A” uses. Then, in another separate system “B”, \( x_{b0}, y_{b0} \) and \( z_{b0} \) are the initial conditions chosen. The trajectory of system A after \( t \) second is \( x'_{a0} \) and the corresponding time in system B after \( t \) seconds is \( x'_{b0} \). Given:

\[
\Delta x_0 = x_{a0} - x_{b0}
\]

The set of valid \( x_{b0} \) depends on \( \Delta x_0 \) where,

\[
x'_{a0} - x'_{b0} > 0
\]

Therefore, if \( \Delta x_0 \) is made too small, it could potentially take too long for two separate dynamical systems to exponentially diverge, which would be a major flaw in the cipher. Figure 3.31 shows \( x \) states as a function of time for different \( x_0 \) values.
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(a) $x$ states with $x_0 = 1$

(b) $x$ states with $x_0 = 25$

(c) $x$ states with $x_0 = 50$
As the value of the initial x state is increased, the transient oscillation period before the x state becomes chaotic decreases. Over the set of all three Lorenz initial conditions, the larger the initial conditions, the faster the Lorenz dynamic system approaches the zero point. This is a beneficial property for the Lorenz chaos based RFID authentication protocol because the transmitter and the receiver will be able to enter a chaotic state as well as negotiate and authenticate within a shorter time span given the decrease in time in the Lorenz chaotic trajectory. There is, however, a limit as to how far the initial conditions \( x_0, y_0, \) and \( z_0 \) can be from the point \((0,0,0)\). The initial spike of \( x \) in figure 3.31 was omitted because accent was put on showing the chaotic behaviour of the \( x \) states. Figure 3.32 below shows the initial \( x \) state right before what is shown in figure 3.31.

Figure 3.31: \( x \) states with different initial conditions of \( x \)

Figure 3.32: Plot of \( x \) states for time shortly after start of Lorenz dynamic system
This clearly shows the strong tendency for the $x$ states to converge back to zero. Setting the y axis of figure 3.31 to logarithmic scale provides a more clear look at the exponential convergence to zero:

![Logarithmic Plot of $x$ states for time shortly after start of Lorenz dynamic system](image)

Figure 3.33: Logarithmic Plot of $x$ states for time shortly after start of Lorenz dynamic system

From this exponential convergence, a pitfall in the selection of $x_0$ is present. The confusion property of the secret key could potentially be lost since an attacker could easily approximate the $x$ state values shortly after the start of the Lorenz dynamic system knowing that it approaches exponentially quickly $x = 0$.

From the definition of chaos, one should expect an increasing divergence of two arbitrary trajectories as the initial conditions of two systems increase. Figure 3.34 show the plot of $x$ states with a difference in $x$ of 0.1.
With $\Delta x = 0.1$, $x$ states begin to diverge at $t = h \times 650$. In an attempt to decrease the state progressions needed such that chaotic behaviour will occur sooner in time, let us increase the value of $\Delta x$.

Figure 3.35 clearly shows a decrease in the amount of time required for $x$ states to significantly diverge. This behaviour is expected and confirms that as the initial conditions are further apart, the time that it takes before the Lorenz chaotic system diverges...
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is decreased.

In the next section, the results that were demonstrated about the characteristics of \( \rho \) and the Lorenz initial conditions \( x_0, y_0 \) and \( z_0 \) will be put together to determine the effective key size of the Lorenz chaos based RFID authentication protocol.

### 3.6.7 Key size

Parameters of the discrete Lorenz chaotic engine make up the content of the secret key used during encryption and decryption. These parameters are what differentiate one discrete Lorenz chaotic trajectory from another. They include:

- Initial condition \( x_0 \)
- Initial condition \( y_0 \)
- Initial condition \( z_0 \)
- Lorenz system parameter \( \rho \)

As seen in previous sections, there exists factors that the initial conditions have to abide by during its selection in order to ensure that chaotic behaviour is maintained. Also, the fourth order Runge Kutta time step \( h \) plays an important role that directly influences the outcome and behaviour of the discrete Lorenz chaotic system. For the sake of explaining the actual key size of the Lorenz chaos based RFID authentication protocol, focus is on the optimal time step \( h \), system parameters and initial conditions chosen of \( h = 0.0201, 24.06 < \rho < 99.5 \) and \( x_0 \leq 170, y_0 \leq 170, z_0 \leq 170 \) respectively. From my hardware implementation of the Lorenz chaotic engine, each Lorenz state requires 57 clock cycles of calculation time. Recalling figure [3.31] showing the optimal maximum initial conditions \( x_0 = 170, y_0 = 170 \) and \( z_0 = 170 \). Given a resolution of 0.0201 for the selection of initial conditions, figure [3.36] shows the difference in \( x, y \) and \( z \) states for discrete Lorenz chaotic systems A and B having initial conditions \( x_{A_0} = 10, y_{A_0} = 50, z_{A_0} = 50 \) and \( x_{B_0} = 10.0201, y_{B_0} = 50, z_{B_0} = 50 \) respectively.
In order for two arbitrary discrete Lorenz chaotic systems to diverge, from looking at figure 3.36 it is necessary to progress chaotic states past 400 steps in the fourth order Runge Kutta approximation. The total time $t_{\text{divergence}}$ required before the trajectory of a reader having a carrier frequency of 13.56 MHz and a non authorized tag starts to diverge is given by:

$$t_{\text{divergence}} = \left( \frac{1}{13.56 \times 10^6} \right) \times 57 \times 400$$

$$= 1.68 ms$$

This delay is within the practical range of a typical RFID authentication session, which is in the millisecond range. To determine the total number of possibilities for $x_0$, $y_0$ and $z_0$ selections, we refer to the optimal range of valid initial conditions:

$$x_0 = [0.0201, ..., 170]$$
$$y_0 = [0.0201, ..., 170]$$
$$z_0 = [0.0201, ..., 170]$$

Given a resolution of 0.0201 for $x_0$, $y_0$ and $z_0$, the total number of possible choices for initial conditions are:

$$\text{total number of possible } x_0, y_0, z_0 = \frac{170 - 0.0201}{0.0201}$$

$$\approx 8456$$
Hence, the total number of possible initial condition choices is $8456^3 = 604,637,282,816$. Now, for the Lorenz dynamic system parameter $\rho$, the same process is followed. Referring back to the optimal and valid range of $\rho$, chaotic behaviour is maintained when $24.06 < \rho < 99.5$. Recalling figure 3.22, a difference of 0.1 in $\rho$ has the effect of diverging two arbitrary paths after approximately 350 fourth order Runge Kutta time step calculations. To determine the total number of possibilities of $\rho$:

$$\text{total number of possible } \rho = \frac{99.5 - 24.06}{0.1} \approx 754$$

Therefore, the total number of possible combinations of $x_0$, $y_0$, $z_0$ and $\rho$ is:

$$\text{total number of unique combinations of } x_0, y_0, z_0, \rho = 8456 \times 8456 \times 8456 \times 754$$

$$= 4.558965112 \times 10^{14}$$

In terms of number of bits of security, this scheme has an equivalent of roughly 49 effective bits of security, which is very efficient for a one round cipher that only requires a small amount of resources to implement.

### 3.7 Encryption and decryption rate

After both the reader and the tag have proven their identity via the authentication scheme, both communicating parties have now secured their authenticity. For the encryption and decryption of a plaintext bit stream, the ultimate goal is to maximize the bit transfer rate of the encryption implementation without compromising the level of entropy offered by chaos. The Lorenz chaos based scheme offers several different implementation methods. For the Lorenz chaos based RFID authentication protocol, a modified permutation method utilizing $x$ state peaks was chosen for encryption and decryption a plaintext binary bit stream. In this section, we will explain the reasons behind this implementation method selection.

#### 3.7.1 Direct $x$ state utilization

Perhaps the most straightforward approach is the use of a simple exclusive OR operator. In a single precision IEEE-754 number, there is a total of 32 bits. Given an input binary stream $S$, it can be divided into 32 bit blocks.

$$S = [S_0, S_1, ..., S_n]$$

(3.16)
where \( n \) is equal to the length of the plaintext bit stream segment and each element of \( S \) is 32 bit long. In order to obfuscate this input bit stream, it is exclusive OR’ed with each \( x \) discrete Lorenz chaotic state. So that:

\[
T = [S_0 \oplus x_0, S_1 \oplus x_1, \ldots, S_n \oplus x_n]
\]  

(3.17)

where \( x_n \) are the 32 bit IEEE-754 single precision \( x \) states generated from the discrete Lorenz chaotic engine. With this approach, one can easily see that the decimal representation of \( x \) Lorenz chaotic states are truly chaotic but when it is converted into a binary representation, in this case the IEEE-754 single precision format, the statistical distribution would not be uniform. If an attacker were to guess \( x_n \), they can easily eliminate a high number of possibilities because there is a limit in the range of possible \( x \) state values. Recalling that in a truly secure cryptosystem, the only secret is the content of the secret key and one should not rely on hiding the elements and algorithms of a cryptosystem in order to try and make it more secure.

### 3.7.2 \( x \) state permutation

In an effort to make the distribution of each bit more uniform, another method that can be used is by permuting the binary mantissa of the Lorenz dynamical system’s \( x \) states. Recalling that the IEEE-754 single precision number has 24 mantissa bits. Since the first bit of the mantissa is always a binary one, the last bit of the exponent is used to represent this first bit of the mantissa in order to maintain its chaotic nature and will be referred to as \( M_1 \) subsequently. Let \( M \) be the \( x \) Lorenz state mantissa. By separating \( M \) in two parts, we have:

\[
M = [M_l, M_r]
\]  

where \( M = [M_1, M_2, \ldots, M_{24}] \) and \( M_l = [M_1, \ldots, M_{12}] \) and \( M_r = [M_{13}, \ldots, M_{24}] \)

To create a \( 24 \times 12 = 288 \) bit mask \( K \) for use in the encryption and decryption of a plaintext bit stream, where \( K = [K_1, K_2, \ldots, K_{288}] \), \( M \) is the first 24 bits used.

For the second set of 24 bits, \( M \) is permuted and bits are XOR’ed according to figure 3.37 such that \( M_1 = M_{12} \oplus M_1 \) and \( M_2 = M_{11} \oplus M_2 \) and so on. Then, a right side rotating shift is performed to yield the next set of \( M \) used in the encryption and decryption mask \( K \).
The result of this method gives a stronger bit masking of the single precision $x$ states and increases its length to 288 bits. In terms of the security of this permutation technique, it is important to note the following:

1. This method differs from traditional applications of permutation techniques in cryptography because this permutation is done on the Lorenz $x$ state and not on the actual authentication key itself. This is a unique masking technique benefiting from the unique application of chaos in cryptography, which is different from a traditional symmetric key cipher design.

2. This bit stream of Lorenz $x$ state that is used to encrypt the plaintext data has no direct correlation with the real authentication key. In other words, if an attacker were to know one of the 288 bit Lorenz $x$ state, it would not reveal any additional information on the trajectory of the Lorenz dynamical system; hence, other $x$ states.

3. The strength of this Lorenz $x$ state bit stream builds on the complexity of solving for the Lorenz chaotic system. This means that for an attacker to know even part of this 288 bit Lorenz $x$ state, they would have to first solve for the actual Lorenz $x$ state itself.

Based on the above, this method of extending the length of Lorenz $x$ state is considered as strong as the chaotic behaviour in predicting the actual $x$ state itself.
3.7.3 \( x \) state selection

With the coding of \( x \) states defined, the next step in completing the data encryption scheme is to determine which \( x \) states are chosen to perform the exclusive OR operations. Obviously, the most straightforward approach would be to utilize each and every \( x \) state generated by the discrete Lorenz chaotic engine. By doing so, the maximum bit rate in this obfuscation scheme can be achieved. However, there is a downside to this method. Given a plaintext bit stream \( S \). As shown above, the obfuscated ciphertext is given by:

\[
T = [S_0 \oplus X_0, S_1 \oplus X_1, ..., S_n \oplus X_n] \tag{3.19}
\]

where the \( x \) state is at an arbitrary point in its chaotic trajectory. In the event that a particular point of this arbitrary trajectory is compromised, the chaotic nature of \( x \) states that have been approximated by the fourth order Runge Kutta method shortly before and after this point will also be compromised.

Recalling the signature Lorenz chaotic state plot below:

![Plot of Lorenz \( x \) states in its chaotic region](image)

Given the fine fourth order Runge Kutta time step \( h \) relative to the rate of change in Lorenz chaotic \( x \) state values, it can be observed that any arbitrary \( x \) state \( x_n \) where \( t = h \times n \) is relatively close to \( x_{n-1} \) and will also be relatively close to \( x_{n+1} \). Therefore, if an attacker has the value of \( x_n \), the security of the binary plaintext bit stream that has been encrypted shortly before and after this point \( n \) will be weak and likely be compromised.

A solution to this problem of correlation between \( x \) states is to not use each and every state but rather select states that will not be relatively close to each other. As the
$x$ states reach either a positive or negative peak, those points will be selected for use in encryption. This way, even if a given $x$ state value is compromised, it will not be possible for an attack to guess with high success the next $x$ states that will be used.

By using the techniques mentioned above, an estimation of the mean encryption bit-rate can be performed. Given the following discrete Lorenz chaotic system parameters:

$$
\begin{align*}
\rho &= 28 \\
\sigma &= 10 \\
\beta &= 8/3 \\
h &= 0.0201
\end{align*}
$$

The corresponding $x$ states are given in figure 3.39. From this plot, the peak to peak delay in fourth order Runge Kutta approximation time steps are roughly:

$$
\Delta t_{\text{peak to peak}} = 389 - 358 = 31 \text{ (3.21)}
$$

As demonstrated in the implementation of the discrete Lorenz chaotic engine in FPGA, each fourth order Runge Kutta approximation takes 1.68msec. This means that the actual time $t$ required between $x$ state peaks are:

$$
t_{\text{peak to peak}} = 1.68ms \times 31 = 52msec
$$

For the modified permutation scheme, the effective bit rate will be:

$$
\text{effective bit rate} = \frac{288}{52 \times 10^{-3}} = 5.538 Kb/sec
$$

In a resource constrained system such as the implementation demonstrated in the Lorenz chaos based RFID protocol, a bit rate of $\approx 5.538Kb/sec$ is very good given such low resource usage and the speed that each Lorenz chaotic state can be generated.
In this upcoming chapter, a numerical security evaluation is given in order to provide proof that my proposed Lorenz chaos based RFID authentication scheme offers the same level of security as the continuous Lorenz chaotic system itself.
Chapter 4

Security Evaluation of Proposed Scheme

An observation in the field of chaos based cryptography shows that although there has been a number of suggested implementations, few of them actually proceeded in any type of security evaluation. The consequence is the lack of any proof that their suggested system is resilient against different types of attacks and that there are no weaknesses in their implementation of chaos. In this chapter, the discretized implementation of chaos employed in the Lorenz chaos based RFID authentication protocol will undergo security evaluations from several different angles. A statistical analysis of a very large pool of compiled $x$ states is examine to determine whether short cycle periodic behaviour exists. Then, the Lorenz chaos based RFID authentication scheme is evaluated against the rules of security requirements in chaos-based cryptosystems detailed in [25] to ensure that my proposed implementation is as secure as currently possible.

4.1 Statistical analysis

A factor that affects the level of security of the discretized Lorenz dynamic system is the distribution of states. From numerous works that were done in the field of analog chaotic dynamic systems, a strong emphasis has been put on the sensitivity to initial conditions property. For chaos to be a real contender in the field of cryptography, one has to know exactly what are the chances of a particular chaotic cipher being broken when faced with specific attacks. It is nice to have the sensitive to initial conditions property but how good will it do to a cipher if the range of possible outputs are always repeating or has
only a relatively small pool of possible values? This section takes a concrete look at two possible weaknesses of any chaotic cipher: short cycle periodic patterns and non-symmetrical statistical state distribution.

Before proceeding into detail with the statistical evaluations of this section, an explanation of the test setup is in order. For the results obtain to be significant behaviours of the discretized Lorenz dynamic system and not just short transient behaviours, the $x$ state generation process underwent a long period of time. A total of 50,000 fourth order Runge Kutta steps were generated with the hardware implemented Lorenz chaotic state generator. Given the time required for a typical authentication session to be much less than a second, and that each authentication session required 31 time steps, this would provide a total of $50,000/31 \approx 1,612$ authentication attempts.

### 4.1.1 Short cycle periodic pattern verification

To make sure that the authentication scheme proposed in my research can withstand a man-in-the-middle attack, where communication between the reader and the tag is compromised and intercepted, one has to ensure that this advantage will not grant the attacker any advantage regardless of the number of authentication communication interceptions. Since there has not been any concrete work performed in the subject of verifying whether chaotic dynamic systems exhibit short periodic cycles, this subsection will explain the method performed and provide actual results in order to support the security of the RFID authentication scheme proposed.

In the previous section, the $S(\Delta n)$ vs $t$ plot provided a mean to quantitatively identify periodic and chaotic behaviour and as well as the Lorenz trajectory approaching a single point. For the evaluation of short periodic cycles, although this method could be used, it does not effectively displays repeated periodic cycles. The reason is because the $S(\Delta n)$ vs $t$ plot can have an overall positive slope while having very small repeating staircase type of periodic mini-stages. Those stages in itself might not show severe periodic cycles but when combined together, can be a clue to flaws in the system. To combat such shortcoming, another method should be used in the evaluation of short periodic cycles. By taking the Fast Fourier Transform of the $x$ states generated by the hardware implemented Lorenz chaotic engine, one can then clearly see any significant repeated periods accumulated during the entire time span of the $x$ states. As a way to confirm
this method, Fast Fourier Transform is applied to a system with $\Delta h = 0.029$. From the Lyapunov exponent calculations performed in previously, this evaluation should give some type of repeating periods.

![Figure 4.1: FFT of Lorenz dynamical system with $\Delta h = 0.029$](image)

It is clearly shown in Figure 4.1 that there are two distinct periods that emerge from the dynamical system having $\Delta h = 0.029$. Once again, this reinforces the notion mentioned in the previous section that improper selection of time step $h$ will degrade chaotic behaviour into periodic behaviour. Now, the exact same test performed with time step $h_{\text{threshold}}$ should not have this shortcoming. Figure 4.2 shows the result of the Fast Fourier Transform of the discretized Lorenz dynamic system with the threshold time step.

![Figure 4.2: FFT of Lorenz dynamical system with $\Delta h = 0.0201$](image)
Figure 4.2 shows a dramatic improvement in terms of frequency spectrum compared to \( h = 0.029 \). The resulting Fast Fourier Transform has a strong DC like component, which is a favourable property in terms of minimizing the periodic determinism of the discretized Lorenz dynamical system.

### 4.1.2 Statistical distribution verification

In this subsection, the distribution of \( x \) Lorenz chaotic states over time is examined in order to determine whether the probability of states are equally distributed. To begin, a series of \( x \) states are generated from the discrete Lorenz chaotic engine such that the total duration of state generation is much larger than the length of time of a typical authentication session in order to ensure that small cycle periodic behaviour is not present. Again, with \( \Delta h = 0.0201 \) and 50000 RK-4 steps, we have a total of approximately 1,612 authentication attempts. Figure 4.3 shows the distribution of states of this dynamical system.

![Figure 4.3: \( x \) state distribution over 1000 seconds from my proposed Lorenz chaotic engine](image)

From the results obtained in Figure 4.3, one is able to see that the Lorenz chaotic \( x \) states distribution is symmetrical. In other words, there is an even distribution of \( x \)
states in the positive as well as the negative range. Given the symmetry of this $x$ state
distribution, if we assign positive states to have a binary value of 1 and negative states
to have a binary value of 0, the probability for an attacker to correctly guess a binary
1 would be $1/2$ and the same is true for the probability of guessing correctly a binary
0. This fact solidifies the noise-like uniform distribution of the discrete Lorenz chaotic $x$
states.

For discrete Lorenz chaotic engine applications that are not resource constrained, an
additional encryption scheme is possible. If the probability proportions are adjusted ac-
cordingly, it is possible to have four equal ranges of $x$ states in Figure 4.3 such that the
probability for each range to appear would be $1/4$. Then, one can continuously divide
state ranges in order to increase coding effectiveness as long as the range division is
not made too small to maintain proper probability distribution. This method could be
used as a perfect chaotic pseudo random number generator that has an even probability
distribution and is none periodic.

Ultimately, knowing that the discrete Lorenz chaotic engine has even probability dis-
tribution, an implementation of the Lorenz chaos based RFID authentication protocol
can become the ideal method for integrating chaos into existing RFID systems. To my
knowledge, this is the first practical use of chaos in resource constrained digital hardware
based systems that has undergone in depth security scrutiny by means of time-series
analysis.

4.1.3 Rules and guidelines to follow to ensure the security of
chaos based cryptosystems

According to the paper [25], there are 17 rules that any designer of chaos based cryptosys-
tem should follow to ensure that their system is not easily broken. From testing those
rules against the Lorenz chaos based RFID authentication protocol, it can be shown that
my proposed scheme already satisfies those rules. The following is a list of those nine
rules that are relevant for a digital chaotic cryptosystem and explain how they are being
met. A list of the other rules can be found in Appendix A.
Rule #1: A thorough description of the implementation of the chaotic systems involved should be provided

This rule applies to works that are theoretical in nature and no concrete implementations are given or not enough details are given to suggest possible implementation direction. Unfortunately, many suggested cryptosystem employing chaos has a narrow focus that makes it impractical for implementation in actual hardware. My proposed chaos based RFID authentication protocol has been discussed in great detail in previous chapters of this thesis.

Dynamical system used:

The dynamical system used for my proposed authentication scheme is a discretized version of Lorenz dynamical system. In order to calculate each $x$, $y$ and $z$ states, the fourth order Runge Kutta approximation method is used with time step set at $h = 0.0201$, which is the optimal time step value for chaotic behaviour to still be present.

Dynamical system parameters

The Lorenz dynamical system has governing parameters $\rho$, $\sigma$ and $\beta$ that model heat convection in the atmosphere. It was shown in chapter three that Lorenz dynamical system parameters play an important role in it’s overall behaviour. While most research in Lorenz dynamical system has been done on single parametric systems, it makes sense to build on the work that has been done previously in this field instead of branching out into a three parametric Lorenz dynamical system. For that reason, $\sigma$ and $\beta$ are set at 10 and 8/3 respectively. The value of $\rho$ is the one that is changing and it can only take on values between 24.06 to 99.5. This is because values outside of this range exhibits short periodic cycles that are degrading to the chaotic nature of the Lorenz system.

Rule #2: For chaotic systems implemented in digital form, the negative effects of dynamical degradation should be taken into consideration with careful evaluation

For dynamical chaotic systems to be in the discrete domain, it has to be in a finite space employing number representations in digital form such as fixed point or floating point and methods of truncation such as ceiling, floor or round. It has been demonstrated in [46] that piece-wise linear chaotic maps are very susceptible to linear degradation, which has a detrimental effect on the sustained chaotic behaviour of the finite chaotic
system. This phenomenon can be viewed as a constant variable small disturbance on a continuous dynamical system which are caused by the quantization error of digital computer systems. According to [10], the orbits traced by a continuous chaotic system are obviously different from their discrete counterpart. For this reason, chaotic behaviour in a continuous system given a certain initial state and parameters cannot be guaranteed in a corresponding digitized system.

In my proposed chaotic scheme, care was taken to make sure that long iterations of the chaotic system in finite space does not converge to a single point or follow a periodic orbit. To theoretically take into consideration all the quantization error chaos is a difficult task because of the difficulty in performing analytical modelling. Many of the current research in the field of discrete chaotic systems make use of numerical methods for this purpose. My proposed approach for the evaluation of dynamical degradation in this chaotic scheme is to utilize the TISEAN toolset to perform numerical evaluation on time series data obtained from the hardware implemented Lorenz dynamical system. A positive Lyapunov exponent indicates that exponential divergence is present and chaotic behaviour is maintained.

Rule #3: Without loss of security, the cryptosystem should be easy to implement with acceptable cost and speed

In comparing the Lorenz chaos based RFID authentication protocol with widely used symmetric key cryptosystems in terms of speed and level of security, a typical software implementation of AES [6] shows that performance is in the range of 20-150 cycles per byte. As shown in my RFID authentication scheme detailed in chapter two, the level of resource utilization is extremely low and I have proven its actual design complexity by implementing this chaotic cryptosystem fully on an FPGA. This low level of hardware resource utilization also has the beneficial side effect of making the cost of manufacturing such a device low. The throughput of this chaotic cryptosystem, which is at approximately 5.538 Kb/sec, is very respectable for systems having limited resources such as in RFID applications.

Rule #4: The key should be precisely defined

In chapters three, a detailed explanation of the makeup of the secret key is given. It is composed by a combination of:
• The selection of the value of ρ
• The selection of the initial values of x₀, y₀ and z₀

The binary format representation used is the IEEE 754 single precision format. Therefore, each secret key is 128 bits long (32-bit single precision x₀, y₀, z₀ states plus 32-bit single precision system parameter ρ). Most of the proposed chaotic cryptosystems fall short of defining the exact key layout and leaves it totally up to the reader to perform this task. The uniqueness of my approach is the proposal of a new chaotic RFID authentication scheme with concrete implementation details and with a numerical study of its security from multiple attack angles.

**Rule #5: The key space K, from which valid keys are to be chosen, should be precisely specified and avoid nonchaotic regions**

From the evaluation of initial conditions x₀, y₀ and z₀ and the Lorenz chaotic system parameters ρ, σ and β in chapter three, it was shown that the values of the initial conditions and system parameters indeed yield chaotic behaviour. Since the key originates from those system parameters and initial conditions, we know which regions to avoid in order to ensure chaotic behaviour. For example, when the Lorenz strange attractor is formed, the only state that exhibits chaotic behaviour is the x state. Another example is the range of possible ρ values. It was shown in chapter three that chaotic and non-periodic behaviour is observed when 24.06 < ρ < 99.5. From reading other proposed chaotic cryptosystems and the successful attacks on those systems, very often, those attacks do not focus on the chaotic system itself but rather in the other components surrounding the chaotic algorithm. By ensuring that there are no weak secret keys, it renders an attacker’s job that much harder and denies their attempt in a workaround circumventing chaos itself.

**Rule #6: The useful chaotic region, i.e. the key space K, should be discretized in such a way that the avalanche effect is guaranteed: two ciphertexts encrypted by two slightly different keys k₁, k₂ ∈ K should be completely different**

Referring back to chapter three, the minimum change in the chosen secret key is demonstrated numerically in order for two closely related keys to provide two completely different outcomes. For the calculation of the effective secret key bit length, this minimum
distance between initial conditions and $\rho$ selection has been taken into account so that the level of security of this chaotic cryptosystem is not over inflated.

**Rule #7: Partial knowledge of the key should never reveal partial information about the plaintext nor the unknown part of the key**

Originating from one of the most basic rule in cryptography, the Kerckhoffs principle tells us that the security of the cryptosystem must rely entirely on the key. In other words, the only secret that an attacker does not know is the key and everything surrounding the implementation of such cryptosystem cannot be used as a mean to increase security. Often times, proposed chaotic cryptosystems tend to hide or be unclear about certain aspect of their method. In my proposed chaos based RFID authentication protocol, the partial knowledge of the key does not mean part of the plaintext or other parts of the key is revealed because valid key values are carefully chosen so that they are all within chaotic regions of the dynamical system. For example, if an implementation blindly uses all values of $\rho$ in a Lorenz dynamical system and if such value were to be revealed to the attacker, the weak periodic behaviour of the dynamical system will be revealed. That has serious consequences in the revelation of the plaintext and is totally unacceptable in a secured cryptosystem.

**Rule #8: The algorithm or process of generating valid keys from the key space K should be precisely specified**

This rule is partially answered from the explanation given in the previous rule. Since the range of values of $\rho$, $x_0$, $y_0$ and $z_0$ is known, the process of selecting valid key is simply the selection from this range of values.

**Rule #9: For two keys (or two plaintexts) with the slightest difference, no distinguishable difference between the corresponding ciphertexts can be found by any known statistical analysis and rule #10: The ciphertext should be statistically indistinguishable from the output of a truly random function, and should be statistically the same for all keys**

These two rules are similar to rule #6 except that not only two slightly different keys should yield a completely different ciphertext, but two slightly different plaintexts should yield a set of completely different ciphertexts as well. To demonstrate this, statistical analysis of my proposed system is used. If we were to plot out the location of the
chaotic trajectory $X_n$, $Y_n$ and $Z_n$ where $n$ is the time step $h$ multiplied by the number of iterations, the distribution of $X_n$, $Y_n$ and $Z_n$ across the span of different initial conditions $X_0$, $Y_0$ and $Z_0$ should appear noise like or has a symmetrical distribution. This is covered in this chapter previously with the evaluation of possible periodic behaviour and $x$ state distribution utilizing a very large pool of $x$ states.
Chapter 5

Conclusions and Future Work

Ever since Edward Lorenz published his famous paper, “Deterministic non-periodic flow”, in 1963, he has opened the doors to a new type of dynamical system that exhibits complex behaviour but yet, is modelled by only three simple ordinary differential equations. What was originally used to model heat convection in the atmosphere has found itself in everyday phenomenons ranging from the human heartbeat to trends in the publicly traded financial markets. Even though the Lorenz attractor has been around for quite some time, it has been the subject of active research and many works have probed into different aspects of the Lorenz’s dynamic system. In particular, there has been a substantial number of research papers suggesting the use of chaos in communication security and cryptosystems for the past two decades. A look around cryptographic methods being used today in digital communication security reveals the story of a complete absence of real world use of chaos in actual implementations. The reason is because most suggested cryptosystems based on chaos have major shortcomings including:

1. Most implementations require broadband communication medium which, in this digital age, limits its usefulness.

2. Chaotic cryptosystems based on piecewise-linear systems had serious security issues because of dynamic degradation.

3. Lack of clarity in the actual methods of implementation.

4. Lack of proof in the level of security provided by their implementations.

With all the knowledge that we have gained in the past few decades on the subject of Lorenz’s dynamic system, its overall behaviour and regions of chaotic states have been
Conclusions and Recommendations

Carefully examined. In my research, I proposed a new method in harnessing beneficial chaotic behaviour and utilized it in a RFID authentication protocol. Details that previously suggested cryptosystems based on chaos failed to address, such as boundaries of the dynamic system, security evaluation and key composition, were delivered in this thesis and verified numerically for correctness and well rounded security. By examining the Lyapunov exponent of time series of a spectrum of Lorenz $x$ states, I discovered that the discretized Lorenz dynamic system, subjected to quantization noise, still retains its chaotic behaviour given careful selection of system parameters, initial conditions and fourth order Runge Kutta time-step $h$. In fact, a critical time-step value $h_{\text{threshold}}$ was found that maximizes state entropy while still maintaining chaotic behaviour.

I have also shown that this new Lorenz chaos based RFID authentication protocol has a low resource utilization level that made it suitable for low-resource devices. Unlike other chaos based cryptographic schemes, my proposed system can be implemented via baseband signals such as radio frequency communications and digital communications. Also, this characteristic makes my proposed scheme easily implementable by using current technologies and standards. For example, it can be implemented over existing ISO-15693 RFID systems because the radio communication frequencies, tag power requirements and hardware resource utilization levels all adhere to its limits.

The above discoveries concretely shows the unique characteristics of chaotic cryptosystems by harnessing the proven chaotic behaviour of Lorenz dynamic system in a discrete state and numerically demonstrating its effective level of security. This is a brand new way of implementing continuous time chaotic systems in digital communications and this thesis has only uncovered partially the spectrum of possible usage of chaos in resource constrained devices. From this point on, one can embark on many avenues of improvement and innovation:

1. Fourth order Runge Kutta approximation was used to calculate $x$, $y$ and $z$ state progressions. From a resource usage standpoint, the use of other ordinary differential equation approximation methods can potentially improve the efficiency and decrease hardware resource usage. One key point to be examined, if one chooses to go towards this route and use Euler’s approximation method, is the behaviour of Lorenz’s dynamic system and the effect it has on initial condition boundaries. The $h_{\text{threshold}}$ value found in this thesis will most likely be changed as a consequence.
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2. Since research performed in a three-parametric study of the Lorenz dynamic system is still quite preliminary, my proposed RFID authentication scheme only included \( \rho \) in the secret key. However, with more work concentrated on the behaviour of the Lorenz system in a three-parametric system, this could potentially open another door to the increase in the effective security bit length of the secret key and make this new approach even more secure. In addition, this has the possibility of speeding up the \( x \) state divergence rate, which will make it the bit rate of the obfuscation scheme increase significantly.

3. With the use of development hardware such as the Proxmark, the FPGA design of my proposed chaos based RFID authentication protocol can be fully implemented in a full scale RFID reader and tag system for in circuit evaluation of power usage and an evaluation of potential error correction methods that can be employed.

Finally, this work is the first to propose the use of Lorenz chaotic system in RFID authentication. It effectively solves the primary problem of degradation in piecewise-linear chaotic maps and the implementation problems of methods based on chaos synchronization. In addition, it makes use of the well researched chaotic behaviour of the continuous time Lorenz attractor to deliver a numerically proven secure chaotic cryptosystem that is ready to be implemented in current resource constrained RFID systems.
Appendix A

Additional rules and guidelines

The rules and guidelines discussed in chapter four in relations to the security of chaos based cryptosystem are highlighted because of their relevant nature with respect to the implementation of my proposed RFID authentication scheme. Because of the limited hardware resource nature of RFID applications and the inability to analytically solving chaotic dynamical systems, some rules and guidelines are irrelevant and were not discussed in chapter four of my thesis. They are hereby listed as a reference:

1. The ciphertext should be statistically undistinguishable from the output of a truly random function, and should be statistically the same for all keys.

2. It should be checked whether the designed cryptosystem can be broken by the relatively simple known-plaintext and chosen-plaintext attacks, and even chosen-ciphertext attacks.

3. Resistance to differential and linear cryptanalysis should be proved or checked very carefully in digital block ciphers.

4. It should be checked whether the cryptosystem can be broken by all known chaos-specific attacks.

5. It should be checked whether the cryptosystem can be broken by all known application-specific attacks.

6. To provide a sufficient security against brute-force attacks, the key space size should be $K > 2^{100}$. 
7. When a keystream cipher is used, the security study should include the statistical
test results conducted on the pseudo-random number generator.

8. A designed secure communication system should work in a real channel environment
with $\approx -40dB$ signal/noise ratio, with a certain limited bandwidth, and with
attenuation between $0dB$ and $16dB$. 
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