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Abstract

Designing a completely secure and trusted system is a challenge that still needs to be addressed. Currently, there is no online system that is: (i) easy to use, (ii) easy to deploy, (iii) inexpensive, and (iv) completely secure and trusted. The proposed authentication techniques aim to enhance security and trust for video applications in the untrustworthy online environments. We propose a transparent multimodal biometric authentication (TMBA) for video conferencing applications. The user is identified based on his/her physiological and behavioral biometrics. The technique is based on a ‘Steps-Free’ method, where the user does not have to perform any specific steps during authentication. The system will authenticate the user in a transparent way. We propose authentication techniques as an additional security layer for various ‘user-to-user’ and ‘user-to-service’ systems. For ‘user-to-user’ video conferencing systems, we propose an authentication and trust establishment procedure to identify users during a video conference. This technique enables users that have never met before to verify the identity of each other, and aims at enhancing the user’s trust in each other.

For ‘user-to-service’ video conferencing systems, we propose a transparent multimodal biometric authentication technique for video banking. The technique can be added to online transaction systems as an additional security layer to enhance the security of online transactions, and to resist against web attacks, malware, and Man-In-The-Browser (MITB) attacks. In order to have a video banking conference between a user and a bank employee, the user has to be logged in to an online banking session. This requires a knowledge-based authentication. Knowledge-based authentication includes a text-based password, the ‘Challenge Questions’ method, and graphical passwords. We analyzed several graphical password schemes in terms of usability and security factors. A graphical password scheme can be an additional security layer add-on to the proposed multimodal biometric video banking system. The combined techniques provide a multimodal biometric multi-factor continuous authentication system.
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Chapter 1: Introduction

In this chapter, the motivation for this thesis, the problem statement, and a summary of our contributions are discussed.

1.1 Motivation

The internet has turned the world into a small village, and has changed peoples’ lifestyles, businesses, organizations, and governments [30]. It enables users to obtain online services, enables businesses to provide online services, and enables governments to provide online services and applications [29]. Nonetheless, it also facilitates attackers and criminals in the organizing and planning of attacks for various objectives, such as for financial, personal, and political reasons [14]. In the past, we have worked at Entrust Inc. and on an IBM funded project. At Entrust Inc, we explored various authentication techniques used by many financial businesses for fraud detection and reduction. At the IBM funded project, we worked on IBM AppScan client side attacks. We analyzed many web attacks and vulnerabilities, and explored new emerging ones.

There is always a need for secure authentication methods for ‘user-to-user’ and ‘user-to-service’ systems in order to reduce identity theft and fraud, and to resist against malware and web attacks. These attacks make knowledge-based authentication methods very vulnerable. Furthermore, a challenging problem facing security systems is Man-in-the-Browser attack (MITB). MITB can cause financial fraud [30]. There is no complete solution for MITB; it is a major problem facing online transactions.

There is a need to enhance the security of online authentication methods regardless of location and time, and without adding complexity for the user, and to enhance the user’s trust in the interacting parties over the insecure internet. In this
thesis, we propose security and trust techniques for various applications. These include a ‘user-to-user’ video conference trust establishment procedure for the identification of individuals unknown to each other and the improvement of user’s trustworthiness. We also propose a transparent authentication technique for video banking. Furthermore, we analyzed various graphical password schemes that can be used as an add-on security layer for online banking, to address many security concerns faced by the ‘Challenge questions’ method that is used by various banks.

1.2 Problem Statement

The internet is a place that serves anyone connected to it. Its benefits come with the following drawbacks: incomplete security and trust. Once a device is connected to the internet, it becomes a potential target for viruses, key-logging, screen-capture, spyware, and malware [72]. Furthermore, the internet was designed with no security goals [30]. The following factors aggregate in an insecure and untrusted internet: (i) the availability of computers to anyone, (ii) global connectivity, (iii) the ease by which malware is obtained and distributed, (iv) various motives for the conducting of online attacks, (v) several ongoing and newly emerging attacks and vulnerabilities, (vi) the potential for any system error or vulnerability to lead to potential attacks, (vii) naïve users, and (viii) the availability of targets online [13, 30].

The design of an authentication system that is easy to use, easy to deploy, inexpensive, fully secure and trusted is a challenge that still needs to be addressed. However, various enhancements are necessary to reduce identity theft and fraud, and for resistance against web attacks and malware. To enhance authentication in online environments, we propose authentication techniques for various applications, including ‘user-to-user’ and ‘user-to-service’ systems. We propose T MBA, a ‘steps-free’ system to authenticate an individual during video conferencing. For ‘user-to-user’ video conferencing, we propose a trust establishment procedure to identify an individual during a video conference. For ‘user-to-service’ video conferencing systems, we
propose a transparent multimodal biometric authentication technique for video banking. The video banking authentication method can be added to online transaction systems as an additional security layer to enhance the security of online transactions, and to resist web attacks, malware, and Man-In-The-Browser (MITB) attacks. Furthermore, we analyzed various graphical password schemes in terms of usability and security factors. A graphical password scheme can be an add-on to a text-based password serving as a security layer to prevent key-logging attacks.

1.3 Thesis contribution

In this section, we briefly outline our main contributions: (i) a transparent multimodal biometric authentication (TMBA) system; (ii) a ‘user-to-user’ video conference identification system; (iii) a video banking authentication method; (iv) the analysis of various graphical password schemes and the following conclusion that none of the studied schemes satisfies all usability and security factors; and (v) a multimodal biometric multi-factor authentication system. The main contributions are:

(i) **A transparent multimodal biometric authentication TMBA system based on the fusion of voice and face biometrics.** This system identifies an individual during a video conference, and provides continuous authentication. Furthermore, it authenticates a user in a ‘steps free’ method, where the user does not have to perform any specific steps during authentication.

(ii) **An end-to-end trust establishment procedure for ‘user-to-user’ video conferencing.** This technique enables users that have never met before to verify the identity of each other, and enhances the user’s trust in each other. It involves the use of a transparent multimodal biometric system that uses the fusion of face and voice biometrics to identify individuals during video conferencing with minimal user interaction. For future ‘user-to-user’ video conference meetings, a user does not have to perform steps to verify the identity of the other party; the system will verify the identity claim of the other party, and deliver the results to the user.
(iii) **A video banking authentication method.** This proposed method enables users to virtually obtain services, including some which cannot be done through tele-banking or online banking. The method provides a transparent multimodal biometric authentication to identify individuals during a video banking conference. For an online transaction, it is required to guarantee a transaction’s security; however, it is not completely guaranteed in the real world. Our method can serve as an add-on to existing techniques, for the securing of online transactions. This add-on security layer can provide continuous authentication and transaction integrity, while decreasing the possibility of harm through malware and MITB attacks. The proposed method provides an approach that is effective for user identification during a video banking conferencing.

(iv) **Various graphical password schemes were analyzed, and it was concluded that none of the studied schemes address all usability and security factors.** The studied graphical password schemes address many security and usability factors. However, none of the studied schemes completely address all usability and security factors. Moreover, through an analysis of various graphical password schemes and the cognitive authentication scheme [130], we have concluded that there is no graphical password scheme that:

(i) is easy to perform without challenging steps,
(ii) is fast to perform,
(iii) is without the use of haptic devices
(iv) requires only simple recall and/or recognizes few pass-images,
(v) has a large password size,
(vi) provides a onetime shoulder surfing resistance, and
(vii) provides full resistance against spyware and many video recorded login sessions.

Moreover, the development of a graphical password scheme capable of satisfying the seven criteria mentioned above is still an open research area.

(v) **A Multimodal biometric multi-factor continuous authentication system.** This system combines knowledge-based authentication with the proposed multimodal biometric system. For a user to employ video banking, the user must be logged in to an online banking session. The online banking system requires the use of a strong knowledge-based authentication method. A graphical password scheme can be used in
addition to a text password. Moreover, the combined techniques provide a multimodal biometric multi-factor continuous authentication system.

1.4 Related Publications

The following are papers based on the work of this thesis.


2. “‘Steps-Free’ Multimodal Biometric Method For Video Banking”, to be submitted.

3. “A survey of graphical password schemes for online authentication”, to be submitted.

1.5 Organization of thesis

This thesis is organized into following sections. Chapter 2 presents a literature review. In Chapter 3, a transparent multimodal biometric authentication (TMBA) system based on the fusion of voice and face biometrics is proposed for user identification during video conferencing. In Chapter 4, a TMBA system for ‘user-to-user’ video conferencing is proposed. In Chapter 5, a TMBA system for ‘user-to-service’ video banking is proposed. Also, various graphical password schemes are analyzed in terms of their suitability for employment as an additional security layer to text-based password for online authentication, especially for online banking. Finally, we present conclusions and discuss the directions for future work in Chapter 6. In the
Appendices, various authentication methods are analyzed, and two graphical password schemes are proposed; furthermore ear biometrics fusion for the proposed video banking authentication method is demonstrated.
Chapter 2: Background

There are several applications wherein the proposed techniques can be used as additional security layers for user identification in online environments. These are, for example, online authentication, online banking, ‘user-to-user’ video conferencing and video banking, among others. The proposed techniques use knowledge- and biometric-based types of authentication. This chapter is thus divided: (i) main types of authentication, (ii) multimodal-biometric authentication, (iii) video conference security, and (iv) multi-factor authentication.

2.1 Authentication Types

The design of an online system must take web attacks and vulnerabilities into consideration, in order to build a secure and trusted system. A key component of a secure online system is a strong authentication method. Appendix A presents authentication methods that are commonly used in online environments. Common authentication types are knowledge-, token- and biometric-based.

2.1.1 Knowledge-Based

2.1.1.1 Text-password and ‘Challenge-questions’ based

Knowledge-based authentication relies on information known to the user. This can be anything from a personal identification number (PIN) to a text-password, from a question with a challenge-based answer to a graphical password [30]. This technique
requires the user to remember and use the password in question. If the password is forgotten, the user cannot login.

There are many ways to authenticate users in an online environment, and each method has its limitations. In the case of knowledge-based authentication, the limitations would be that the password is liable to be easily forgotten or shared. The text-based password is the most used technique of knowledge-based authentication. Studies [30] indicate that humans tend to use text passwords that are easy to remember and that thereby make them vulnerable to guessing attacks. Furthermore, the text-based password is vulnerable to dictionary and key-logging attacks.

The knowledge-based ‘challenge questions’ method is commonly used by many banks [92], along with text-based authentication. This former method can be frustrating to the user who must remember a set of answers relevant to a list of questions and runs the risk of forgetting them. Furthermore, the answers to ‘challenge questions’ are often limited to things such as the last name of the user’s favourite teacher or the name of the user’s pet. Moreover, if an attacker knows a user’s information, the answers to ‘challenge question’ are not exclusive to the user.

2.2.1.2 Graphical Password Schemes

Knowledge-based authentication can also be used with the rapidly-rising use of graphical password schemes. The upcoming Microsoft Windows 8 operating system will provide its users with the option to log in using a graphical password [106]. Graphical password schemes are intended to address usability and security factors. In terms of usability, the factors to address are (i) ease of use, (ii) time to perform and (iii) ease of remembrance. For security, factors to address are (i) password space, (ii) guessing attack and (iii) observation attacks. The latter observation attacks include (i) shoulder surfing, (ii) eavesdropping, and (iii) spyware including advanced screen capture [123]. A shoulder surfing attack can take place in various ways [37]: (i) an
attacker can observe the user as the password is entered, or (ii) by digitally recording the user when entering the password.

Graphical password schemes are classified into (i) recognition-based, (ii) recall-based and (iii) cued-recall-based [6]. When entering a recognition-based graphical password, the user must recognize previously-chosen images. In the case of recall-based schemes, the user must draw the same password drawn during registration. Finally, when using a cued-recall scheme, the user must click on specific previously-chosen areas of an image [112, 118].

There have been many recognition-based schemes proposed in the last decade. Dhamija et al. proposed the “Déjà Vu” scheme [27], RealUser proposed PassFace [88] and Doja et al. proposed the ‘grid-based’ [28] graphical password scheme. However, these proposals do not address shoulder surfing attacks. To tackle this problem, Sobrado et al. proposed the ‘Convex Hull’ scheme [109] wherein the user must click on the area between the pass-objects. This scheme was limited by the delay in login time and by the ease of guessing created by the large convex hull area between the pass-objects.

![Figure 1: ‘Convex Hull’ scheme [109]](image)

Wiedenbeck et al. expanded upon the “Convex Hull” technique. In this scheme, the objects are randomly displayed in each round [133]. Moreover, for each round, some decoy-objects are replaced by others and a few pass-objects are added or removed. The area between the pass-objects can be large, and this makes the password easy to guess for an attacker. Furthermore, this scheme is weak against spyware. In every login session, at least three pass-objects are always displayed. If many successful login sessions are observed by an attacker, the attacker can get information about the most appeared objects, which are more likely the pass-objects. Man et al. proposed a
scheme to resist shoulder surfing attacks. Its limitations rested on the user remembering sixteen phrases; a phrase for each of the sixteen icons [71]. Hong et al. extended the Man et al. scheme by having the user create the phrase intended for each selected icon [49]. During authentication, the user would find the pass-objects, beginning from the top-left icon of the screen, and enter the corresponding phrase. The limitation of this scheme is that the user is forced to remember many icons and phrases.

Gao et al. [41] also proposed a ‘story-based’ scheme to defend against shoulder surfing attacks. During registration, the user selects five images from a set of ‘M’ images, in order to make a story. The one story is easier to remember, and the user can then also remember the specific, pre-selected order of the images. To recreate the story, the user draws a line that crosses the five pre-selected story images while also crossing images between the pre-selected images [41]. While this technique helps fight shoulder surfing attacks, after some successful login attempts, it is ineffectual against video recording and spyware. Zhao et al. proposed a scheme resistant to shoulder surfing attacks similar to the scheme created by Sobrado et al. This former uses SCII characters instead of objects [139]. Van Oorschot et al. proposed a “two-step” scheme wherein the first step has the user enter a text-based password and then select pre-selected images from a larger set of images in the second step [123]. Weinshall et al. proposed the Cognitive Authentication Scheme [130]. This scheme is limited by the impracticality of the extensive training needed by the user to remember approximately thirty images, especially as there is no safeguard against these images being forgotten over time. The other limitation is that the login requires a few minutes to be completed. This particular scheme was touted as eavesdropping-adverse and spyware-resistant, but this claim was refuted and disproved by Golle et al.: they successfully managed to obtain the password after observing few successful logins [45].

For recall-based graphical passwords, Jermyn et al. proposed the ‘Draw-a-Secret’ scheme [58] and, basing themselves on the latter, Thorpe et al. proposed a ‘selection grid’ scheme. Tao furthermore proposed ‘Pass-Go’: the user would draw a password based on straight lines by connecting grid intersections [115]. In 2011, Microsoft proposed a ‘Picture Password’ [106]. The upcoming Microsoft Windows 8
operating system will provide users with the option to use the graphical ‘Picture Password’ to login. At registration, the user will provide a picture and then draw on its surface. During authentication, the system will display the provided picture, prompting the user for the drawing of the password [106]. This drawing is made up of dots and circles, and is intended to connect two or more predefined areas. While this method is easy to use, it still has drawbacks such as shoulder surfing and guessing attacks as well as ‘hot-spots’. For touchscreen tablet devices, this scheme is further vulnerable to smudge attacks.

The recall-based schemes, while easy to use, are vulnerable to shoulder surfing attacks. The ‘Cued Recall’ graphical password schemes, such as, Blonder [7], Passlogix scheme [89] and ‘PassPoint’ schemes [132] are ‘repeating a selection’ schemes. However, they are vulnerable to ‘hotspot’ and shoulder surfing attacks.

Graphical password schemes address many security and usability factors. Most of the above-mentioned schemes addressed the issues of brute force searches and guessing attacks, but left the user open to attacks stemming from predictable image selection and ‘hot-spots’. Observation attacks including (i) shoulder surfing, (ii) eavesdropping and (iii) spyware still get by the many schemes too weak to counter them. Many schemes were shoulder surfing-resistant only for few login sessions. All of the schemes were ineffectual against spyware and actually indirectly gave the attacker hints about the password.
2.1.2 Token-Based

Token-based authentication is based on something acquired by the user: this can be a paper-based one-time password (OTP), soft tokens, physical tokens or smart-cards. This technique is secure and widely used despite the fact that the user is expected to always have the token on hand to get authenticated [29]. The token can get lost or stolen, its battery can die and maintenance issues can arise with event-based OTP and time-based OTP techniques [29]. The event-based OTP token has issues relating to unused OTP outputs: if and when the user enters a new OTP, the server might be expecting the input of the previous OTP. The issues of the time-based OTP, meanwhile, relate to synchronization with the server: more specifically, the token becomes unusable if it is unsynchronized with the server [29]. The grid-based authentication proposed by Entrust Inc. is an add-on to a primary authentication method that depends on an NxM grid-card with numbers and letters (see figure-3). Entrust [31] patented a method of authentication by which the user is asked to enter (i) the text-based password and (ii) the content located at column X and row Y of the user’s NxM grid-card. The values of X and Y change with every login. This method is based on a 2-factor authentication. Its drawback, however, is that an attacker can acquire the user’s text password and grid content by engaging in shoulder surfing, key-logging or the use of spyware over time.

![Figure 3: Entrust Inc. ‘Grid-Based Authentication’ [31]](image)

The mobile-based method is often used as an add-on or secondary authentication method to supplement a primary authentication method. For example, Gmail’s ‘2-step verification’ requires a user’s text-based password to be supplemented by an automatic short message service (SMS) text message or an automated voice message. When the
user enters the text password, the Gmail server sends a message to the user’s mobile phone [43]. The user can only get authenticated with a phone that is working and has reception. The Digital Certificates method is another method by which to authenticate users. The certificate can be stored on a device, computer, secureID fobs, USB based, or on a smart card-based certificate [30].

2.1.3 Biometric-Based

Jain et al. identified seven features that must be addressed by a biometric system. They include (i) universality, (ii) distinctiveness, (iii) permanence, (iv) collectability, (v) performance, (vi) acceptability and (vii) resistance to circumvention [56]. Universality (i) involves a biometric that must be found in all individuals. Distinctiveness (ii) addresses how unique the biometric is to an individual; compared to the same biometric in other individuals. Permanence (iii) addresses how long the biometric stays unchanged. Collectability (iv) addresses how easy it is to extract features and data from the biometric. Both the accuracy of the output and the recognition rate are addressed in the performance (v). Acceptability (vi) refers to how acceptable the biometric is to individuals. Finally, the seventh feature (vii) relates to how the biometric features are resistant to circumvention. A biometric-based technique can also be divided into two categories, whereas the biometric-physiological-based and biometric-behavioural-based categories.

2.1.3.1 Biometric-Physiological-based

Biometric-Physiological-based authentication is based on (something the user is) such as: fingerprint, DNA, face, iris, ear, odor, and hand geometry. This method does not require from the user anything other than the user’s presence. However, it requires devices and/or scanners, and can be costly. Furthermore, each biometric has its own limitations: in cases of injury, for example, a user’s fingerprint can change [55].
Likewise, facial recognition can be deterred by facial hair or by mood and eyes and ears can also be tampered with by the presence of hair or accessories [56]. DNA testing and authentication is just as limited: though it is unique to the user, its use is very expensive [55, 56]. This results in the incomplete accuracy of a biometric-physiological-based system.

2.1.3.2 Biometric-Behavioural-based

Biometric-behavioural-based authentication relies on the user’s behaviour. This can include things such as the user’s voice, keystrokes, signatures or gait: the only requirement is the user’s own behaviour [55]. This method is secure but is limited by the inconsistency of the user’s behaviour. For example, a user’s voice and signature are easily changed by issues of health, emotion or mood [56]. As such, there is no biometric-behavioural-based system that is completely accurate.

2.2 Multimodal-Biometric Authentication

To avoid the drawbacks of unimodal biometric systems, a multimodal biometric system can instead be used to focus, rather, on circumvention, performance, distinctiveness and accuracy [56]. The fusing of two or more biometrics creates a multimodal biometric system. This fusion, whether pre-classification or post-classification, plays a key role in the performance and in the accuracy of a multimodal biometric system [54].

Pre-classification fusion takes place at the sensor or feature level, before comparison and matching take place [96]. At sensor level fusion, data from different sensors are integrated to create data for feature extraction [56, 75], though data from different sensors cannot always be integrated. Feature level fusion involves different feature vectors from different sensors or from different biometric traits which are then
combined to create a set of feature vectors [54, 55]. However, there are drawbacks. The different sensors or biometrics do not often have integration ability [54]. Commercial biometric traits may not enable or allow access to data at low levels, and the integration of different vectors can lead to a vector that can cause the ‘curse of dimensionality’ [54, 96].

In post-classification fusion, the comparison and matching have already taken place and the results can thus be used at score, rank or decision level [54, 56]. Score level fusion takes place after each biometric trait outputs its numerical results [17, 54]. The fusion at this level uses a normalization technique on the results. Examples of the former include Min-Max normalization and Z-score normalization. A normalization technique converts results into a common range [0-1], and a common domain (similarity or dissimilarity) domain [48, 54]. In the case of min-max normalization, the estimated minimum and maximum values as well as the set of scores form the normalized scores [17, 54]. The formula is [54]:

\[ ns' = \frac{(s - \text{min}_s)}{(\text{max}_s - \text{min}_s)} \]

where \( ns' \) is the normalized score, \( s \) is matching score, \( \text{min}_s \) is minimum score and \( \text{max}_s \) is maximum score. For the Z-score normalization, the normalized score is formed by the arithmetic mean, the standard deviation of the data and the matching score [39, 54]. The formula is [54]:

\[ ns' = \frac{(s - \mu)}{\sigma} \]

where \( ns' \) is the normalized score, \( \mu \) is the arithmetic mean and \( \sigma \) is the standard deviation of the data. The normalized scores are then combined using any combination rules such as sum rule, simple sum rule, un-weighted sum rule, weighted sum rule, user specific sum rule, product rule, max-rule, min-rule or and product rule [21, 54]. Finally, the total normalized score is then compared to a known threshold value to determine if the identity claim is genuine or if it is an impostor [54].

Rank level fusion takes place when each biometric trait ranks identities in a decreasing order of most to least matching [75, 96]. The fusion at this level can be time-
consuming, especially as each biometric trait matching module has to rank all of the identities in the system [75].

Decision level fusion occurs when each biometric trait outputs its final ‘yes/no’ decision of whether the user is genuine or an impostor. The fusion can use ‘AND’ or ‘OR’ operators, or otherwise make a decision based on the majority [54].

There is much research on multimodal biometric systems [17, 21, 39, 40, 48] using various biometrics. Covavisaruch et al. proposed a multimodal biometric based on the fusion of hand geometry and iris recognition [22]. Fox et al. proposed a system based on the fusion of speech and mouth and face recognition [39] wherein, during authentication, the user must utter a specific statement. As well, Frischholz et al. proposed BioID, a commercial biometric system based on the fusion of face, voice and lip movement [40]. The system requires the user to move the lips. Moreover, Hong et al. proposed a system that fuses face with fingerprint [48]. Chaudhary et al. proposed a multimodal biometric system that is based on the fusion of palm prints, fingerprints and face [17].

There is a lot of research on the fusing of face and ear biometrics and face and voice biometrics [18, 134, 135, 137]. In the case of the former, the user is required to sit in a particular location, pose in a specific position or be seated in the view of a rotating camera so that images of the ear can be captured [135] while in the case of the latter, the user must utter a specific statement [19]. Most of the proposed multimodal biometric systems require the user’s presence and involvement.

2.3 Video Conference Authentication and Security

For ‘user-to-service’ authentication systems, the commonly used authentications are knowledge- and token-based authentication. Rarely do online environments call for biometric-based authentication methods; because such methods require devices to extract and compare the user’s biometric features [30]. In the case of a ‘user-to-service’ video conferencing service, however, adding a biometric-based authentication system as an add-on becomes more feasible. ‘User-to-user’ identification without third-party
dependence nullifies the possibility of token-based authentication: identifying a user can instead be done using the biometrics- or knowledge-based method of sharing a ‘secret’.

Video conferencing is gaining popularity as high-speed internet becomes the norm [16, 102]. This particular method of communication allows users to interact with one another: for example, banks have begun to reach their clients via online video conferences. The security and trust of banking must still exist when it is done in video conference format, and this means that the service’s infrastructure must be secure. To enable security for video conferencing, encryption of the audio and video data exchanged between users must be defined [16, 102]. Ensuring a secure video call between end users can be done via the use of (i) a peer-to-peer (user-to-user) network wherein data exchanged get encrypted at the source and decrypted at the destination [102] and via (ii) a client-server based (user-to-server) network wherein the data get encrypted at the source, decrypted at the server, then re-encrypted and sent to the other user [102]. The majority of secure video conference frameworks use standard technologies and protocols [125]. There are many products and research conducted on end-to-end video conference security frameworks [16, 107, 125, 126].

Voice over Internet Protocol (VoIP) uses RTP (Real-time Transfer Protocol) to send data over the internet [86]. If the data are not encrypted, they are vulnerable to eavesdropping and modification [125]. Jitsi, a Java-based, open source application, provides secure VoIP and video calls [125]. To enhance the security of the data exchange over RTP, Jitsi uses Secure Real-Time Transport Protocol (SRTP) and Zfone Real-Time Transport Protocol (ZRTP), an open source protocol developed by Phil Zimmermann, also famed for his creation of Pretty Good Privacy (PGP) [125]. SRTP provides security, integrity and confidentiality while supporting many symmetric, cryptographic algorithms, including AES128 and AES256 [86, 125]. In order to setup an SRTP audio and video session, ZRTP can be used to negotiate and exchange keys, information and parameters [125]. ZRTP does not verify the identity claim: instead, the user must verify the identity of the other user during the video conference. Nefsis [126] is another video conference security framework; it uses encryption and signed certificates [126]. The conference URL starts with “https” and the padlock browser
symbol is present. The SSL encryption resists eavesdropping and packet sniffing [126]. Furthermore, Google Video Chat [16] also secures video conferencing between users. When video calling takes place over ‘https’, the data exchanged are encrypted between the end user and the server. Google Video Chat is based on internet standards, such as XMPP and H.264 [16]. In addition, VIA3 [102] and Skype [107] use two types of encryption: (i) symmetric encryption through use of AES and (ii) asymmetric encryption (Public Key based) through use of RSA [102, 107]. Skype enables users to have an end-to-end secure delivery of video [107]. Skype-to-Skype video is encrypted using Advanced Encrypted Standard (AES) and is based on digital certificates that provide authenticity, confidentiality and integrity while also protecting against playback attack [107].

There are many available video conference options from which to choose. Parties looking to engage in a video conference need only find and use an application that provides authenticity, confidentiality and integrity. The end user must simply verify the identity of the other user during the video conference, as no application can verify the identity claim.

2.4 Multi-Factor Authentication

Multi-factor authentication provides strong authentication by requiring the user to provide two or more separate proofs of the identity claim [31]. Lavassani et al. presented the concepts of efficiency and effectiveness of common authentication types, as shown in Table 1.
Table 1: Lavassani et al. table shows the concept of efficiency and effectiveness for authentication types. The weights “L”, “M” and “H” represent “Low”, “Moderate” and “High”, respectively. [62]

<table>
<thead>
<tr>
<th>Authentication Type</th>
<th>Fixed Costs</th>
<th>Variable Costs</th>
<th>Maintenance Costs</th>
<th>Ease of Use</th>
<th>Effectiveness (Security)</th>
<th>Efficiency (O/I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Based</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>e-Tokens</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>L to M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>Physiologic</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>M-H</td>
</tr>
<tr>
<td>Behavioral</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

The ‘effectiveness’ presents the security and the accuracy of a system: the higher the accuracy, the more secure the system is [62]. The ‘efficiency’, meanwhile, reflects a business perspective by presenting the ‘cost-benefit analysis’ as a ratio of output over input, where the output represents the cost saving by the system and the input is the total cost of the system [62]. Each of the authentication techniques has its benefits as well as its share of weaknesses, limitations and drawbacks. To have a multi-factor authentication, the system has to use at least two types of authentication to authenticate a user. Online authentication methods have to face malware and spyware as well as key-logging and screen capture attacks and these attacks make knowledge-based authentication methods very vulnerable [30]. Another type of authentication is thus required to form a multi-factor authentication [31].

A challenge facing security systems is a Man-in-the-Browser (MITB) attack. As it stands, there is no current solution to MITB: it remains a major problem facing online systems, especially online transactions. Online services, banking and e-transactions require complete security, and must assure they are dealing with the correct user and not an attacker [30, 72]. MITB is an attack by which the browser is controlled by an outside party during online interactions: in this case, the attacker inserts scriptable code in to a Web browser [51]. MITB attacks can occur through (i) browser vulnerabilities, (ii) downloading, (iii) and unintentional downloading of MITB malware [81]. The attacker can modify the user’s input without the user’s permission or notice [30]. For example, an attacker can modify the ‘payment receiver’ information and the ‘money amount’
value without the user’s awareness of the changes. Furthermore, the attack could also change personal information, including the user’s mobile phone number [73].

There are various means [30, 72] of preventing MITB. Entrust Inc.’s ‘Transaction Verification’ sends the user through a ‘different channel’, the transaction details along with an OTP [29, 30]. The user receives the transaction details and verified the transaction information. From there, the user enters the OTP into the bank’s website to confirm the transaction [30]. The ‘different channel’ is an SMS text message or an automated voice message. Mannan et al. provide a secure transaction system by having a secure mobile application and using a secondary channel. The system assumes that the mobile phone is secure, trusted and malware-free [72]. Entrust Inc. and Mannan et al. provide secure transaction systems [30, 72]. However, using a channel such as a mobile application or mobile-based SMS does not provide complete security. Mobile phones are vulnerable to various attacks and types of malware [79, 59]. If an attacker is able to control the user’s computer despite the presence of anti-virus and anti-spyware defenses, the attacker could likely also control the user’s mobile [59]. Therefore, these solutions are not completely secure.

Currently, all authentication techniques, including multi-factor authentications, have benefits, weaknesses, limitations and drawbacks. There is no complete security solution that is at once (i) easy to use, (ii) easy to deploy, (iii) low in cost and (iv) preventative of all types of security holes, attacks and vulnerabilities. Moreover, there is no authentication system that is suitable for all types of online applications: each of these must take advantage of what is provided in order to authenticate a user, ideally without having to add devices and requirements. For example, for video conferencing and video banking applications, an authentication system has to take advantage of the user’s biometrics presented in the video to identify the user.

Next, we will propose a set of techniques for video conference applications in order to provide an additional security layer, to resist web attacks, malware and MITB attacks and to enhance the security and trust of these online systems.
Chapter 3: Transparent Multimodal Biometric Authentication (TMBA) for Video Conferencing Applications

This chapter is based on a non-intrusive multimodal biometric system that was published in PST2011, and also includes additional work. The paper can be found at [57]. The non-intrusive multimodal biometric system fuses the face and ear biometrics to identify users during a video conference. In this chapter, we propose a transparent multimodal biometric authentication (TMBA) system for video conferencing applications. The proposed TMBA system fuses the user’s physiological and behavioral biometrics. The user’s face and voice biometrics are fused. The proposed TMBA system uses the voice biometric as a replacement for the ear biometric for its better accuracy rates, higher GAR and lower FAR rates. The proposed TMBA system provides multimodal biometric continuous authentication. Furthermore, the proposed system authenticates a user in a ‘steps free’ method, where the user does not have to perform any specific steps during authentication. The system aims to be user friendly by minimizing the user’s interaction during authentication. The user’s presence and basic interaction with the other party is only required during a video conference. This work was developed in a group. Arif Alam helped in conducting an experiment for face recognition. The rest of the work is the author’s.
3.1 Introduction

A biometric system is a secure method that can be used for user authentication; however it has several drawbacks. Multimodal biometric systems can enhance the following drawbacks: distinctiveness, circumvention, performance, and accuracy of unimodal biometrics [56]. In the proposed system, authentication occurs by fusing the user’s physiological and behavioral biometrics.

The main goals of the proposed system are to:

- Provide more information about the identity of the user during a video conference.
- Automatically identify a user based on his/her physiological and behavioral biometrics.
- Authenticate users in a transparent, ‘steps-free’ method. The authentication process does not require the user’s collaboration (minimal user interaction).
  - The system aims to be user friendly by minimizing the user’s interaction during authentication. The user’s presence and basic interaction with other party is only required during authentication, unlike other authentication methods such as knowledge-based, token based, and some biometric based such as, fingerprints, an iris scan, a signature, and keystrokes. These all require a user to perform a specific action or step in order to be authenticated.
- Provide a multimodal biometric continuous authentication system

Chapter 3 is organized as follows: Section 3.2 presents the proposed system. Section 3.3 provides the experiment and results. Finally, conclusions are discussed in Section 3.4.
3.2 Proposed System

During a video conference, the proposed TMBA system identifies a user based on his/her biometrical features. The system fuses the user’s face and voice biometrics. Based on the fusion of the user’s biometrical features, the system will form a decision to indicate if the claimed user is genuine or an imposter. Figure-4 presents a scenario of how the system can be used. The conference is between two users, A and B. Using the system, users A and B will be able to identify one another.

![Image: Proposed Transparent Multimodal Biometric Authentication TMBA System](image)

**Figure 4: Proposed Transparent Multimodal Biometric Authentication TMBA System [57]**

While the users introduce themselves to each other at the beginning of the video conferencing session, user A’s system will extract user B’s face and voice traits from the video and send them to the recognition modules. Similarly user B’s system will extract user A’s face and voice traits and send them to recognition modules. The system does not store a user’s biometric images or voice samples; only the biometric extracted features are stored into the system to be compared with test images or samples. Once at the recognition modules, the face images and extracted voice of claimed user B are compared to user B’s template and the outputs are sent to the fusion modules. The final decision will determine if claimed user B is likely to be genuine or an imposter; user A will then be informed of the decision.

The proposed TMBA system aims to address (i) ease of use, (ii) ease of deployment, (iii) cost of service, and (iv) security. In terms of ease of use, the system is ‘steps-free’; the authentication process only requires the presence of the identity claim. The system only requires the user’s presence and a simple video conference interaction.
The user does not have to provide specific steps in order to be authenticated. For the ease of deployment, the system uses the basic infrastructure of video conferencing. What differentiates the proposed system from other systems is that it does not require a mobile or any other device to be carried by the user. The system uses a webcam, which is provided during video conferencing. Webcams are built in most laptops, and many users have them. For cost, the system does not require additional equipment, devices and scanners, with the exception of a webcam which is already used during a video conference. For security, the system aims to authenticate a user, based on his/her biometrical features. The system identifies the user based on his physiological and behavioral biometrics. The system enables the other party to verify that it is communicating with the correct user.

### 3.2.1 System modules

The proposed system extracts the user’s biometric traits from the video and audio, and matches them with the user’s templates that are securely stored in the system. Furthermore, the system does not store a user’s biometric images or samples; only the biometrically extracted features are stored for comparison with test images or samples. The proposed transparent multimodal biometric system main modules are shown in Figure-5. The output of each matching module is sent to the fusion module. The output of the fusion module is then sent to the decision module, where the final decision will be either yes (a genuine user) or no (an impostor).
As illustrated in Figure-5, the modules are Voice Recognition (Feature Extraction Module and Voice Matching Module), Face Recognition (Face Extraction Module and Face Matching Module), Fusion Module and finally Decision Module that outputs the decision regarding whether the identity claim is genuine or an impostor.

### 3.2.1.1 Voice Recognition (Feature Extraction Module and Voice Matching Module)

Voice, a ‘hands-free’ biometric is a widely researched topic. Speech recognition recognizes words, while voice recognition recognizes identity [110]. Humans outperform computers in speech recognition. On the other hand, computers outperform humans in voice recognition [95]. There are two types of voice recognition: text-dependent and text-independent. Text-dependent recognition requires the user to utter a word, a random word or number a phrase, or a sentence [110]. However, text-independent recognition does not require the user to utter a specific word, random words, numbers phrase, or a sentence [11, 110]. In this work, we apply text-independent voice recognition.
Text-independent voice recognition has two stages, the training stage and recognition stage [19]. During the training stage, the voice recognition system will take voice samples from the user’s voice in order to create a codebook for the user [33]. During recognition, the user’s voice is sent to the feature extraction module, and then to the feature matching module in order to output the match score to the fusion module [19]. Feature extraction extracts the voice and converts it to feature vectors [44]. The speech signal is divided into frames. Each frame size is around 20-30 msec [44]. To avoid information loss due to windowing, the adjacent frames overlap each other by about 30-50% [44]. Furthermore, to avoid truncation of the signal, each frame is then multiplied with the generalized window function \( w(n) \) [33, 111]. The Generalized Hamming Window formula is [111]:

\[
w(n) = (1 - \alpha) - \alpha \cos \left( \frac{2\pi n}{N - 1} \right)
\]

where \( N \) is the length of the signal frame, \( \alpha \) equals 0.54 (the standard hamming window), and \( 0 \leq n \leq N - 1 \).

A widely used feature extractor for the purpose of producing feature vectors is Mel Frequent Cepstrum Coefficients MFCC [33]. MFCC represents speech based on perception [44]. The MFCC Mel Cepstrum is based on the Mel scale [44]. It has linear mapping for frequency < 1000Hz, and logarithmic mapping for frequency > 1000Hz [19, 44]. The units of the scale are ‘mels’. To get the frequency in mels (mel scale), the following formula is applied [44]:

\[
Mel (f) = 2595 \log_{10}(1 + \frac{f}{700})
\]

Furthermore, Delta Cepstrum is used to capture slow changes between the frames [44, 111]. Once the feature vectors are created, a feature matching technique can be applied [21, 44]. A feature matching technique compares the claimed user’s features with the ones in the template [44]. Feature matching techniques include: GMM (Gaussian Mixture Modeling), HMM (Hidden Markov Modeling), NN (Neutral Networks), DTW (Dynamic Time Warping), and VQ (Vector Quantization) [11, 33,
There are many possible combinations of features extraction and feature matching. From all the possibilities, MFCC works well with VQ [33].

VQ is a feature matching technique that creates a codebook for each identity [44]. The feature vectors are then clustered using K-means algorithm to make a set of code vectors that represents a codebook [33, 44]. The claimed identity voice data is then compared to the user’s codebook; where a distance measure based on the average Euclidean distance is computed [33, 44]. The output is then compared to a threshold value that is determined experimentally to decide whether the user is genuine or an impostor [44]. Moreover, the output is also sent to the fusion module to be normalized and fused with other biometrics.

The threshold value can be determined experimentally based on different voice samples. A simple and easy approach that works was presented in [80]. During authentication, the claimed user’s voice data is compared to the user’s voice data in the template and to ‘N’ different users’ voices data. Our experimentally created formula based on [80] used to obtain a threshold value is:

\[
\frac{X^3}{\left(\frac{Y}{N}\right)^2}
\]

Where ‘X’ is the distance between the claimed user’s voice and the user’s voice data sample, ‘Y’ is the total distance between the claimed user’s voice to each of the N user’s voice data samples, and ‘N’ is the number of a set of users. Applying the formula for different voices, we noticed that if the claimed user is the correct user (genuine), the output is often within the range of [0.5-3.5]. Some of the outputs are within the range of [3.5-4] and are rarely within the range of [4-6]. If the claimed user is an impostor, the output is often in the range of [5-10]; few are in the range of [4-5], some are rarely in the range of [3.5-4], and some are very rarely in the range of [2-3.5]. The threshold values are in the range of [2.5-4].
3.2.1.2 Face Detection and Recognition (Face Extraction Module and Face Recognition Module)

There has been research on face detection [67, 69, 83, 90]. Robust face detection can detect the face even in the presence of various lighting and background conditions [50]. For the proposed system, the open source computer vision (OpenCV) library has been used for face detection. OpenCV provides several object detectors based on the Viola-Jones method [83]. The common cascade files can detect frontal faces, profile faces, and many facial features, such as: noses, right eyes, left eyes, right ears and left ears [82]. For face detection, the detection is based on the Viola-Jones method [127] and the Lienhart-Maydt method [69], that extends Viola-Jones Haar-Like feature sets for object detection. There are many cascade file options to choose for face detection. A suitable one we found is the ‘Tree-based 20x20 gentle Adaboost frontal face detector’ [82] created by Rainer Lienhart [69].

Figure 6: Face detection

Once the frontal face is detected, we apply face recognition. Eigenface is a well-known technique used to recognize human faces. The technique is well defined in [120, 121]. This method projects the training and testing images into a low-dimensional face space [120]. The training process works as follows [121]: from the face images located in the training set M, choose the ones with the highest eigenvalues to form M′ eigenfaces, where M′ < M [120]. The output defines the face space [121]. The face testing process works as follows; detect the face and extract it. Then project the extracted face into each of the M′ eigenfaces, to calculate a set of weights \( W_x = \{W_1, W_2, \ldots, W_{M'}\} \) [120]. A classification that is commonly used to measure differences between images is the Euclidian distance technique [121]. Once computation takes place, the distance is compared to an experimentally determined threshold value to conclude whether the claimed identity is genuine or an impostor. Since the face
recognition is part of the multimodal biometric system, the computation results are sent to the fusion module.

### 3.2.1.4 Fusion Module

Fusion plays a key role in the performance and accuracy of a multimodal biometric system [54]. There are two types of fusion: pre-classification fusion and post-classification fusion [19, 54]. For pre-classification fusion, the fusion takes place at a sensor level or at the feature level; before comparison and matching takes place [96]. However, they come with drawbacks [54, 96]. In terms of post-classified fusion, the fusion take place after the comparison and matching process occurs [54]. The three main post-classified fusion are rank level, decision level, and score level [19, 54]. Rank level fusion takes place when each biometric trait ranks the other biometric traits of the same type in a decreasing order from the most matching to the lowest matching [96]. The fusion at this level can be time consuming [54]. Decision level fusion takes place when each biometric trait has already output its final ‘Yes/No’ decision, whether the user is a genuine or an impostor [19, 54]. The fusion at the decision level can use ‘AND’ or ‘OR’ operators; or it may take the majority vote to get the final decision [54].

Score level fusion takes place after each biometric trait outputs its numerical results [17, 54]. The fusion at this level uses a normalization technique on the results. Examples of the former include Min-Max normalization and Z-score normalization. A normalization technique converts results into a common range [0-1], and a common domain (similarity or dissimilarity) domain [17, 54]. The normalized scores are then combined using any of the combination rules, such as: sum rule, simple sum rule, un-weighted sum rule, weighted sum rule, user specific sum rule, product rule, max-rule, min-rule, and product rule [54]. Finally, the total normalized score is then compared to a threshold value to determine if the identity claim is genuine or an impostor [54].

We used score-level fusion described in [54]. By normalizing the results using Min-max normalization technique, and then apply the weighted sum rule.
The min-max normalization is [54]:

\[ S = \frac{\text{Score} - \text{min}_{\text{Score}}}{\text{max}_{\text{Score}} - \text{min}_{\text{Score}}} \]

Where Score is the biometric trait score, max\(_{\text{Score}}\) is maximum score for the biometric trait, min\(_{\text{Score}}\) is the minimum score for the biometric trait and S is the normalized score.

A normalized score can result in a similarity score or a dissimilarity score [17, 54]. To have a common domain, the biometric trait scores based on dissimilarity scores are converted to similarity scores [17, 54]. To convert dissimilarity score to similarity score, the dissimilarity score is subtracting from 1 [54]. The conversion of each score S results in NS.

The weighted sum rule [17, 21, 97, 129] is then applied:

\[ \text{Total} = W_{B1} \cdot NS_{B1} + W_{B2} \cdot NS_{B2} + \ldots + W_{Bi} \cdot NS_{Bi} \]

Where \(W_{B1}\) is the weight for the first biometric, \(W_{B2}\) is the weight for the second biometric, \(W_{Bi}\) is the weight for ith biometric, \(NS_{B1}\) is the normalized score for first biometric, \(NS_{B2}\) is the normalized score for second biometric and \(NS_{Bi}\) is the normalized score for ith biometric.

Each weight \(W\) is in range of [0, 1] and the total weight’s sum equals to 1 [17, 54].

\[ W_{B1} + W_{B2} + \ldots + W_{Bi} = 1 \]

Applying fusion to the system (voice and face) biometrics at the score level, by using the Min-Max Normalization [17, 54] and simple weighted sum rule [17, 21, 97, 129], results in:

\[ S_v = \frac{\text{Score}_v - \text{min}_{v_{\text{Score}}}}{\text{max}_{v_{\text{Score}}} - \text{min}_{v_{\text{Score}}}} \]

Where \(\text{Score}_v\) is the voice biometric score, max\(_{v_{\text{Score}}}\) is the maximum score for voice, min\(_{v_{\text{Score}}}\) is the minimum score for voice and \(S_v\) is the normalized voice score.

\[ S_f = \frac{\text{Score}_f - \text{min}_{f_{\text{Score}}}}{\text{max}_{f_{\text{Score}}} - \text{min}_{f_{\text{Score}}}} \]
Where Score\(_f\) is the face biometric, max\(_{\text{Score}}\) is the maximum score for the face biometric, min\(_{\text{Score}}\) is the minimum score for the face biometric, and S\(_f\) is the normalized face score.

The normalized score can have a similarity score or a dissimilarity score [17, 54]. The normalized score of the face and voice biometrics are based on the dissimilarity score. To have a common domain, the face biometric score is subtracted from 1 to create NS\(_f\) and the voice biometric score is subtracted from 1 to create NS\(_v\).

We then apply the weighted sum rule [17, 21, 97, 129]:

\[
\text{NScore}_{\text{Total}} = W_v * \text{NS}_v + W_f * \text{NS}_f
\]

Where NScore\(_{\text{Total}}\) is the total score from the biometric traits, \(W_v\) is the weight for voice biometric, \(W_f\) is the weight for face biometric, NS\(_v\) is the normalized score for voice biometric, and NS\(_f\) is the normalized score for face biometric.

Each of the weights \(W\) is in the range of [0, 1] and the total weight’s sum equals to 1 [17, 54].

\[
W_v + W_f = 1
\]

Biometric trait matchers perform differently and can have different recognition and accuracy rates [54]. From the experimental data, we have found that voice biometric outperforms the face biometrics. For this reason, we are putting the weights according to each biometric matcher performance. The voice biometric matcher will have a higher weight than that of the face biometric (\(W_v > W_f\)). For the fusion, we applied 0.6, 0.4 for \(W_v\) and \(W_f\), accordingly. Finally, the fusion module sends the result of NScore\(_{\text{Total}}\) to the decision module.

### 3.2.1.5 Decision module

The output of the fusion module ‘NScore\(_{\text{Total}}\)’ is compared to a threshold value to determine if the claimed identity is genuine or an impostor. The threshold value has to
be selected in order to increase the True-Positive (GAR) and to decrease the False-Positive (FAR). The threshold value is within the range [0-1]. To identify the correct user, the threshold value can be from at least 0.5 up to 1. The value depends on the requirements of the system. The higher the threshold value, the less the True-Positive and much less the False-Positive. To have a secure system and to almost eliminate the False-Positives, the threshold value has to be higher than 0.6. For the experiment, we used various threshold values from 0.5-1, as shown in ROC curve in Figure-7.

3.3 Experiment and Results

Jain et al. defined seven features that a biometric system should address. The features include (i) universality, (ii) distinctiveness, (iii) permanence, (iv) collectability, (v) performance, (vi) acceptability and (vii) resistance to circumvention [56]. For (i), each individual should have the biometric. For (ii), the individual’s biometric should be unique and different from the biometric in other individuals. For (iii), the biometric should stay unchanged for long time. For (iv), it should be easy to extract features and data from the biometric. For (v), the biometric should have a high recognition and accuracy rates. For (vi), the biometric should be acceptable to individuals. Finally, for (vii), the biometric features should be resistant to circumvention.

For the voice biometric, it satisfies universality, collectability, performance; weak for distinctiveness, permanence, and resistance to circumvention; it is strong for acceptability. For the face biometric, it satisfies permanence, collectability and performance – it is weak for distinctiveness and resistance to circumvention - and is strong for universality and acceptability. When combining voice and face biometrics, the system satisfies collectability, universality, and performance - and is strong for distinctiveness, permanence, acceptability and resistance to circumvention.
3.3.1 Implementation

For face detection, face recognition, voice recognition and cascade detectors, we used OpenCV and the Matlab 7 *open-source code*. For face recognition we used open-source Eigenface implementation. For the voice recognition, we used the Matlab open-source of MFCC-VQ. The database for the experiment was collected between the Summer of 2011 and the Fall of 2011. There are 20 different individual templates containing faces and voice samples. Each template has 3 face samples and 3 voice samples per user. The participating for the face samples are students of University of Ottawa, contractors and employees. Both males and females participating are between the ages of 18 to 45, wherein most of these participants are between 21 to 33 years old. Some users had facial hair and many were wearing eyeglasses. For the voice templates, most of the voice samples are recorded were from various locations that have different noise levels. The sources come mainly from movies, radio and from the University of Ottawa students in an office environment with minimal noise levels. The majority of the users do not speak English as their first language, which can affect the voice recognition accuracy.

3.3.2 Results

A biometric system has four possible outcomes [25, 48]; (i) accepts a genuine (True-Positive); (ii) accepts an impostor (False-Positive); (iii) rejects an impostor (True-Negative) and (iv) rejects a genuine (False-Negative). The correct outcomes are True-Positive and True-Negative and the error outcomes are False-Positive and False-Negative [48]. A biometric system performance can be measured by plotting a Receiver Operating Characteristic (ROC) curve [25, 48]. Wherein the True-Positive represents the standard value Genuine Accept Rate (GAR), the False-Positive represents the standard value False Accept Rate (FAR); the False-Negative represents the standard False Reject Rate (FRR); and, True Negative represents True Reject Rate (TRR) [48]. The standard value (GAR) is the percentage of genuine users getting accepted, (FAR) is...
the percentage of impostors getting accepted; (FRR) is the percentage of genuine users getting rejected; and (TRR) is the percentage of impostors getting rejected [25, 48, 75]. The GAR can be determined by subtracting the FRR from 1, (1 – FRR). The curve is plotted in terms of (GAR) versus (FAR) [48] for different threshold (th) values. Figure-7 below plots the ROC curves for the voice and face biometric and for the proposed multimodal biometric system that fuses voice and face biometrics.

For the fused system, we have the following results:
For Th > 0.6, we have 0.9% FAR and 80% GAR acceptance rate.
For Th > 0.55, we have 2.7% FAR and 95% GAR acceptance rate.
The threshold value chosen for the fused system is Th = 0.6.

![Figure 7: ROC Curves for biometric systems](image)

As shown in Figure-7, the performance of the proposed multimodal biometric system is higher than that of the voice and face unimodal biometrics. However, like any biometric system, the genuine acceptance rate is not 100%. At the decision module, the threshold value has to be chosen so the FAR is around or less than 1% and GAR is at least 80%. For rejecting a genuine (false-negative), the users will not be able to use the system. The aim of the system is to identify users in a transparent method. Alternative methods for authentication can be provided if they cannot become authenticated by
using the proposed system. However, it can require the user to perform steps in a non-transparent way. Also there is a possibility that the system may accept an imposter (false-positive); however, it requires the imposter to look like the user, while possessing a voice close to the user’s; this is less likely to occur. Furthermore, the impersonator would get into trouble, since he/she is committing a fraud that is recorded.

### 3.4 Conclusion

It is a challenge to have an online system that is easy to use, inexpensive, easy to deploy, and completely secure and trusted. However, the proposed TMBA system aims to be easy to use, inexpensive, and easy to deploy, while enhancing security in online environments. The proposed system takes advantage of what is provided without requiring additional devices and equipment. Moreover, the TMBA system provides a transparent multimodal biometric continuous authentication system. In order to have a ‘steps-free’ user-friendly system, the fusion of voice and face biometrics are used. To authenticate a user, an HD camera and minimal user interaction, during a video conference, is required. The system relies on the existing simple infrastructure of video conferencing and does not require additional devices. The results of the fusion of the multimodal biometrics indicate that the fused multimodal biometric system has a higher performance and accuracy rate than the unimodal biometrics. In the future, the focus will be on using better recognition techniques to enhance the performance of the system by increasing GAR and decreasing FAR. Enhancing the detection and recognition of face and voice biometrics will boost the performance of the system; the aim is to make FAR < 0.1% and for GAR to reach 100%.
Chapter 4: TMB in ‘User-to-User’ Applications

This chapter proposes a trust establishment procedure for a transparent multimodal biometric system to identify unknown users to each other during a ‘user-to-user’ video conferencing.

4.1 Introduction

Weak identity claims lead to unreliable authentication of online users [14]. In this section, an end-to-end trust establishment procedure for a transparent multimodal biometric system is proposed to identify individuals during a video conference. Gaining trust over the internet is a great challenge [13]. In an online environment, the identity of a person or a service with which the user is interacting plays an important role in the user’s trust decisions [14]. Thus, transactions are at risk since parties or attackers can provide false identities over the insecure internet [13]. The proposed end-to-end trust system can be used as an additional security layer to authenticate the party at the other end, and uses the simple video conferencing infrastructure without the need for additional devices. Furthermore, the system is transparent after the first video conference: the system will identify a user based on the user’s biometrics. The proposed end-to-end trust system provides an effective approach to authenticate users to each other and enhances the real user’s trust during a video conference.

Having an online video conference interaction between users can enhance trust. The user’s trust decision is affected by many factors, including the machine being used (PC), the other party (a user or a service), the application, and the data exchange [13]. Each of the factors has several trust levels: trust completely, trust for specific things, some trust or no trust at all [14]. The identity of the person or service with which the
user is interacting plays a major role in the trust decision [13]. Since it is easy for a party or an attacker to provide a false identity over the internet, such decisions are at risk [5, 13]. Furthermore, studies [122, 98] indicate that fewer user-to-user interactions result in a higher likelihood that users will lie to each other. Moreover, users are more likely to lie via text messaging than in video and face-to-face interactions [122]. The proposed system provides a video conference interaction between users, thus making users less likely to lie.

For ‘user-to-service’ authentication, the commonly used authentication techniques are knowledge-based and token-based. The biometric-based authentication methods are not used very often in online ‘user-to-service’ environments, because most of them require additional devices in order to extract the user’s biometric features and compare them with a template [30]. For ‘user-to-user’ identification independent of a third-party, the usage of token-based authentication is impractical. The choice for identifying an individual can be biometric-based or knowledge-based by sharing a ‘secret’. The proposed system is based on face and voice biometrics, and, during authentication, the system requires minimal cooperation from the user. The ear biometric can also be added to this system. To have an end-to-end trust established procedure, biometric authentication can be helpful in establishing the trust in a video conference environment. A biometric authentication system is described in chapter 3.

Obtaining trust over the internet is difficult, especially in an open-system environment [14]. The parties are often unknown to each other, and so trust between them cannot exist. There has been research on Trust Negotiation TN [5, 60, 64, 98] that builds trust on the go between parties that are unknown to each other or that have never met before. To establish trust, the parties exchange the required and minimal policies and digital credentials that satisfy the pre-conditions, while protecting the sensitive data [60]. Trust negotiation enhances authorization issues in open-system environments wherein authorization decisions depend on which resources are requested [64]. The proposed system aims to address authentication and identity claim issues in open-system environments, while the authorization issues are addressed by trust negotiation systems.
We cannot completely solve the problem of trust. The proposed technique, however, aims to enhance trust in an online environment. In this chapter, an end-to-end trust establishment procedure is proposed. This chapter is organized as follows: Section 4.2 presents the proposed end-to-end trust establishment procedure for a multimodal biometric video conferencing system, and the conclusion of the proposed work is in section 4.3.

4.2 End-To-End Trust Establishment Procedure for Multimodal biometric Video conferencing

The proposed end-to-end trust establishment procedure for a transparent multimodal biometric system aims to satisfy a set of criteria, including ease of use, ease of deployment, security, and trust. For ease of use, the user has to perform a set of steps before and during a video conference to identify the other party (user B), but only the first time. After the first video conference, the user does not have to repeat the steps in order to verify the identity claim of the other party; instead, the system will verify the identity claim of the other party automatically. The system also does not require users to own a device such as an electronic token in order to authenticate one another. For ease of deployment, the system uses a simple video conference infrastructure and does not require additional devices. For security and trust, the system provides a set of steps in order to verify the identity of a user. It would provide authenticity, integrity and confidentiality in end-to-end video conferencing. Figure-8 presents a scenario where the proposed system can be used. There are two parties communicating via video conferencing. The system relies on the current simple infrastructure of video conferencing. Moreover, the only device required at both ends is an HD camera, typically found as part of video conference equipment.

E-business often takes place between parties that have never met [53]. The trust between the parties might not exist. For example, a customer (user-A) who wants to buy online goods or services can interact with a seller (user-B), the goods or service provider [5]. To enhance e-business interactions, each party has to trust the other to
perform his/her role [53]. The customer (user-A) has to trust that user-B will send the required goods or services. Meanwhile, the seller (user-B) has to trust that user-A will pay for chosen goods or services. To have ideal security and trust, the entire environment has to be secure. This includes devices, machines, operating systems, applications, other parties (a user or a service) and the data exchange [13]. Moreover, the user is required to have installed up-to-date anti-virus, anti-spyware and firewall [5, 53]. The user makes the final trust decision based on the identity of the other party [13, 14]. But, obtaining complete trust is a challenge over the internet, especially in open-system environments [14]. We cannot totally solve the problem of security and trust, but we are aiming to enhance them to satisfy both parties’ minimal requirements.

To ensure the security of the video conference session, the parties have to use an application that provides authenticity, confidentiality and integrity. Users can use Skype [124] or other video conferencing tools to have an end-to-end secure delivery of video. Skype-to-Skype video is encrypted using AES and is based on digital certificates that provide authenticity, confidentiality and integrity while protecting against playback [108]. In the proposed system, we assume end-to-end security between two parties by relying on a video-to-video end-to-end security. Furthermore, reputation systems play an important role in trust decisions and can be used to gain more information about the user [14]. However, current reputation systems have several drawbacks though they gained popularity and were adopted by many online market giants such as e-Bay and Amazon [87].

The proposed system works for ‘user-to-user’ trust to enhance the user’s decisions about what, when, where and who to trust. As shown in figure-8, the system parties are user A, web, user B website, the proposed transparent multimodal biometric authentication (TMBA) system and user B. User A has never met nor knows user B. User A browses the web and finds user B. User B’s contact information (name, email, address, fax, photo, etc.) can be found on user B’s website. Based on the information, user A uses the proposed system to get steps, information and hints on how and where to search the web to find more information about user B. User A then looks up reputation systems, reviews, business sites and social sites for information about user B.
User A’s trust decision is affected by basic scanning for user B’s reputation, relationships, deals and past experiences. By a simple search, user A gets a better idea about user-B, by obtaining user B’s full name, phone, business, address, photos, reviews, reputation, etc.

User A has to match user B’s name with found contact information from different sources and match user B’s name with the face photos found at different sources. The goal is to connect the name with contact information, and with face photos. From the gathered information about user B’s full name, contact information, and face photos, user A should be able to match user-B’s name with contact information, user-B’s name with face photos and user-B’s contact information with face photos of user-B.

After gathering sufficient information about user B, user A can interact with user B. The first interaction between the users can be via phone or email. During the interaction, user A shares a ‘secret’ with user B, and they set a date to interact via video conferencing. User A then makes a video conference call to user B. Once user B accepts the invitation and the video conference starts, user A provides identification to claimed user B, and asks claimed user B for the ‘secret’. Claimed user B sends the ‘secret’ back to user A. User A verifies whether the ‘secret’ matches the ‘secret’ shared with user B. If it matches, claimed user B is user B. Once the identity of user-B is verified, the transparent multimodal biometric authentication TMBA system via video conference extracts user B’s biometric traits, including face and voice, and stores them securely in a template for future verification. The system at user A’s end stores user B’s biometric features in a secure file under user B’s template. The following block diagram is the proposed end-to-end trust establishment procedure for a transparent multimodal biometric system.
In the proposed system, the online environment is not anonymous and each party must reveal its identity. The system can provide traceability, since it is possible to monitor and record video conferences to identify users. However, this raises privacy issues, as users have to reveal themselves to each other.

The following diagram, Figure-9, is the proposed end-to-end trust for a transparent multimodal biometric system after the first video conference.
The system at user A’s end will, in subsequent video meetings, verify the identity of the claimed user-B at the beginning of the conference, while they both introduce themselves to one another. The system at user A’s side will extract user B’s biometric traits from the video and match them with the user B templates securely stored at user A’s station. The system does not store a user’s biometric images or samples; only the biometric extracted features are stored to be compared with test images. Based on the fusion of the biometric traits, the system will form a decision to indicate if the claimed user B is genuine or an imposter. The system will inform user-A of the identity of the claimed user. If the decision indicates that the claimed user-B is genuine, then claimed user B is user B. At this stage, as the trust is enhanced, users can then focus on meeting purposes and negotiate deals and interests.
This system is suitable for users who interact with several parties to do business on a monthly basis. For example, user A, a businessperson, wants to meet user B. During the first meeting, user A had verified the identity claim of user B. For future meetings between the two, user A might find it difficult to verify the identity of user B again without following the same initial set of steps, especially if the former has met with several other people since that first meeting. Therefore, after the first meeting, the user does not have to repeat steps in order to verify the identity claim of the other party; this will be done automatically by the system. Furthermore, the proposed approach enables other users that trust user A, to verify the identity of user B without performing a list of steps. For example, suppose user C wants to verify the identity claim of user B during a video conference. User C knows and trusts user A, but does not know user B. User C requests user B’s file from user A. Once user C receives user B’s file from user A, he/she can use the system to interact with user B. During the video conference between, user C and user B, user C does not have to perform any steps in order to verify the identity claim of user B: this will be done automatically by the system.

4.3 Conclusion

In this chapter, an end-to-end trust establishment procedure for a transparent multimodal biometric system is proposed. After first time authentication, the system does not require any user cooperation; the user does not have to repeat steps in order to verify the identity claim of the other party as this will be done automatically by the system. The proposed system aims to address identity claim issues in open-system environments rather than the authorization issues of Trust Negotiation (TN) systems. The system is practical, since the solution does not depend on any specific third party. It can be used as an additional security layer to authenticate the identity at the other end. Furthermore, the system uses the existing simple video conferencing infrastructure without additional devices.

To collect information about a user, the proposed system depends on multiple third-parties; however, it does not depend on a specific one. If a third-party is down, the
system still works and relies on the available third-parties. Without fully depending on a specific third-party, it is a challenge to have a complete end-to-end security and trust system for users that are unknown to each other. This area of research is a security and trust challenge that still needs to be addressed. However, the proposed end-to-end identification and trust establishment procedure system provides an approach to authenticate unknown users to each other during a ‘user-to-user’ video conference.
Chapter 5: TMBA in ‘User-to-Service’ (eg. Video Banking) Applications

Among the services offered by banks, the tele-banking and online-banking services are widely used [94]. In the near future, video-banking will provide more services to users. Video banking aims to enable customers to have additional services not accessible through both tele-banking and online banking [20]. In this chapter, we propose a transparent multimodal biometric authentication method that will serve as an additional security layer for ‘user-to-service’ video banking. In the proposed method, authentication occurs by fusing the user’s physiological and behavioral biometrics. The proposed video banking authentication method provides a multimodal biometric multi-factor continuous authentication. Furthermore, the proposed technique authenticates a user in a ‘steps free’ method, where the user does not have to perform any specific steps during authentication.

The authentication method aims to be user friendly by minimizing the user’s interaction during authentication. The user’s presence and basic interaction with a teller is only required during a video banking conference, unlike other authentication methods. The knowledge-based, token based, and some biometric based, such as, fingerprints, scan of the user’s iris, a signature, and keystrokes methods, require a user to perform a specific action or step in order to be authenticated [56]. Furthermore, the proposed authentication method can be added as an additional security layer to existing techniques to provide continuous authentication, secure online transactions, and minimize the possibilities of web attacks, malware, and MITB.

Chapter 5 is organized as follows: Section 5.1 is the introduction. Section 5.2 presents the proposed authentication method. Section 5.3 compares the proposed method with other online transaction security techniques. Section 5.4 presents graphical
password schemes add-on to text-based password for online authentication (online banking). The conclusions are discussed in Section 5.5.

5.1 Introduction

Two decades ago, banking services relied heavily on branches and ATM machines [38]. Then the phone based services were added. Later on, internet based online banking was introduced; it has been growing since then [38]. Remote banking services are mainly telephone banking, internet based online banking, and now video banking [94]. Over the telephone, banks often ask users both complicated and impractical questions. For example, to verify a user, the bank may ask a user ‘What was your address four years ago?’ or ‘List your addresses for the last four years?’, and etc. An inability to answer the questions fully often results in the user’s lack of access to services over the telephone; and the user is asked to go to a bank branch for such services and information.

Video banking is a recent method that provides communication and interaction between parties, such as banks, businesses, and customers via video interaction [94]. In USA, Citizens Financial Group and Charter One Bank launched a video banking pilot in four states [20]. Citizen Financial Group’s aim is to provide customers with access to banking when, where, and how they want it [20]. In Canada, FirstOntario Credit Union was the first financial institution to offer video banking [38]. Users interact with bank tellers to do their banking. FirstOntario expanded hours of operation and can be reached by more customers [38]. Video banking aims to be easy, flexible, and cost effective, while enabling customers to have additional services [8, 94]. It provides users with flexibility of location and convenience hours of operation [91, 94]. The service enables users to make remote transactions and to consult an expert or a professional [94].

There are various ways to perform video banking [91, 94]: (i) video banking via enhanced ATM machines; (ii) video banking via video conferencing available through the bank branch, and (iii) video banking via video conferencing through the user’s
machine (e.g. PC, laptop, tablet), in addition to the forthcoming HD-TV. These services will be remotely available to customers anywhere and anytime, even after hours of operations [94]. The proposed authentication method works for various video banking and video conferencing sessions. In this work, the focus is on video banking via video conferencing through the user’s machine: for example, accessed by computers, laptops, and tablets.

5.2 Proposed Authentication Method

The main goals of the proposed authentication method are to:

- Enable users to obtain online services that are not easily accessible through telephone or online banking.

- Provide banks with more information about the identity of the user in order to provide the user with such services.
  - Provide the service provider with more authentication techniques to authenticate online users.

- Enable the service provider (bank) to automatically identify the user based on his/her physiological and behavioral biometrics.

- Authenticate users in a transparent, ‘steps-free’ method. The authentication process does not require the user’s collaboration (minimal user interaction).
  - The authentication method aims to be user friendly by minimizing the user’s interaction during authentication. The user’s presence and basic interaction with a teller is only required during authentication.

- Be an add-on for existing online transaction techniques and systems, and function as an additional security layer to minimize online attacks, malware, and MITB attack.
- Be an add-on security layer to assure that it is the user who is performing the online transaction. The parties can use the current transaction security technologies, along with the proposed authentication method to resist web attacks, man-in-the-middle-attack, malware, and MITB attack.

- Provide a multi-factor multimodal biometric continuous authentication system

In order to have a secure video conference for video banking, the infrastructure has to be secure. However, video conferencing uses the insecure internet as a communication channel [38]. To secure a video conference between two parties, the data exchanged including audio and video data must be encrypted [94]. SSL encryption must be used. The framework has to provide authenticity, confidentiality, and integrity.

In the proposed authentication method, the user communicates with the bank through the browser. The communication between the user’s browser and the bank’s end (website) is based on an SSL connection.

![Diagram](image.png)

**Figure 10: The communication through SSL Tunnel.**

The authentication method works as follows:

1. The user U uses a device (e.g. computer) PC
2. U opens a browser B
3. U goes to the bank’s website S
4. U logs in to Online Banking
5. U communicates with S through an SSL connection.
6. U launches a Video Banking Application VBA
7. S assigns a bank’s teller BT
8. U interact with BT

The main scenario of the authentication method is shown in Figure-11. There are five components of the authentication method: the user, bank, online banking, proposed system, and the bank employee (teller or professional). The proposed authentication method is part of the bank infrastructure and services; it is an integral component to online banking. We assume that the end-to-end video security between two parties is secure, by relying on a secure end-to-end video-to-video application. The proposed authentication method works in the following way: when the user goes to the bank to open an account, the proposed authentication method stores the user’s biometric vocal and facial features in a template under the user’s electronic file. Once the user uses online banking and requires a ‘special request,’ the system acknowledges the request, assigns a teller/professional, and initiates a video banking conference between the user and the teller/professional. At the beginning of the video banking conference, the proposed authentication method displays the video to the teller/professional; the proposed authentication method also extracts detected facial images. The voice of the user is extracted and sent to the voice extraction module. The detected facial images are sent to the face matching module. The proposed authentication method then applies a fusion of the biometrics to output a decision, to determine whether the user is genuine or an impostor. Once the identity claim is identified as a genuine user, the authentication method informs the teller/professional to provide services to the genuine user.
The proposed method aims to address (i) ease of use, (ii) ease of deployment, (iii) cost of service, and (iv) security. In terms of ease of use, the method is ‘steps-free’; the authentication process only requires the presence of the identity claim. The method only requires the user’s presence and a simple video conference interaction. The user does not have to provide specific steps in order to be authenticated. For the ease of deployment, the method uses the basic infrastructure of video conferencing. What differentiates the proposed method from other systems is that it does not require a mobile or any other device to be carried by the user. And it does not require an installation of software on the user’s device/computer and/or on a mobile. The authentication method uses a webcam, which is provided during video conferencing.
Webcams are built in most laptops, and many users have them. For cost, the authentication method does not require additional equipment, devices and scanners, with the exception of a webcam which is already used during video conference.

For security, the authentication method aims to authenticate a user, based on his/her biometrical features, and aims to provide transaction integrity. The authentication method identifies the user based on his physiological and behavioral biometrics. The performance of the proposed TMBA system is higher than that of the voice and face unimodal biometrics. However, like any biometric system, the genuine acceptance rate is not 100%. At the decision module, the threshold value has to be chosen so the FAR is around or less than 1% and GAR is at least 80%. When a genuine user is rejected (false-negative), the user will not be able to use the system. The aim of the system is to identify users in a transparent method and to provide them with services. The service provider can provide users with alternative methods for authentication if they cannot become authenticated by using the proposed system. However, it can require the user to perform steps in a non-transparent way. Also there is a possibility that the system may accept an imposter (false-positive); however, it requires the imposter to be already logged in to online banking. Having the imposter already logged in to online banking represents a serious breach of security. Furthermore, having the imposter already logged in to the correct user’s online banking and that the imposter looks like the user, while possessing a voice close to the user’s, this is less likely to occur. Furthermore, the impersonator would get into trouble, since he/she is committing a fraud that is recorded.

The authentication method aims to enable the other party, in this case the bank, to verify that it is communicating with the correct user. For online transactions, the authentication method can be added as an additional security layer to verify that the correct user is performing an online transaction. This authentication method is not intended to replace existing online transaction solutions. It can be added as an additional security layer to online transaction security infrastructure current in use, to reduce the possibilities of web attacks, malware, and MITB attacks. Presently, there is no complete solution for MITB. The provided solutions [30, 72] rely on mobile phones and assume
that the ‘second-channel’ is secure, trusted, and malware-free. However, a secondary channel, such as mobile-based SMS, does not necessarily provide complete security.

Online systems often face authentication, confidentiality, integrity, authorization, non-repudiation, and availability threats [128]. To have a completely secure system, an online system has to address authentication, confidentiality, integrity, authorization, non-repudiation, and availability [93]. In our proposed authentication method, we aim to solve security issues that include authentication and integrity; however, we do not claim that the proposed method has solved all the security issues found in online environments. The method does not address confidentiality and privacy threats. It is important to have them; but, for online banking services, we are focusing on authentication and integrity. For confidentiality and privacy threats, if an attacker is able to monitor and control user-A’s PC; then he/she will be able to observe all the information in any case. The method does not address reliability; if an attacker is controlling user-A’s PC, then he/she can stop user-A from having the service. The goal is to provide user authentication and transaction integrity. Furthermore, we assume that the end-to-end video security between two parties is secure, by relying on a secure end-to-end video-to-video application.

During the video banking session, the bank is able to verify that it is communicating with user-A. However, there are possible attacks the attacker can perform to modify the video banking conference; but, these are less likely to occur. In the following subsection, we will identify the possible and potential threats, and indicate how the authentication method can address them.

5.2.1 Threat Model

In this scenario, we have compromised devices (computers). The device that the user is using to communicate with the bank is compromised by malware. The attacker’s goal is to control and modify the communication between the parties to make fraudulent
financial transactions. An attacker can gain control of the browser by controlling the user’s device or by MITB attack [72].

The following scenario occurs when the user’s device is compromised:

1. The user U uses an untrustworthy device (computer) UPC
2. U opens a browser B
3. U goes to the bank’s website S
4. U logs in to Online Banking
5. U communicates with S through an SSL connection.
6. U launches a Video Banking Application VBA
7. Attacker A can control the browser, and can try to:
   a. {view, modify} media content
   b. Redirect communication to the attacker’s end instead of bank server end

The following subsections provide unsuccessful attacks against the proposed method and the remaining attacks against proposed method.
5.2.1.1 *Unsuccessful attacks against proposed method:*

The following are unsuccessful potential attacks against the proposed method.

1) **Session hijacking attacks**

Session hijacking attacks compromise a session between the user and server in order to gain unauthorized access to the server [84]. The attacker is able to modify or make unauthorized requests and transactions [72]. However, such attacks require the presence of the correct user in order to carry out the unauthorized requests and transactions. If the attacker is controlling user-A’s PC, he/she will be able to initiate a video banking session with the bank and impersonate user-A. However, the system at the bank will verify the identity based on the user’s biometrics. The system will verify the identity of the user several times during the video session to provide a continuous authentication.

2) **Remote desktop attacks**

In this attack, the attacker is able to control the user’s computer [86]. The attacker can collect the user’s input to the bank’s website and deny the user access to the website [72]. By controlling the browser, the attacker can login to the bank’s website. However, such an attack requires the presence of the correct user to carry out the unauthorized requests and transactions.

3) **Attacks against integrity**

The attacker can apply media alteration and media injection, where the attacker can inject, delete, and/or replace media content [128]. The attacker has to modify the *contents of the video and audio in real-time*. MITB attack is a method used to modify the integrity [30]. In the MITB attack, the contents of a web form can be controlled and modified [31]. However, in the proposed system, the attacker must have a media tool in order to modify the video and audio content. Furthermore, the attack requires an attacker to have full control over the real-time media communication between the user and the bank’s end in order to modify media content in real time. The attacker has to
remove some information spoken by user-A, and replace this with the attacker’s chosen words. For example, user-A wants to pay ‘$1,000’ (amount) to ‘University of Ottawa’ (receiver); but, the attacker aims to modify the audio and video of user-A in real time, for the purpose of sending money to a different receiver. When the live conference between user-A and the teller is taking place, the live streaming is performed by user-A’s webcam. In order to modify the media, the attacker has to view the communication and act in real time to modify the media content. Therefore, the video stream has to be transferred to the attacker, and not only analyzed but also modified before it is sent it to the teller. Furthermore, the attacker has to produce the same voice as user-A, since the system will verify the voice a second time when the user says the payment and receiver information. In the proposed system the communication is live; and, it is extremely difficult for the attacker to be in full control and to be able to audit all video and audio content between user-A and the teller in real time.

4) Impersonate User-A with an Avatar (type of spoofing attack)

In this attack, the attacker can impersonate user-A with a 2D/3D avatar. The attack can occur if the attacker creates a robust 2D/3D avatar that looks exactly like user-A and has the same voice as user-A. Even if the avatar succeeds in passing the verification of face and voice biometrics, it is much more difficult to deceive the bank’s teller. Currently, from a video, a human can distinguish a real person from an avatar [76]. In the future, as avatar technologies continue to emerge; further research will be required to digitally distinguish a human from an avatar.

5) Common password attacks

Users often use same passwords for different websites [72]. If the attacker obtains the user’s sensitive information including username and password, he/she can start a video banking session. However, such attack requires the presence of the correct user in order to carry out requests and transactions.
6) Phishing and social engineering (threats against social context)

The main threats are phishing, and misrepresentation of identity [128]. If the attacker obtains the user’s username and password through key-logging or phishing attacks, he/she can initiate a video banking session with the bank. A phishing attack works through various methods to obtain users sensitive information. However, to carry out an unauthorized request and/or transaction during a video conference, the correct user’s presence is required in the communication; where the bank verify the user’s identity based on the user’s face and voice samples extracted from the media.

5.2.1.2 Remaining attacks against the proposed method

The following are potential attacks the proposed method is limited against.

1) Threats against integrity

   a. Media Degrading

   The attacker can change the quality of the media by modifying the packets to affect QoS [128]. It only affects the quality of the media. However, an attacker cannot carry out unauthorized requests and/or transactions.

   b. Impersonation of the correct user (type of spoofing attack)

   One possible attack is to have a user with similar biometrics as user-A to impersonate user-A. Since no biometrics can provide complete accuracy, such an attack is possible. To carry out this attack, the user who is the impersonator has to be logged in to user-A’s online banking account. Another way to conduct the attack is by having the attacker, in control of the user’s browser, replace the video. The attacker can send his/her video to the bank in place of the media streamed from the user’s webcam. However, the attacker has resemble user-A or be accompanied by someone who does. Likewise, the attacker or accomplice has to have a very similar voice like user-A.
Furthermore, if the attack occurs, the impersonator will get in trouble for impersonating user-A.

2) Threats against availability

a. Impersonate the server side

This attack is also called ‘Media Session Hijacking’ [128]. The attacker is able to redirect the communication between the user and the teller to take place between the user and the attacker [128]. The communication is redirected to the attacker’s server instead of the bank server. This is a threat involves the misrepresentation of identity, where the user believes he/she is communicating with the bank teller, but is truly communicating with the attacker [93]. The attacker can provide the user with false information and could also gain information from the user [93]. The proposed method does not protect the user from misleading information. However, such threat will not enable the attacker to impersonate user-A in a video conference with the bank’s teller. Furthermore, the attacker would not be able to modify contents at the bank’s end.

b. Denial of Service Attack / Disabling the communication

The proposed method does not protect against Denial of Service (DOS) attacks. The attacker can provide wrong messages to the server in order to interrupt the communication [128]. Furthermore, when the attacker is in control of user-A’s PC, then he/she can stop user-A from obtaining the service. The availability threats can interrupt the service in the form of DOS [128].

3) Threats against confidentiality

Confidentiality threats can arise through eavesdropping media, tracking, and reconstruction [128]. The proposed method does not protect the privacy of the communication. Through the untrusted computer and browser, the attacker could be able to record the communication (media) between the user and the bank’s teller. Furthermore, an attacker in control of user-A’s PC can capture media and send it to his/her server. An attacker that is able to monitor and control user-A’s PC will also be able to observe all the information in any case.
5.3 Comparison with other online transaction security techniques

The main goal of the proposed authentication method is to enable users to obtain online services that are not easily available through telephone or online banking. The proposed method aims to provide banks with more information about the identity of the user in order to provide the user with such services. The proposed method provides the service provider with more authentication techniques for the authentication of online users. This authentication is transparent and provides a ‘steps-free’ method, where minimal user interaction is required. During authentication, the user does not have to perform a set of steps.

The method can also function as an additional security layer add on to existing online transaction techniques and systems, to minimize online attacks, malware, and MITB attack. The proposed method can provide an add-on security layer to assure that it is the user who is performing the online transaction. The parties can use the current transaction security technologies, along with the proposed method, to resist many web attacks, man-in-the-middle-attack, and MITB attack. Multi-factor authentication does not solve the authenticity and integrity issues of online transactions. For example, if a user logs in with a username and password (knowledge-based) and with an OTP token (token-based); a malware or a MITB attack on a PC/browser can break the authentication system [72]. When the user enters OTP, the malware can take this and quickly log in to the user’s account before the user’s log in [72]. Our proposed method and the methods in table-2 aim to resist web attacks, malware, and MITB attack.
Table 2: Comparison of the proposed work with other Online Transaction Methods. Note (√ and ×) represent the optimal scenario. √ means the system provides a feature, while × means the system requires a feature.

<table>
<thead>
<tr>
<th>Threats addressed</th>
<th>Enabled</th>
<th>Required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compromised host</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Unauthorized transactions (Transaction Integrity)</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Keylogging</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Privacy</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Malware-FREE mobile*</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>External device</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

**Proposed Method**

<table>
<thead>
<tr>
<th>Threats addressed</th>
<th>Enabled</th>
<th>Required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compromised host</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Unauthorized transactions (Transaction Integrity)</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Keylogging</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Privacy</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Malware-FREE mobile*</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>External device</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Mannan Method

<table>
<thead>
<tr>
<th>Threats addressed</th>
<th>Enabled</th>
<th>Required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compromised host</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Unauthorized transactions (Transaction Integrity)</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Keylogging</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Privacy</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Malware-FREE mobile*</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>External device</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Entrust System

<table>
<thead>
<tr>
<th>Threats addressed</th>
<th>Enabled</th>
<th>Required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compromised host</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Unauthorized transactions (Transaction Integrity)</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Keylogging</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Privacy</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Malware-FREE mobile*</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>External device</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

IBM ZTIC

<table>
<thead>
<tr>
<th>Threats addressed</th>
<th>Enabled</th>
<th>Required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compromised host</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Unauthorized transactions (Transaction Integrity)</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Keylogging</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Privacy</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Malware-FREE mobile*</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>External device</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

To prevent against MITB, the Entrust Inc. ‘Transaction Verification’ method [30] sends the user transaction details through a ‘different channel’, along with an OTP. Once the user receives the transaction details, he/she verifies the transaction information, and then enters the OTP into the bank’s website to confirm the transaction [30]. The ‘different channel’ is an SMS text message. Mannan et al. provides a secure transaction method by having a secure mobile application and also uses a secondary channel [72]. Mannan et al. requires the installation of software on the PC and on the mobile [72]. The method assumes that the mobile phone is secure, trusted, and malware free [72]. Entrust Inc. and Mannan et al. provide secure transaction systems [30, 72]. However, by using a channel such as a mobile application based or mobile based SMS, complete security is not assured. Mobile phones are also vulnerable to various attacks and malwares that computers face [59, 79]. If an attacker is able to control the user’s computer that may have anti-virus and anti-spyware software, the attacker could most likely control the user’s mobile [59, 79]. Therefore, these solutions are not completely secure.
IBM ZTIC ‘Zone Trusted Information Channel’ system is based on a second channel concept. The second channel provides ‘Out of the browser authentication and verification’ [51]. The system is based on an external device required to be carried out by the user. The ZTIC device has a small display screen used to display what the bank provides. The external device has TLS session keys and asymmetric keys stored on it [51]. The data is encrypted with SSL/TLS within the ZTIC [51]. There is direct communication between the external device and the bank’s server. Furthermore, the data is encrypted between the device and bank server. The aim is to prevent an attacker from viewing and modifying the data between the external device and the bank’s server [51]. However, the main drawbacks of the system are that it increases complexity, and that the use of the system, requires the user to have the physical device.

Our proposed method is based on the infrastructure of video conferencing and only requires a webcam. The method does not require additional devices such as mobile phones or physical devices in order to log in to video banking and to perform online transactions. However, as any biometric system, the proposed method performance is not 100% and requires knowledge-based authentication for online banking before initiating a video conference. What differentiates the proposed method is that it is transparent and is ‘steps-free’. During authentication, it does not require a user to perform a set of specific steps to obtain a service or to make online transactions. The proposed method aims to provide a multi-factor multimodal biometric continuous authentication system.

### 5.4 Graphical password schemes add-on to text-based password for online authentication (online banking)

For added security, the bank may use multifactor authentication (i.e., a login session in addition to TMBA). In order to have a video banking conference between a user and a bank employee, we recommend having the user to be logged in to online banking. The common authentication types to authenticate a user in online banking are knowledge-based or token-based. Token-based authentication can provide a strong
authentication when used with another type of authentication [29]. The token-based drawbacks are that (i) it requires the user to carry the token, (ii) it can be lost, (iii) it can be stolen, (iv) it can malfunction, (v) it can be costly and (vi) it can have maintenance issues for both event- and time-based tokens [30]. Therefore, knowledge-based authentication is widely used to authenticate a user in online authentication. Furthermore, banks [92] often use the ‘challenge questions’ method in addition to text passwords. The ‘challenge questions’ method requires the user to answer the questions as were they answered during registration. The drawbacks of this method are that (i) it can be easily forgotten, (ii) it is vulnerable to key-logging attacks and (iii) it is weak against shoulder-surfing attacks. Among the various authentication types, knowledge-based graphical passwords are gaining more attention. The Microsoft Windows 8 operating system will allow users to log in using a graphical password scheme called ‘Picture Password’ [106]. Graphical passwords can provide improvement over text-based passwords and ‘challenge questions’ methods, such as the prevention of key-logging attack. Furthermore, studies [105] show that humans tend to remember pre-selected images and pictures more easily than text.

When designing a graphical password scheme, the design has to address usability and security factors [37]. For the usability factor, a scheme has to address (i) the ease of use, (ii) the time to perform and (iii) the ease of remembrance (how easily a user can recognize or recall the password). For security, factors should be addressed are: (i) password space, (ii) guessing attacks, and (iii) observation attacks [123]. The observation attacks include (i) shoulder surfing, (ii) eavesdropping and (iii) spyware (advanced screen-capture) [112, 123]. A shoulder surfing attack takes place in various ways [37]: (i) by an attacker observing the user while the user is entering his/her password, and (ii) by a user being recorded using an electronic device such as a video camera or a phone. The advanced spyware includes capturing the user’s input and the screen content during the entire authentication session [123]. In this chapter, we analyze various graphical password schemes to determine if they are suitable to provide multifactor authentication.
5.4.1 Usability and Security Factors

In this section, we will list the usability and security factors that need to be addressed by graphical password schemes.

5.4.1.1 Usability Factors

A graphical password has to address the following usability factors: (i) ease of use, (ii) time to perform and (iii) ease of remembrance (how easily a user can recognize or recall the password).

Ease of Use

A text-based password is considered easy to do, since it only requires that the user enter the text-based password [123]. On the other hand, graphical password schemes often require the user to perform a couple of instructional steps [6]. This adds a usability complexity to the scheme. Therefore, a graphical password scheme has to be very simple to do, without requiring the user to perform many instructional steps.

Time to Perform

A text-based password is considered fast to perform, as it takes a few seconds to type a password in [123]. On the other hand, graphical password schemes often take more than few seconds [6]. A graphical password scheme cannot exceed a few seconds to be tolerated by the user.

Ease of Remembrance (how easily a user can recognize or recall the password)

A text-based password is not considered easy to remember, since it can often contain random and special characters used to make the password stronger [6]. On the other hand, graphical password schemes often require the user to recognize pre-selected images or recall a previously-created password [27]. Studies [105] show that humans tend to remember pre-selected images and pictures easier than remembering text [6].
However, a graphical password scheme that requires the user to remember more than a few images or reproduce a complicated recall-based graphical password would add memorability complexity to the scheme.

5.4.1.2 Security Factors

A graphical password has to address the following security factors: (i) password space, (ii) guessing attack and (iii) observation attacks [123].

Password Space

The graphical password schemes password space is often compared to text-based password space [6]. A graphical password that has a password space close to text-based graphical password is considered acceptable, and the ones that have way smaller password space than text-based password are vulnerable to potential attacks such as dictionary attacks, brute force search and guessing attacks [6].

Guessing Attacks

For guessing attacks, many graphical password schemes face the same problem of password predictability as text-based passwords [123]. Graphical password schemes can face the problem of ‘hot-spots’ and dictionary attacks [6]. Research [26, 78] also indicates that users tend to use weak and predictable graphical passwords. More research in the area of graphical passwords predictability is necessary. However, it is more difficult and time-consuming to set up a brute force attack on graphical passwords than it is on text-based passwords [78, 123].

Observation Attack

The observation-based attacks that graphical passwords have to address are: (i) shoulder surfing, (ii) eavesdropping and (iii) spyware [112, 123].
**Shoulder Surfing**

A shoulder surfing attack takes place in various ways [37]: (i) by an attacker observing the user while the user is entering his/her password and (ii) by a user being recorded using an electronic device such as a video camera or a phone.

**Eavesdropping**

Eavesdropping enables an attacker to observe all data between the user and the server [37, 123]. To prevent eavesdropping, HTTPS must be used to provide security and confidentiality between the client and the server [123].

**Spyware**

There are many types and forms of spyware, and new ones are emerging. Without a user’s awareness, a spyware can record the user’s input from a keyboard, mouse or screen-touch positions for the touch-based devices, and can capture screen contents [37]. The common ways a device gets spyware are through downloading, especially downloading from untrusted and/or unknown websites, and from a virus [49]. Spyware is a serious threat to websites, users and their sensitive information including passwords [37]. Graphical password schemes have to address spyware attacks.

### 5.4.2 Graphical Password Schemes

Graphical password schemes are classified into (i) recognition-based, (ii) recall-based and (iii) cued-recall-based [37]. For recognition-based schemes, the user has to recognize pre-chosen images. For recall-based schemes, the user has to redraw a password created during registration. For cued-recall, the user has to click on previously selected location(s) on an image [112, 118].
5.4.2.1 Recognition-Based

There have been many recognition-based schemes proposed in the last decade. Dhamija et al. proposed “Déjà vu” scheme. During the login session, the user selects pass-images (pre-selected images) from a set of ‘N’ random images [27]. The technique is resistant to dictionary attacks but has several drawbacks such as shoulder surfing attacks and spyware.

![Figure 13: Déjà vu scheme [27]](image)

PassFace [88] is a commercial recognition graphical password. During registration, the user selects ‘M’ pass-faces from a large database. During the login session, a grid consisting of nine faces is shown, and the user has to click on the pre-selected face. The method is repeated ‘r’ times. The authors suggested that the value of ‘M’ pass-faces as 4 and the value of ‘r’ as 7 rounds. Studies have also shown that users can easily recognize pre-selected faces [88]. The technique is easy to use but comes with drawbacks such as shoulder surfing attack and spyware.
Bicakci et al. proposed Graphical Password with Icons, or GPI. In this scheme, the user selects K pass-icons in a pre-ordered sequence from N icons [4]. The scheme drawback is shoulder surfing attack. Alsulaiman et al. proposed a novel 3D scheme [1]. In this, the user has to navigate in a virtual environment to enter the password. The user’s textual- or graphical-based password, combined with the user’s interaction with 3D objects, create the user’s password. Doja et al. proposed a grid-based graphical scheme: during authentication, the scheme displays images on a 12x12 grid square [28]. The user has to choose and click five pre-selected pass-images from the displayed images. The scheme suggests that the pass-images to be selected in a pre-defined sequence. The password space size of this scheme can reach the text-based password space. The technique is, however, vulnerable to spyware and shoulder surfing attacks.

To address shoulder surfing attacks, Sobrado et al. proposed a “Convex Hull” graphical password scheme [109]. From the displayed objects, the user has to click on the area between the three pass-objects. From each click, the attacker can obtain hints.
about the pass-objects located around the clicked area. Furthermore, the convex hull can be large, making it guessable by an attacker.

Figure 16: Convex Hull Scheme [109]

Sobrado et al. also proposed the ‘pass-objects intersection’ technique. In this scheme, the user has to click on the area intersecting four pass-objects [109]. The technique can lead to easy guesses, as the intersection is more likely to be around the centre of the frame. Furthermore, the user must click the expected area in order to login.

Figure 17: Sobrado ‘Object intersections’ Scheme. Note that the intersections between the pass-objects are invisible on the screen [109].

Wiedenbeck et al. extended the “Convex Hull” technique. In this scheme, the objects are randomly displayed in each round [133]. For each round, some decoy-objects are replaced by others and a few pass-objects are added or removed. The area between the pass-objects can be large, and this makes it easy to guess by an attacker. Furthermore, this scheme is weak against spyware. In every login session, at least three pass-objects are always displayed. For many successful login sessions observed by an
attacker, the attacker can get information about the most appeared objects and these are more likely the pass-objects.

Figure 18: Convex Hull with 3 Pass-Objects, Convex Hull with 5 Pass-Objects. [133]

Man et al. proposed a technique to resist shoulder surfing attacks that requires the user to remember at least 16 phrases, one for each chosen icon [71]. Hong et al. expanded upon the Man et al. technique to resist shoulder surfing [49]. The extended scheme requires the user to remember a phrase that is created by the user for each chosen icon. During authentication, ‘N’ objects are displayed where there are ‘M’ pass-objects; the rest are decoy-objects. The user browses the ‘N’ objects, and, at every pass-object, types the phrase for that object. The major drawback of this technique is that the user has to remember many phrases for the pass-objects.
Van Oorschot et al. proposed a “two-step” scheme wherein the first step has the user enter a text-based password and then select pre-selected images from a larger set of images in the second step [123]. Each image tops a specific index number. To select a pass-image, instead of clicking, the user takes the index number of the pass-image and clicks on the same number located in the selection panel. The selection panel is displayed under the set of images. In step 2, there are ‘r’ rounds. This technique has a large password space, since it combines the text-based password with step 2. The drawbacks of this technique are video recording and screen capture spyware.
Gao et al. proposed a scheme wherein the user has to recognize pass-images with corresponding colours chosen at registration [41]. During the login session, the user clicks on each row containing a pass-image instead of clicking on the pass-image. The technique aims to resist shoulder surfing attack. However, it is weak against video recorded login sessions. Another drawback is spyware: the observer can get the password within a few recorded successful logins.

Gao et al. also proposed a ‘Story-based’ scheme to resist shoulder surfing attacks. During registration, the user selects five images from a set of ‘M’ images, in order to make a story. By remembering the story, the user can recognize the pre-
selected images in specific order. During authentication, the user has to recognize the pre-selected images in order, and then draw a line that crosses them. Other images between the recognized images are also crossed [42]. The technique requires the user to remember five images in a sequence. The technique is weak against video recording and against spyware, as the observer can get the password within very few successful logins.

![Image]

Figure 22: ‘Story-Based’ Scheme. In the first frame, the user selects the story images. During authentication, as shown in the second frame, the user creates a path (possible path of password) [42]

Zhao et al. proposed a scheme that integrates text- and graphical-based passwords to provide resistance to shoulder-surfing, video recording and spyware attacks [139]. This scheme is similar to Sobrado et al. [109], but text characters are used instead of objects. For each three pass-characters of the password, the user has to click the character located in the middle of the three pass-characters (see figure-23). For the first click, the user clicks on the character located in the middle of the first three characters of the password. For the second click, the user clicks on the character located in the middle of the second, third and fourth characters. The process is repeated for the rest of the password characters. However, every time the user uses the scheme, a hint is provided to the attacker. Furthermore, using a video-recording or spyware, an attacker observing the login sessions many times will eventually get the password characters that surround the user’s click.
Weinshall et al. proposed a *Cognitive Authentication Scheme* [130]. In this scheme, there are ‘N’ images presented in a panel. The user has to compute a path starting from the panel’s left-top image. The user moves down if currently standing on a pass-image, otherwise moves right. Once the user computes a path, the number which corresponds to the end point of the panel is entered. There are ‘r’ rounds. In every round, the user computes a path to get a number. The scheme is resistant to shoulder surfing attacks but requires the user to remember ‘k’ images out off a set of ‘N’ images, where ‘k’ is typically 30 images and ‘N’ is 80 images. The user has to perform extensive training in order to remember around thirty images. This is impractical, and, over time, the user can forget some of images. Furthermore, the login time is a few minutes. The scheme claims to be eavesdropping-adverse and spyware-resistant. However, the claim was disproved by Golle et al.: they acquired the password in just a few seconds by observing a few successful logins [45].
In Appendix B, we propose two recognition-based graphical password schemes that aim to resist key-logging and simple shoulder surfing attacks. However, the schemes do not address usability. A security analysis and a formal usability case study are required to determine whether the proposed schemes address security and usability factors.

5.4.2.2 Recall-Based

In recall-based schemes, the user has to recreate something created before [6]. Jermyn et al. proposed the “Draw-a-Secret” (DAS) scheme [58]. In this scheme, the user draws the password on a 2D grid. The technique has a password space larger than an eight-character text-based password [58]. The drawbacks are lack of reliability, possible inaccuracy of the user’s drawing, spyware and shoulder surfing attacks.
Thorpe et al. proposed a selection grid technique. This scheme has larger password size than DAS [119]. The user selects a drawing grid and zooms to draw the secret. The technique shares the same drawbacks of DAS scheme [58].

Tao et al. proposed “Pass-Go”. The technique is similar to DAS scheme, but, instead of drawing using grid cells, the user selects grid intersections [115]. The technique provides the user to draw the password more accurately than DAS does. The drawbacks are spyware and shoulder surfing attacks.
Weiss et al. proposed the PassShapes scheme [131]. The user has to make 7 strokes and each stroke has 7 possible directions. The strokes form the password. The drawbacks are that the password space is small as well as spyware and shoulder surfing attacks.

![PassShapes scheme](image)

**Figure 28: PassShapes scheme [131]**

Syukri et al. proposed a scheme whereby the user draws a signature using a mouse [114]. The technique is easy to recall, since it represents the user’s signature. The drawbacks include spyware, shoulder surfing attacks and that the user has to use a mouse instead of a pen to draw the password: this can be difficult for some users. Malek et al. proposed a haptic-based graphical password, by drawing a password on a 2D grid [70]. The method is shoulder surfing-resistant since the pen pressure is measured as the user is drawing the password. The user’s pressure when drawing the password is used to verify the identity of a user. The experiment shows that such a scheme is guessable, as users apply light pressure when drawing the password.

In 2011, Microsoft proposed a ‘Picture Password’. The new *Microsoft Windows 8* operating system will provide users with the option to use the graphical password, ‘Picture Password’, to login. For registration, the user provides a picture and draws on top of it. During authentication, the system displays the picture on which the user has drawn [106]. The password drawing includes dots and circles as well as connecting two or more predefined areas. The method is easy to use but has drawbacks such as shoulder surfing attack, guessing attack and ‘hot-spots’. For tablet devices, the scheme is also vulnerable to smudge attack.
5.4.2.3 Cued-Recall Based

In cued-recall based schemes, the user has to reselect something previously selected (repeat a selection) [6]. Blonder was first to come up with a graphical password scheme in 1996 [7]. In the scheme, the user has to click on several pre-determined locations within an image in a predefined order. The Passlogix scheme [89] extended the technique of Blonder. The techniques have drawbacks such as spyware and shoulder surfing attacks. As well as, many pictures and images have ‘hot-spots’ that are more likely to be clicked than others [118]. This will thus open the door for attacks such as guessing and dictionary attacks.

Figure 29: Blonder Scheme [7]

Wiedenbeck et al. proposed ‘PassPoint’: this expands upon the work of Blonder. It allows a user to click anywhere within an image instead of clicking on predefined locations [132]. The click has to be as close as possible to a pre-selected pixel. To have a larger password space, the user has to perform many clicks in a predefined order. However, the technique is weak against dictionary attacks, spyware and shoulder surfing attacks.

Figure 30: ‘PassPoint’ scheme [132]
5.4.3 Graphical Password schemes Analysis

Few proposed graphical password schemes address shoulder surfing attacks. Moreover, many that resist shoulder surfing attacks can only do so for few successful login attempts. The majority of the proposed schemes are weak against video recording and spyware (screen-capture) [37]. Many of the schemes give indirect hints about the password. An attacker that records the user’s input and screen contents during successful logins will have information about the password and will eventually acquire it.

The following two tables compare various graphical password schemes. The comparisons include the following usability and security factors: (i) ease to do without challenging steps, (ii) time to perform, (iii) the use of external devices and haptic devices, (iv) requires simple recall or recognition of a few pass-images, (v) password size, (vi) resistance to one-time shoulder surfing and (vii) resistance against spyware and video recordings of multiple successful login sessions. The tables can thus determine which of the graphical password schemes satisfy the seven criteria mentioned above. Various graphical password schemes prior to 2006 were analyzed in [112]. The following table analyze various graphical password schemes until 2011. 9 of the following schemes created prior to 2006 were conducted from each graphical password scheme and from [112]. The rest (19 schemes) were conducted from each graphical password scheme.
<table>
<thead>
<tr>
<th>Techniques</th>
<th>Features</th>
<th>Time to Perform</th>
<th>Password Space*</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Text-based</strong></td>
<td>Fast to perform*, Large password space</td>
<td>Few seconds</td>
<td>$92^N$</td>
<td>Hard to remember, dictionary attack, key-logging attack, shoulder surfing attack</td>
</tr>
<tr>
<td><strong>‘Challenge Questions’</strong></td>
<td>Fast to perform*</td>
<td>Few Seconds</td>
<td>$64^N$</td>
<td>Hard to remember, dictionary attack, key logging attack, shoulder surfing attack</td>
</tr>
<tr>
<td><strong>Convex Hull Scheme [109]</strong></td>
<td>Shoulder Surfing Resistance (to some extent)*</td>
<td>Similar to Wiedenbeck et al. [13]</td>
<td>Choosing K pass-objects from N objects</td>
<td>Long time to login*, Guessing attack, Hard to remember, Weak against video recording and spyware</td>
</tr>
<tr>
<td><strong>Draw a Pass (Haptic) [70]</strong></td>
<td>Fast to perform*, Shoulder Surfing Resistance (to some extent)*</td>
<td>- The user only has to draw the password</td>
<td>$(5^3 \times 5^3 \times 2^3)^n = 50^3n$ in a 5x5 grid</td>
<td>Guessing attack</td>
</tr>
<tr>
<td><strong>Man [71] &amp; Hong [49]</strong></td>
<td>Shoulder Surfing Resistance (to some extend), Large password size</td>
<td>- Approximately 30 seconds</td>
<td>Approximately same as text based password</td>
<td>Very hard to remember, Weak against video recording and spyware</td>
</tr>
<tr>
<td><strong>Association Based [66]</strong></td>
<td>Shoulder Surfing Resistance (to some extend)</td>
<td>For 3 rounds, the average time is less than 30 seconds</td>
<td>$(L \times O \times C / K)^r$</td>
<td>Guessing attack, Weak against video recording and spyware</td>
</tr>
<tr>
<td><strong>Wiedenbeck et al. [133]</strong></td>
<td>Shoulder Surfing Resistance (to some extent)*</td>
<td>71.66 seconds (Mean time to enter correct password) For 5 rounds</td>
<td>Choosing K objects from N objects, for r rounds</td>
<td>Long time to login*, Guessing attack, Hard to remember many pass-objects, Weak against video recording and spyware</td>
</tr>
<tr>
<td><strong>Blonder [7]</strong></td>
<td>More clicks, the larger the</td>
<td>- Very Simple. The</td>
<td>$N^k$</td>
<td>Hard to remember, Guessing attack,</td>
</tr>
</tbody>
</table>

Table 3: Comparison of text-based, ‘Challenge Questions’, and graphical password schemes
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Category</th>
<th>Description</th>
<th>Time to Login</th>
<th>Complexity</th>
<th>Security Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dhamija [27]</td>
<td>Resistance to Dictionary Attack</td>
<td>32-36 seconds Average time to login including multiple attempts. Without multiple attempts, less than 30 seconds</td>
<td>( \binom{N}{K} ) Choosing K objects from N</td>
<td>Brute force search, Hot-spots attack, Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>Passfaces [88]</td>
<td>More rounds more password space</td>
<td>14-28 seconds Depending on the number of rounds required</td>
<td>( N^r ) (N is the number of displayed objects, and R is the number of rounds)</td>
<td>Guessing attack, Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>Passlogix [89]</td>
<td>Clicking pass-items in a pre-selected order, the more the items the larger the password space</td>
<td>Similar to Pass-point Less than 30 seconds</td>
<td>( \binom{n!}{(n-k)!} ) (n is the number of displayed objects, and k is the number of pre-ordered pass-objects)</td>
<td>Guessing attack, Brute force search, Limited password space, Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>DAS [58]</td>
<td>Fast to perform*, Large password space</td>
<td>Recall-based Less than 30 seconds</td>
<td>Larger than text-based password</td>
<td>Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>Thorpe [119]</td>
<td>Fast to perform*, Large password space</td>
<td>Similar to DAS Less than 30 seconds</td>
<td>Larger than text-based password</td>
<td>Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>S3PAS [139]</td>
<td>Shoulder Surfing Resistance (to some extent)*</td>
<td>Same steps as in Wiedenbeck et al. [13] Approximately 70 seconds (Mean time to enter correct password)</td>
<td>( \binom{N}{K} ) Choosing K objects from N objects, for r rounds</td>
<td>Long time to login*, Guessing attack, Weak against video recording and spyware</td>
<td></td>
</tr>
<tr>
<td>PassGo [115]</td>
<td>Fast to perform*, Large password space (larger than DAS)</td>
<td>Similar to DAS Less than 30 seconds</td>
<td>Larger than text-based password</td>
<td>Hard to remember (to some extent), Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>Syukri [114]</td>
<td>Fast to perform*, Large password space</td>
<td>Similar to DAS Less than 30 seconds</td>
<td>Larger than text-based password</td>
<td>Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>Pass-point [132]</td>
<td>Fast to perform*</td>
<td>9 – 20 seconds Average time to login</td>
<td>( N^k ) Where, N = (L x M)/(G x G) (L x M is image size, and (G x G) is grid square size (N is the number of grid squares within)</td>
<td>Guessing attack, Brute force search, Hotspots attack, Shoulder surfing attack</td>
<td></td>
</tr>
<tr>
<td>Scheme</td>
<td>Description</td>
<td>Time to Enter Correct Password</td>
<td>Password Security</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D [1]</td>
<td>Hard to pass password to others. Navigate in a virtual environment. The combination of the user’s interactions, inputs, and actions forms the user’s unique password. Larger than text-based password</td>
<td>Shoulder surfing attack</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPSRSS [42]</td>
<td>Shoulder Surfing Resistance (to some extent)*</td>
<td>19.8 seconds (Mean time to enter correct password)</td>
<td>Very weak against video recording and spyware</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘Picture Password’ [106]</td>
<td>Fast to perform*, Large password space</td>
<td>Similar to DAS Less than 30 seconds</td>
<td>Guessing attack, Weak against shoulder surfing and spyware</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive Auth Scheme [130]</td>
<td>Shoulder Surfing Resistance (to some extent)* (disproved) [32]</td>
<td>90-120 seconds (Average time to login)</td>
<td>Guessing attack, Hard to remember password, Time consuming</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DAGPS [41]</td>
<td>Shoulder Surfing Resistance (to some extent)*</td>
<td>13.6 seconds (Mean time to enter correct password)</td>
<td>Very weak against video recording and spyware</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall-based Decoy Strokes [138]</td>
<td>Fast to perform*, Shoulder Surfing Resistance (to some extent)*</td>
<td>Similar to DAS Less than 30 seconds</td>
<td>Hard to remember (to some extent), Dictionary attack, Very weak against video recording and spyware</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall-based Disappearing Strokes [138]</td>
<td>Fast to perform*, Shoulder Surfing Resistance (to some extent)*</td>
<td>Similar to DAS Less than 30 seconds</td>
<td>Hard to remember (to some extent), Dictionary attack, Very weak against video recording and spyware</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall-based line snaking [138]</td>
<td>Fast to perform*, Shoulder Surfing Resistance (to some extent)*</td>
<td>Similar to DAS Less than 30 seconds</td>
<td>Hard to remember (to some extent), Dictionary attack, Very weak against video recording and spyware</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TwoStep [123] | Simple Shoulder Surfing Resistance (to some extent)* | - Similar to Dhamija scheme For 1-2 rounds, it is approximately 30 seconds | \[ \binom{N}{r}^{K} \]  
Where: choosing K pass-images from a set of N images, and r is number of rounds | Guessing attack, Brute force search, Weak against shoulder surfing and spyware |

GPI Graphical Password with Icons [4] | Similar to PassPoint, but reduces Hot-spot attacks | 17 seconds Average time to login | Permutation \[ \frac{n!}{(n-k)!} \]  
(Select in a specific order k pass-icons from n icons) | Brute force search, Shoulder surfing attack |

PassShapes [131] | Fast to perform* | 6.5 seconds Average time to login | N strokes, each stroke with 7 options. N^7 | Guessing attack, Brute force search, Shoulder surfing attack |

Note:
Shoulder Surfing Resistance (to some extent)*: provides shoulder surfing resistance for at least one attempt. However, the scheme does not prove to provide resistance for many video and spyware recording login sessions.
Fast to perform*: Takes approximately less than 30 seconds to perform.
Long time to login*: Takes approximately more than 30 seconds to perform

The following table compares graphical password schemes in terms of usability and security factors.
Table 4: Comparison of the text-based, ‘Challenge questions’ and graphical password schemes. The ✓ means the scheme satisfies the criteria/feature, and ✗ means the scheme does not satisfy the criteria/feature.

<table>
<thead>
<tr>
<th>GP Scheme</th>
<th>Easy to do</th>
<th>Fast to perform</th>
<th>(Easy to remember)</th>
<th>Does not use extra devices</th>
<th>Large Password Size*</th>
<th>Provides resistance against keylogging</th>
<th>Provides resistance against one time shoulder surfing</th>
<th>Provides full resistance against spyware and many video recorded login sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text-based</td>
<td>✓</td>
<td>✓</td>
<td>✓**</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>‘Challenge Questions’</td>
<td>✓</td>
<td>✓</td>
<td>✓**</td>
<td>✓</td>
<td>✓**</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Convex Hull Scheme [109]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Draw a Pass (Haptic) [70]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Man [71] &amp; Hong [49]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Association Based [66]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Blonder [7]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Wiedenbeck et al. [133]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dhamija [27]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Passfaces [88]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Pass-point [132]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Passlogix [89]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>S3PAS [139]</td>
<td>✗</td>
<td>❓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>DAS [58] (Jermyn)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Thorpe [119]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>❓</td>
<td>❓</td>
</tr>
<tr>
<td>Recall-based Decoy Strokes [138]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>PassGo [115]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>❓</td>
<td>❓</td>
</tr>
<tr>
<td>Recall Disappearing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>
| Note: Easy to do*: Takes 4 or less instructional steps to perform. The same instructional steps can be repeated if necessary. Fast to Perform*: Takes approximately less than 30 seconds to perform. Simple recall or recognition of a few pass-images*: Recall and/or recognize less than 5 objects Large password size*: (Theoretical) At least $10^7$ possibilities ✓*: provides shoulder surfing resistance for at least one attempt. However, the scheme does not prove to provide resistance for many video and spyware recorded login sessions. ✓**: The password can get complicated easily, or be forgotten. For the ‘challenge-questions’ method, it can be hard for the user to remember the exact answers to the questions. ✓***: The theoretical password space is close to the text-based password. However the ‘challenge questions’ answers are often related to the user’s preference, favourites, items, objects, family, and personal information. That makes it very small password space and can be guessed if the attacker has more knowledge of the user. The graphical password schemes address many security and usability issues. Most of the schemes addressed brute force search and guessing attacks but still remained vulnerable to predictable image selection and ‘hot-spots’. Many schemes are weak against observation attacks including (i) shoulder surfing, (ii) eavesdropping and (iii) spyware. In terms of shoulder surfing resistance, most of the schemes addressed the issue. However, the schemes resist shoulder surfing for only a few login attempts, and
the majority were weak against captured login sessions. For spyware, all of the schemes indirectly give hints about the password and they are weak at addressing this issue. If an attacker observes or records the user’s input and screen contents during many successful logins, information about the password can be acquired. From analyzing many graphical password schemes, and most of the recognition-based graphical password schemes and cognitive authentication scheme [130], we conclude that currently there is no graphical password scheme that (i) is easy to do without challenging steps, (ii) is fast to perform, (iii) does not use external or haptic devices, (iv) requires only simple recall or recognition of a few pass-images, (v) has a large password size, (vi) provides one-time shoulder surfing resistance, and (vii) provides full resistance against spyware and many video recorded login sessions. Therefore, it is still an open research area to find a graphical password scheme that satisfies the seven criteria mentioned above. In some ways, the field of user passwords is similar to criminology. In particular, during a crime, a criminal can indirectly leave traces of the crime committed and this small trace can then provide useful hints and information to determine the identity of criminal. The same goes for graphical passwords: the user’s every movement can directly or indirectly provide hints to the observer about the password and pass-images.

5.5 Conclusion

It is a challenge to produce an online system that is easy to use, inexpensive, easy to deploy, and completely secure and trusted. However, the proposed authentication method aims to be easy to use, inexpensive, and easy to deploy, while enhancing security in online environments. The proposed method takes advantage of what is provided without adding additional devices, and equipment. Moreover, the video banking authentication method provides a transparent multimodal biometric continuous authentication system. In order to have a ‘steps-free’ user-friendly system, the fusion of voice, and face biometrics are used. To authenticate a user, an HD camera and a minimal user interaction, during a video banking conference is required. The method relies on the existing simple infrastructure of video conferencing and does not
require additional devices. The results of the fusion of the proposed multimodal biometrics indicate that the fused multimodal biometric system has a higher performance and accuracy rates than that of the unimodal biometrics. The proposed method aims to give a service provider more automatic authentication techniques for the authentication of online users with minimal user interaction. Also, the proposed method can function as an add-on to existing online transaction techniques; as an additional security layer it can minimize and resist online attacks, malware, and MITB attack. It is feasible to have a ‘steps-free’ multimodal biometric system based on physiological and behavioral biometrics. The proposed method provides an approach that effectively resists MITB attack and identifies users during a video banking conference with minimal user interaction.

To have a video banking session, the user must be logged in to online banking. Banks [92] often use the ‘challenge questions’ method in addition to text passwords. The ‘challenge questions’ method requires the user to answer the questions in the same way that they were answered during registration. The drawbacks of this method are that the answers can be forgotten and can be vulnerable to key-logging attacks. The answers are often related to the user and it is weak against shoulder-surfing attacks. Graphical password schemes can address some drawbacks of the ‘challenge questions’ method, such as key-logging attacks. However, none of the analyzed schemes address all security and usability factors. The choice of the graphical password scheme depends on the usability and security requirements set by the online authentication system. For the video banking system, the user must be logged in to online banking in order to initiate a video banking session. We recommend combining a text-based password with a graphical password. By having the user login to online banking by using a combination of text-password and a graphical password, we are having a large password size and preventing key-logging attacks [123]. During the video banking session, the bank identifies a user based on the user’s voice, and face biometrics. These combined biometrics form a transparent multimodal biometric system that provides continuous authentication and addresses MITB attacks. Combining the authentication technique to login to online banking with the transparent authentication technique during the video banking session provides a multimodal biometric multi-factor authentication system.
Chapter 6: Conclusion and Future Work

In this chapter we provide the conclusion, lessons learned, and discuss several open problems related to the work of the thesis, and future work.

6.1 Conclusion

Without a doubt, the internet has changed users’ lifestyles, businesses, organizations, and governments. However, its benefits come with drawbacks, such as incomplete security and trust. The proposed TMBA system provides a transparent multimodal biometric continuous authentication system. It takes advantage of what is provided without requiring additional devices. To authenticate a user, an HD camera during a video banking conference, is required. The system fuses the voice and face biometrics. The results of the fusion of the multimodal biometrics indicate that the fused multimodal biometric system has a higher performance and accuracy rates than that of the unimodal biometrics. The proposed system provides an approach that identifies users during a video conference with minimal user interaction.

The proposed end-to-end trust establishment procedure enables users that have never met before to verify each other’s identity during a video conference and enhance their trust in one another. After first time authentication, the system does not require any user cooperation; the user does not have to repeat steps in order to verify the identity claim of the other party as this will be done automatically by the system. Furthermore, the trust establishment procedure is easily deployable since it uses the current simple infrastructure of a video conferencing system. The system is practical, since the solution does not depend on any specific third party. It can be used as an additional security layer to authenticate the identity at the other end. To collect information about a user, the proposed system depends on multiple third-parties; however, it does not depend on a specific one. If a third-party is down, the system still works and relies on the available
third-parties. Without fully depending on a specific third-party, it is a challenge to have a complete end-to-end security and trust system for users that are unknown to each other. This area of research is a security and trust challenge that still needs to be addressed. However, the proposed end-to-end identification and trust establishment procedure provides an approach to authenticate unknown users to each other during a ‘user-to-user’ video conference.

The proposed ‘user-to-service’ video banking authentication method takes advantage of what is provided without requiring additional devices and equipment. Moreover, the video banking authentication method provides a transparent multimodal biometric continuous authentication system. To authenticate a user, an HD camera is required. The method relies on the existing simple infrastructure of video conferencing and does not require additional devices. The method aims to give a service provider more automatic authentication techniques for the authentication of online users with minimal user interaction. Also, the proposed method can function as an add-on to existing online transaction techniques; as an additional security layer it can minimize and resist online attacks, malware, and MITB attacks. It is feasible to have a ‘steps-free’ multimodal biometric system based on physiological and behavioral biometrics. The proposed method provides an approach that effectively resists MITB attacks and identifies users during a video banking conference with minimal user interaction.

To have a video banking session, the user must be logged in to online banking. Banks [92] often use the ‘challenge questions’ method in addition to text passwords. The ‘challenge questions’ method requires the user to answer the questions in the same way that they were answered during registration. The drawbacks of this method are that the answers can be forgotten and can be vulnerable to key-logging attacks. The answers are often related to the user and it is weak against shoulder-surfing attacks.

Graphical password schemes can address some drawbacks of the ‘challenge questions’ method, such as key-logging attacks. However, they have their own drawbacks. From analyzing many graphical password schemes, and cognitive authentication scheme [130], we conclude that currently there is no graphical password scheme that (i) is easy to do without challenging steps, (ii) is fast to perform, (iii) does
not use external or haptic devices, (iv) requires only simple recall or recognition of a few pass-images, (v) has a large password size, (vi) provides one-time shoulder surfing resistance, and (vii) provides full resistance against spyware and many video recorded login sessions. Therefore, it is still an open research area to find a graphical password scheme that satisfies the seven criteria mentioned above.

For the video banking system, the user must be logged in to online banking in order to initiate a video banking session. We recommend using text-based password with a graphical password. The text-based password can provide a large password size, and a graphical password scheme can prevent key-logging attacks and could address phishing and shoulder-surfing attacks [123]. The choice of the graphical password scheme depends on the usability and security requirements set by the online authentication system.

During the video banking session, the bank identifies a user based on the user’s voice and face biometrics. These combined biometrics form a transparent multimodal biometric system that provides continuous authentication. Combining the authentication technique (text-based password with a graphical password) to login to online banking with TMBA technique during the video banking session provides a multimodal biometric multi-factor authentication system. The proposed system provides an approach that minimizes online attacks, malware, and effectively resists key-logging attacks and MITB attack, and identifies users during a video banking conference with minimal user interaction.

Our main contributions, in summary, are (i) a TMBA system that transparently authenticates a user during a video conference, (ii) an end-to-end trust establishment procedure to enable users that have never met before to verify each other’s identity during a video conference and enhance their trust in one another, (iii) a video banking authentication method, (iv) an analysis of various graphical password schemes and the conclusion that none satisfies all the usability and security factors; and (v) a multimodal biometric multi-factor continuous authentication system.
Designing a completely secure and trusted system is a challenge that still needs to be addressed; various enhancements are necessary to provide more security and trust. To enhance authentication in online environments, we propose authentication techniques for various applications, including ‘user-to-user’ and ‘user-to-service’ systems. The proposed authentication techniques aim to enhance security and trust for video applications in the untrusted online environment. The proposed systems aim to address: (i) compromised hosts, the MITB attack, and web attacks, (ii) usability in online authentication, and (iii) enhancing trust in online environments.

In the security world, there are many open problems in the real-world that required to be fully addressed. The open problems include: (i) compromised hosts, (ii) malware and web attacks, (iii) spyware, (iv) semantic attacks (eg. phishing attack), (v) system error or vulnerability to lead to potential attacks, (vi) usability, (vii) naïve users, and (viii) digital trust [14, 72]. Each of them is an open problem leading to insecure and untrusted online systems in the real-world. Many proposed academic and commercial systems focus on one or few open problems only, without addressing other open problems. For example, many proposed graphical password schemes address security concerns without addressing usability concerns. On the other hand, many address usability concerns without addressing security concerns. Furthermore, those that address usability and security concerns do not address all security concerns, thus proposing incomplete systems. Realistic assumptions must be a main part of designing secure and trusted online systems. Academic proposals must have more realistic assumptions that are reasonable to the service provider and the user. For example, to address MITB attacks, many academic proposals provide a complete solution; however they assume the user to have a malware-free mobile. Such academic proposals are acceptable in the academic world; however they may not be possible in the real-world.

In our proposals, we do not claim to provide completely secure and trusted systems, nor do we claim our assumptions are completely reasonable in real-world. However, we aimed to provide enhancements to have secure and trusted online systems, and aimed to make our assumptions as acceptable as much as we can. Designing a completely secure and trusted system is a challenge that still needs to be addressed.
However to have such a system, we need to address all security, trust, and privacy open problems. Once we provide solutions to each of the security, trust, and privacy open problems, then we can have a very secure and trusted system. We also have to make system assumptions very realistic to be adapted by the real-world. Without having the open problems solved, it is still a challenge to have a completely secure and trusted system. However, we still require enhancements to provide acceptable and more secure online system.

6.2 Future Work

Currently, each authentication technique including multi-factor authentication, has its benefits and drawbacks. There is no complete security solution that: (i) is easy to use, (ii) is easy to deploy, (iii) has a low cost and (iv) prevents all types of security holes, attacks and vulnerabilities. Moreover, there is no authentication system that is suitable for all types of online applications. Each system has to take advantage of what is provided in order to authenticate a user, without having to add devices and requirements. For example, for video conferencing applications, an authentication system can take advantage of the user’s biometrics, such as face, ear, and voice biometrics, which are presented in the media. For TMBA system, we will focus on using better recognition methods to enhance performance by increasing GAR and reducing FAR. Enhancing the detection and recognition of face and voice biometrics will boost the performance of the system; the aim is to make FAR < 0.1% and for GAR to reach 100%. For face recognition, we will use the Fisherface method instead of EigenFace. Moreover, we can add more available biometrics, such as, ear biometrics, shown in Appendix C; this will be in order to fuse it with face and voice biometrics to provide a transparent multimodal biometric system that is based on three human biometrical traits. For the end-to-end trust establishment procedure for a transparent multimodal biometric system, the focus will be on implementing a complete system that includes reputation systems and end-to-end secure video calls. The proposed system can use multiple third-parties; however, it does not depend on a specific one. Without fully
depending on a specific third-party, it is a challenge to have a complete end-to-end security and trust system for users that are unknown to each other. This area of research is a security and trust challenge that still needs to be addressed.

For the proposed video banking authentication method, a complete implementation of end-to-end video security between two ends is required. We aim to have optimal security without requiring additional steps for the user to keep the method user friendly. For graphical password schemes, further research is required to enhance usability and security. There are few shoulder surfing resistant graphical password schemes, and further work is required in this field. The design of graphical password schemes that address all usability and security concerns is a research area that still needs to be addressed.
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Appendix A

The following table lists common authentication methods used in online environments.

Table 5: A list of authentication methods used in online environments. We provided the evaluations for each authentication type. The ✔️ means the authentication method satisfies the criteria/feature, ✗ means the authentication method partially satisfies the criteria/feature, and ✗ means the authentication method does not satisfy the criteria/feature.

<table>
<thead>
<tr>
<th>Authentication</th>
<th>Usability</th>
<th>Does not use extra devices</th>
<th>Performance / Accuracy</th>
<th>Addresses Key-logging attacks</th>
<th>Addresses Shoulder-surfing attacks</th>
<th>Addresses MITB attack</th>
<th>Overall Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text Password [123]</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔️</td>
</tr>
<tr>
<td>Knowledge Based Questions [123]</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Graphical Password [6]</td>
<td>✗</td>
<td>✔️</td>
<td>✗</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>IP-Geolocation [30]</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Mobile-based SMS [30]</td>
<td>✗</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>OTP tokens [30]</td>
<td>✗</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Grid based [31]</td>
<td>✗</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Digital Certificates (Stored on PC, USB, or smartcard) [30]</td>
<td>✗</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>HAPTICS [70]</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>BIOMETRICS Physiological [55]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>BIOMETRICS Behavioral [56]</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✔️</td>
<td>✔️</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

There is no authentication method that works for all types of applications. Each authentication method has its pros and cons. A combination of authentication methods could enhance security.
Appendix B

Proposed schemes

NOTE: A FORMAL SECURITY ANALYSIS AND A USABILITY CASE STUDY ARE REQUIRED TO DETERMINE WHETHER THE PROPOSED SCHEMES PROVIDE ENHANCED SECURITY AND/OR USABILITY TO CURRENT GRAPHICAL PASSWORD SCHEMES.

We propose ‘Shift-based’ and ‘Grid Mapping’ recognition-based graphical password schemes.

‘Shift-based’ scheme

The proposed ‘Shift-based’ scheme provides a new approach for the design of shoulder surfing resistant graphical password schemes. The proposed scheme differentiates itself from other graphical password schemes by being dynamic. It dynamically moves images for every user’s action in order to resist shoulder surfing attacks. The scheme steps are game-oriented. The aim is to provide a game-oriented mechanism to login. In most shoulder surfing resistant schemes, the user clicks near the pass-images or in the middle of pass-images, however in the proposed scheme the user does not click anywhere near the displayed images or the pass-images. The user clicks take place from 3 buttons which are outside the displayed frame of images. Moreover, the user inputs are different for every authentication session. There are few shoulder surfing resistant graphical password schemes. The design of graphical password schemes that resist shoulder surfing attacks, including video recording and spyware (screen-capture), is a research area that still needs to be addressed. The concept from the proposed ‘Shift-based’ graphical password scheme can be developed into further new dynamic graphical password schemes that are game-oriented and resistant to shoulder
surfing attacks. The proposed approach can be used in future research to develop robust shoulder resistant graphical password schemes.

'Grid-mapping-based' scheme

The proposed ‘Grid-mapping-based’ scheme is a recognition-based graphical password scheme with challenge response protocol, which requires mental processing. The user has to recognize pass-images then do some steps. The scheme provides two-factor authentication and aims to resist shoulder surfing attacks. It combines knowledge-based, token-based grid-card, and process-based authentication. For knowledge-based, the user has to recognize pass-images. For token-based, the user has a dynamic paper-based grid-card. For the process-based, the user has to map numbers to images and images to numbers. The grid-card is paper-based card, unlike event-based and time-based OTP tokens that rely on electronic devices, where a device can break, malfunction, or the battery could die [29]. The proposed grid-card has two sides and is the size of a credit card when folding it. One side of the card is ‘Numbers-Mapping-grid’, and on the other side of the card, it is ‘Images-Mapping-grid’. Since each grid box maps to a different grid box located at the other side of the card or at the displayed screen, the attacker has to guess the number or image of the mapping. The scheme aims to resist spyware. The spyware is located at the computer and the attacker does not have the grid-card. For each pass-image, there are 4 mapping steps. For each mapping step, there are 100 possibilities; making it $10^8$ possibilities. Since the spyware only records what displayed on the screen and the actions of the user, it is very complex for the attacker to obtain the pass-images. By using the grid-card, each pass-image displayed on the screen is mapped four times to reach a random image on the screen where the user has to click on it. Since the attacker can only observe what was clicked on the screen, he/she still has to guess the 4 mappings ($10^8$ possibilities) to obtain the pass-image. The proposed scheme uses the concept of paper-based grid-card and the concept of grid mapping. The proposed approach can be used in future research to develop a robust graphical password scheme that addresses spyware.
Shift Based Scheme

The ‘Shift-based’ scheme provides a new approach to graphical passwords by dynamically moving objects for every user’s action. The aim is to resist shoulder surfing attacks and makes the user feel like playing a game meanwhile shifting rows and columns.

Scheme Design

The proposed scheme is a recognition-based graphical password scheme. During registration, the user selects his/her N pass-images from a set of M images. During authentication, the scheme randomly displays the set of M images. The user has to find his/her pass-images and then shift rows and columns to match pass-images together. The authentication steps are performed in a game-oriented way. The values of N pass-images and the set of images M can vary depending on the application. In this work, we will have the values for N, and M to be 2, and 100, respectively. Figure-31 below displays M images in a RxC grid, where R is the number of rows, and C is the number of columns.
Figure 31: Scheme displaying M images, where M is 100 images.

From the displayed M images on the screen, the user has to perform the following steps:

- Find the two pass-images, ‘pass-image-1’ and ‘pass-image-2’
- Mentally keep the locations of the pass-images
- Shift rows and columns to match the pass-images horizontally (‘pass-image-1’ to the left of ‘pass-image-2’) by clicking on ‘Shift HORIZONTALLY’, ‘Shift VERTICALLY’, and ‘Reset’ buttons in a minimum way in order to match the two pass-images together.
- Click Submit

The buttons to perform the match are:

- ‘Shift HORIZONTALLY’: Clicking on ‘Shift HORIZONTALLY’ button will shift rows horizontally. Each row will either shift one step to the right, one step to the left, or stay still. The arrow direction located at the right side of each row indicates the horizontal shift direction, see figure-32. A ‘RIGHT-Arrow’ (→) will shift the row one step to the right. A ‘LEFT-Arrow’ (←) will shift the row one step to the left. And ‘No-Arrow’ () will not shift the row in any directions.
- ‘Shift VERTICALLY’: Clicking on ‘Shift VERTICALLY’ button will shift columns vertically. Each column will either shift one step upward, one step downward, or stay still. The arrow direction located below each column indicates the vertical shift direction, see figure-33. An ‘UP-Arrow’ (↑) will shift the column one step upward. A ‘DOWN-Arrow’ (↓) will shift the column one step downward. And ‘No-Arrow’ () will not shift the column in any directions.

- ‘Reset’: Clicking ‘Reset’ button will change the directions of all Horizontal and Vertical arrows to random horizontal and vertical directions.
**Scheme Scenario**

This section will provide more details about the scheme by providing a simple scenario. In the following scenario, the number of pass-images $N$ is 2, and the number of displayed images $M$ is 100. The user’s pass-images are:

‘Pass-image-1’: Earth icon 🌎, and ‘Pass-image-2’: Clock icon 🕒

During authentication, the user performs the steps explained in the previous section. From the displayed $M$ images, the user finds his/her pass-images. Then in a game-oriented way, the user has to match them horizontally together.

![Figure 34: Displayed M images](image)

From the displayed images, the user finds his/her pass-images. Figure-35 shows the pass-images in black boxes.
Figure 35: The user pass-images are shown in black boxes at locations 22, 65

The user has to match his/her pass-images (earth and clock icons) together. The clock icon (‘Pass-image-2’) has to be to the right side of the earth icon (‘pass-image-1’). The clock icon is located at (row ‘6’, column ‘5’), and the earth icon is located at (row ‘2’, column ‘2’), see figure-39. The arrow direction at row ‘2’ (earth icon row) is ‘RIGHT-Arrow’ and the arrow direction at row ‘6’ (clock icon row) is ‘LEFT-Arrow’. Clicking on ‘Shift HORIZONTALLY’ will shift row ‘2’ one step to the right, and will shift row ‘6’ one step to the left. The user does not have to click on ‘Reset’ button since the pass-images arrow directions will move the pass-images closer together. Therefore, the user clicks ‘Shift HORIZONTALLY’.
By clicking ‘Shift HORIZONTALLY’, the pass-images new locations are: 23, and 64, for earth, and clock icons, respectively. The clock icon is to the right side of the earth’s icon. Note that all rows shifted according to the arrow directions located at the right side of each row. No arrow at the right side of the row resulted in the row to stay unmoved.

The user now has to shift columns in a way to match the pass-images. By clicking ‘Shift VERTICALLY’, the pass-images will both move upward since the vertical arrow direction below each column of the pass-images are pointing upward. In this way, the pass-image will not match or get close to each other, see figure-36. The user clicks on ‘Reset’ button to get new directions for the arrows.

Figure 37: New arrow directions after the user clicks on ‘Reset’ button. Note that the new vertical directions for pass-images columns are both pointing downward.
As shown in Figure-37, the new vertical arrows directions for the pass-images are both pointing downward. The user has to click on ‘Reset’ button again to be able to shift columns ‘3’, and ‘4’ in a way to match the pass-images. The user clicks on ‘Reset’ button one more time.

![Figure 38: New arrow directions, after the user clicked on ‘Reset’ button. The new vertical directions for pass-images columns are shown in black boxes.](image)

As shown in figure-38, the new vertical arrow direction for column ‘3’ is ‘No-arrow’, and the new vertical arrow direction for column ‘4’ is ‘UP-arrow’. By clicking on ‘Shift VERTICALLY’, the pass-images will get closer together vertically. The user clicks on ‘Shift VERTICALLY’ button.

![Figure 39: Displayed M images after the user clicks on ‘Shift VERTICALLY’. The pass-images are shown in black boxes.](image)
To match the two pass-images, the user has to click on ‘Shift VERTICALLY’ three more times.

As shown in figure-40 above, the two pass-images matched each other. The scheme tracks every movement and knows that there is a match. However, the user can perform couple more random shifts in order to avoid submitting images that have the two-pass-images next to each other. In this scenario, the user then randomly clicks on ‘Shift VERTICALLY’ two more times, then clicks ‘Reset’ button, then click on ‘Shift HORIZONTALLY’ one time. Finally the user clicks on ‘Submit’ button.
After the user clicked ‘Submit’ button, the user is authenticated since the two pass-images made a match during the authentication session.

Choosing a pair of images: The aim of the scheme is to resist shoulder surfing attacks. To resist against video recorded sessions and spyware (advanced screen-capture), we can match different pair of images for every authentication session. We are working on a technique called ‘Get a pair of images from 4 pass-images’ technique that allows us to have a different pair of images to match for every authentication session. Instead of matching the pass-images, we can match two images that are chosen every time depending on the locations of the 4 pass-images. Once a user applies such a technique, the user can then apply the proposed ‘Shift-Based’ graphical password scheme. Applying the technique with ‘Shift-Based’ graphical password will make it difficult to get the password by shoulder surfing attacks, video recorded sessions, and spyware (advanced screen-capture).

Usability and Security Factors

Usability

For usability, factors to address are (i) easy to use, (ii) time to perform, (iii) and easy to remember. For ease of use, the scheme aims to be easy to use. For time to
perform, the scheme takes up to few minutes to login, however in a game-oriented way. And for ease to remember, the scheme aims to be easy to remember since the user has to recognize a few pass-images from a set of M images. A user case study on 20-30 users will take place to evaluate the usability of the scheme on computers, tablets, and mobile phones.

**Password Space**

The password space for this scheme is $C(N,K)$.

\[
\binom{N}{K}
\]

Choosing K pass-images from N images.

For $N = 100$, and $K = 2$, the password space is approximately $5 \times 10^3$

The password space is very small from this scheme. The proposed scheme can be an add-on to a text based password to add additional layer and to have a larger password space.

**Observation Attack**

There are many capture based attacks that graphical passwords have to address: (i) shoulder surfing, (ii) eavesdropping, and (iii) spyware [123].

**Shoulder Surfing**

Shoulder surfing attack takes place in various ways [37]; (i) mainly by an observer/attacker observing the user meanwhile the user is entering their password; and (ii) user is being recorded by an electronic device such as video cameras, and phones.

For (i), the scheme aims to resist against an observer. For (ii & iii), the scheme aims to be resistant to video recording and spyware for a couple of successful login sessions, without giving hints about the password to the observer/attacker. Analyzing the technique and other possible techniques, it was found that such techniques are not very strong against many recorded successful logins.
Eavesdropping

To assure prevention of eavesdropping, HTTPS should be used to provide security and confidentiality between the client and the server [123].

Spyware

The scheme does not address spyware.

Scheme Overview

The scheme aims to resist shoulder surfing attacks by having a dynamic movement of images for every action clicked by the user. The scheme can be an add-on to text-password to have a strong password size. The scheme benefits come with few drawbacks. To get authenticated, it takes from less than a minute to few minutes. However, the scheme steps are game-oriented. The user has to match two images together by shifting rows and columns. The scheme aims to resist key-logging and shoulder surfing attacks. In most shoulder surfing resistant schemes, the user clicks near the pass-images or in the middle of pass-images, however in the proposed scheme the user does not click anywhere near the displayed images or the pass-images. The user clicks take place from 3 buttons which are outside the displayed frame of images. Moreover, the user inputs are different for every authentication session.

For the proposed graphical password, mental processing (something the user processes) is required. The user has to recognize pass-images and then perform some steps. The scheme resists simple shoulder surfing, but is not strong against spyware and video recording for so many recorded successful logins. Moreover, the scheme benefits come with drawbacks. It takes a few minutes to get authenticated, which is longer than other graphical passwords schemes. Moreover, the user has to learn steps in order to enter the challenge response. However, the scheme is shift-based to match pass-images together. The steps are game-oriented, so the user feels like playing a game meanwhile
getting authenticated. The proposed ‘Shift-Based’ scheme is strong against key-logging, and aims to resist simple shoulder surfing. Nonetheless, the login inputs are different on every login session.

**Scheme Implementation**

The proposed ‘Shift-based’ graphical password scheme is implemented as Java Applets using NetBeans IDE 7.0. None of the images and icons belongs to us. The images and icons are taken from Microsoft Word several fonts including Webdings, Wingdings, Wingdings 2, and Wingdings 3. Paint and colors were added to some images.

**Future work**

We will create the ‘Get a pair of images from 4 pass-images’ technique in order to match different pair of images for every login. Once completed, security analysis and usability surveys will be conducted. Furthermore, the concept from the ‘Shift-based’ scheme can be developed into further new dynamic graphical password schemes in order to resist shoulder surfing attacks.

**Conclusion**

There are few shoulder surfing resistant graphical password schemes. Further research is required in shoulder surfing resistance schemes. We propose a new approach for the design of shoulder surfing resistant graphical password schemes. The ‘Shift-based’ scheme dynamically moves images for every user’s action in order to resist
shoulder surfing attacks. The scheme steps are game-oriented. The aim is to provide a game-oriented mechanism to login. Furthermore, the ‘Shift-based’ scheme provides a new approach to graphical password schemes in order to resist shoulder surfing attacks. The design of graphical password schemes that resist shoulder surfing attacks, including video recording and spyware (screen-capture), is a research area that still needs to be addressed.

**Grid Mapping Based Scheme**

In this section, we propose a ‘Grid-Mapping-based’ scheme that is based on two factor authentication.

**Scheme Design**

The proposed ‘scheme is a recognition-based graphical password with challenge response protocol, which requires mental processing. The user has to recognize pass-images then do some steps. The scheme is a multi-factor authentication. It combines knowledge-based, token-based, and process-based authentication. For knowledge-based, the user has to recognize pass-images. For token-based, the user has a dynamic grid-card. For the process-based, the user has to map numbers to images and images to numbers. The grid-card can be e-grid-card or physical grid-card. In this work, we will use the physical grid-card. Unlike event-based and time-based OTP tokens that rely on electronic devices, where a device can break, malfunction, or the battery die [29]. The proposed grid-card is a two sideway paper-based card, which has the size of a credit card when folding it. One side of the card is ‘Numbers-Mapping-grid’ that has a CxR grid, see figure-42. Where C is the number of columns, and R is the number of rows. Starting from the top-left, each cell has a unique number in the range of \([0, M-1]\).
Furthermore, each user will have a random set of numbers in their Numbers-Mapping-grid’ card.

<table>
<thead>
<tr>
<th>X</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>90</td>
<td>36</td>
<td>81</td>
<td>32</td>
<td>45</td>
<td>68</td>
<td>20</td>
<td>86</td>
<td>75</td>
<td>47</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>58</td>
<td>17</td>
<td>26</td>
<td>39</td>
<td>70</td>
<td>13</td>
<td>82</td>
<td>0</td>
<td>53</td>
</tr>
<tr>
<td>2</td>
<td>65</td>
<td>11</td>
<td>31</td>
<td>44</td>
<td>61</td>
<td>2</td>
<td>77</td>
<td>25</td>
<td>43</td>
<td>95</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>56</td>
<td>49</td>
<td>83</td>
<td>52</td>
<td>40</td>
<td>96</td>
<td>64</td>
<td>85</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>42</td>
<td>80</td>
<td>1</td>
<td>88</td>
<td>9</td>
<td>76</td>
<td>19</td>
<td>27</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>37</td>
<td>66</td>
<td>71</td>
<td>94</td>
<td>48</td>
<td>91</td>
<td>62</td>
<td>97</td>
<td>28</td>
<td>54</td>
</tr>
<tr>
<td>6</td>
<td>78</td>
<td>30</td>
<td>50</td>
<td>35</td>
<td>60</td>
<td>3</td>
<td>57</td>
<td>10</td>
<td>18</td>
<td>67</td>
</tr>
<tr>
<td>7</td>
<td>29</td>
<td>8</td>
<td>73</td>
<td>55</td>
<td>98</td>
<td>79</td>
<td>92</td>
<td>24</td>
<td>34</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>93</td>
<td>4</td>
<td>12</td>
<td>33</td>
<td>16</td>
<td>22</td>
<td>46</td>
<td>41</td>
<td>99</td>
<td>69</td>
</tr>
<tr>
<td>9</td>
<td>51</td>
<td>38</td>
<td>87</td>
<td>74</td>
<td>59</td>
<td>72</td>
<td>6</td>
<td>84</td>
<td>63</td>
<td>89</td>
</tr>
</tbody>
</table>

Figure 42: An example of a ‘Numbers-Mapping-grid’ card, for M equals 100

The other side of the card is ‘Images-Mapping-grid’ that has a CxR grid, see figure-43. Where C is the number of columns, and R is the number of rows. Starting from the top-left, each cell has an image and a number starting from (0) to (M-1). Furthermore, each user’s grid card will have the images ordered randomly in their ‘Images-Mapping-grid’ card.

Figure 43: An example of ‘Images-Mapping-grid’ card, for M equals 100
During registration, the user selects N images as pass-images from a set of M images. The values of N and M can vary. We suggest N to be 3 pass-images, and M to be 100 images. During authentication, the scheme randomly displays the set of M images in a CxR grid, see figure-44.

![Figure 44: A set of M randomly displayed images, where M equals 100.](image)

Where C is the number of columns, and R is the number of rows. Starting from the top-left image, each image has a location number. The images locations numbers start from 0 to 99, for M equals 100 images. During login session, the user has to perform the following steps:

Steps:

- The user has to find the N pass-images from the set of M images.
- From top-left, the user looks for N pass-images
- For each pass-image found:
  - The user finds the location ‘c’ of the pass-image, where ‘c’ is between 0 and 99:
User applies ‘NumbersGrid_MappingTo_ImagesGrid’ (see figure-45):

- The user looks in the number-based grid-card to find location ‘c’
- The user finds number ‘d’ inside the cell content of location ‘c’
- The user checks the displayed frame to find the image at location ‘d’
- The user finds image ‘i1’
- The user looks in the ‘image-based grid-card’ to find the location of image ‘i1’
- In ‘image-based grid-card’, location of image ‘i1’ is ‘e’
- On the displayed frame, the user clicks on the image at location ‘e’.

User applies ImagesGrid_MappingTo_NumbersGrid (see figure-46)

- The user looks in the ‘image-based grid-card’ to find location ‘c’
- The user finds image ‘i2’ inside the cell content of location ‘c’
- User checks the displayed frame to find location of image ‘i2’
- User finds location ‘f’
- User looks in the ‘number-based grid-card’ to find cell content at location ‘f’
- In number-based grid-card, the user finds number ‘g’ at location ‘f’
- On the displayed frame, the user clicks on image at location ‘g’

User repeat steps for the other pass-images
The user clicks on Submit button

**NumbersGrid\_MappingTo\_ImagesGrid** (summary):

Given: Pass-Image \( @ \) location \( \rightarrow c \),

The following are the steps, as shown in figure-45:

Step (1): NumbersGrid \( @ \) location ‘c’ \( \rightarrow \) number ‘d’

Step (2): Display Frame \( @ \) location ‘d’ \( \rightarrow \) image ‘i1’

Step (3): ImagesGrid \( @ \) image ‘i1’ \( \rightarrow \) number ‘e’

Step (4): Display Frame \( @ \) location ‘e’ \( \rightarrow \) CLICK on the image at location ‘e’

Therefore:

\[
[ \text{NumbersGrid} (‘c’) \rightarrow ‘d’ \rightarrow \text{Find it in Displayed Frame} \rightarrow @(‘i1’) \rightarrow \text{Get from ImagesGrid} (‘i1’) \rightarrow ‘e’ ]
\]
ImagesGrid_ MappingTo_NumbersGrid (summary):

Given: Pass-Image @ location \( 'c' \),

The following are the steps, as shown in figure-46:

Step (1): ImagesGrid @ location ‘c’ \( \rightarrow \) image ‘i2’
Step (2): Display Frame @ image ‘i2’ → number ‘f’

Step (3): NumbersGrid @ location ‘f’ → number ‘g’

Step (4): Display Frame @ location ‘g’ → CLICK on the image at location ‘g’

Therefore,

[ ImagesGrid (‘c’) → ‘i2’ → Find it in Frame → @('f') → Get from NumbersGrid (‘f’) → ‘g’ ]
Therefore, for each pass-image found, the user has to map the following in order to get the values of ‘e’ and ‘g’:

NumbersGrid (‘c’) → ‘d’ → Find it in Frame → @(‘i1’) → Get from ImagesGrid (‘i1’) → ‘e’

ImagesGrid (‘c’) → ‘i2’ → Find it in Frame → @(‘f’) → Get from NumbersGrid (‘f’) → ‘g’

After simple training, the user can perform the steps.

Scheme scenario

The user has a grid-card that has a table on each side. One side has a ‘number-based grid-card’ and the other side has ‘image-based grid-card’, as shown in figure-47.

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>90</td>
<td>36</td>
<td>81</td>
<td>32</td>
<td>45</td>
<td>68</td>
<td>20</td>
<td>86</td>
<td>75</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>58</td>
<td>17</td>
<td>26</td>
<td>39</td>
<td>70</td>
<td>13</td>
<td>82</td>
<td>0</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>65</td>
<td>11</td>
<td>31</td>
<td>44</td>
<td>61</td>
<td>2</td>
<td>77</td>
<td>25</td>
<td>43</td>
<td>95</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>56</td>
<td>49</td>
<td>83</td>
<td>52</td>
<td>40</td>
<td>96</td>
<td>64</td>
<td>85</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>42</td>
<td>80</td>
<td>98</td>
<td>91</td>
<td>82</td>
<td>75</td>
<td>19</td>
<td>27</td>
<td>14</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>37</td>
<td>66</td>
<td>71</td>
<td>94</td>
<td>48</td>
<td>91</td>
<td>62</td>
<td>97</td>
<td>28</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>78</td>
<td>50</td>
<td>50</td>
<td>35</td>
<td>60</td>
<td>3</td>
<td>57</td>
<td>10</td>
<td>18</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>29</td>
<td>8</td>
<td>73</td>
<td>55</td>
<td>98</td>
<td>79</td>
<td>92</td>
<td>24</td>
<td>34</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>93</td>
<td>4</td>
<td>12</td>
<td>33</td>
<td>16</td>
<td>22</td>
<td>46</td>
<td>41</td>
<td>99</td>
<td>69</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>51</td>
<td>38</td>
<td>87</td>
<td>74</td>
<td>59</td>
<td>72</td>
<td>6</td>
<td>84</td>
<td>63</td>
<td>89</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 47: The user grid-card having ‘number-based grid-card’ on one side and ‘image-based grid-card’ on the other side.](image-url)
The user pre-selected pass-images are: coffee cup, pencil, and apple.

Clock: ☑️, Bell: 🕛, Airplane: ✈️

During authentication, the scheme provides the user with a set of M images randomly ordered each time. The user has to find the N pass-images.

![Image](image_url)

*Figure 48: A set of 100 randomly displayed images*

The user pre-selected pass-images: clock, bell, and airplane are located at 61, 25, and 21 respectively. See figure-48.

**For Pass-Image (clock):**

It is located at number (61):

NumbersGrid (‘61’) → ‘30’ → Find it in Frame → @(‘Sand Timer’) → Get from ImagesGrid (‘Sand Timer’) → ‘28’

ImagesGrid (‘61’) → ‘Bus’ → Find it in Frame → @(‘54’) → Get from NumbersGrid (‘54’) → ‘48’
For Pass-Image (bell):

It is located at number (25):

NumbersGrid (‘25’) → ‘2’ → Find it in Frame → @('Book') → Get from ImagesGrid (‘Book’) → ‘33’
ImagesGrid (‘25’) → ‘Telephone’ → Find it in Frame → @('32') → Get from NumbersGrid (‘32’) → ‘49’

For Pass-Image (airplane):

It is located at number (21):

NumbersGrid (‘21’) → ‘11’ → Find it in Frame → @('Eyeglasses') → Get from ImagesGrid (‘Eyeglasses’) → ‘91’
ImagesGrid (‘21’) → ‘Smile Face’ → Find it in Frame → @('50') → Get from NumbersGrid (‘50’) → ‘37’

Therefore, the user has to click on 6 images at locations: 28, 48, 33, 49, 91, and 37.

Usability and Security Factors

Usability

For usability, factors to address are (i) easy to use, (ii) time to perform, (iii) and easy to remember. For ease of use, the scheme is not easy to use at the beginning. It requires the user to memorize couple of instructional steps. For time to perform, the scheme can take up to few minutes. Furthermore, for ease to remember, the scheme aims to be easy to remember since the user has to recognize a few pass-images from a set of M images. A user case study on 20-30 users will take place to evaluate the usability of the scheme on computers, tablets, and mobile phones.
**Password Space**

The password space for this scheme is $N^K$.

$N$ is the number of images, and $K$ is the number of mapped imaged to be clicked.

For $N = 100$, and $K = 6$, the password space is approximately $100^6 = 10^{12}$.

The password space is close to the text-based password space which is approximately $10^{14}$.

**Observation Attack**

There are many capture-based attacks that graphical passwords have to address:
(i) shoulder surfing, (ii) eavesdropping, and (iii) spyware [123].

**Shoulder Surfing**

Shoulder surfing attack takes place in various ways [37]; (i) mainly by an observer/attacker observing the user meanwhile the user is entering their password; (ii) user is being recorded by an electronic device such as video cameras, and phones. For (i), the scheme aims to resist against an observer. And for (ii), the scheme aims to be resistant to video recording. The scheme requires the user to have the NumberGrid and ImageGrid Card. Since each grid location maps to a different grid location, the attacker has to guess the number or image of the mapping. For each mapping step, there are 100 possibilities. For each pass-image, the end of the process is two clicks on 2 of the 100 images.

**Eavesdropping**

To assure prevention of eavesdropping, HTTPS must be used to provide security and confidentiality between the client and the server [123].

**Spyware**
The scheme aims to address spyware. A full security analysis will be provided to verify the claim.

**Scheme Overview**

The ‘Grid-Map-based’ scheme is based on two factor authentication. Its benefits come with drawbacks. It requires the user to remember instructional steps, and can take long time to perform. However, it provides two-factor authentication and aims to resist shoulder surfing attacks.
Appendix C

The following section provides a method to detect and recognize a human ear from a video. We can add ear detection and recognition to have a multimodal biometric system based on the fusion of face, voice, and ear biometrics.

![System Modules](image)

**Figure 49: System Modules**

Ear Detection and Recognition

An ear detection system can detect the user’s right or left ear [10]. When the user looks aside at angle 20 degrees or more from a straight pose, the system shall detect the ear. OpenCV can be used for ear detection by using [100]. [100] is a technique that is based on the Viola-Jones method to detect ears in real-time. The ear detector can detect ears in general, right ears, and left ears. For the right ear detection, ‘12x12 Right ear detector’ provided by [100] can be used. For the left ear detection, ‘12x12 Left ear detector’ provided by [100] can be used.
The detected ear at a specific face pose is compared to a template ear that has approximately the same face pose. This way, the detected ear and the template ear have approximately the same pose. Therefore, face pose estimation is required. We used a face pose approximation method that is based on the face and eyes detection. During the training phase, the user’s ear samples can be extracted from different face poses. The face poses can be between $-70$ degrees to $+70$ degrees from a frontal face pose. The method approximates the face pose based on the right and left eyes detection boxes around each eye. When the user has a frontal face pose, the sizes of the boxes around the right and left eyes are almost the same. If the user poses to their right side, the left eye box gets slightly bigger and the right eye box gets smaller until the user poses to a degree where the right eye box disappears. Vise-versa, if the user poses to the left side. The ratio between the sizes of the boxes can estimate the face pose. Therefore, the OpenCV [35] cascades were not only used to detect the users’ right and left eyes, but also to provide face pose approximation. The latter can be used to provide the system with the user’s face pose approximation in order to have the rotation/angle of the face pose of the test ear. Then, the detected ear is compared to an ear template that has approximately the same face pose. The cascade used is for right eye is the ‘Tree-based 20x20 right eye detector’ provided by [35]. Moreover, the cascade used is for left eye is the ‘Tree-based 20x20 left eye detector’ provided by [35].

For ear recognition, Eigenimage [75] approach can be used. The technique is well defined in [75, 120, 121]. If ear recognition is part of a multimodal biometric system, the computation results are sent to fusion module. A well-known one is Score level fusion [54]. We can then use the Min-Max Normalization [17, 54] and simple weighted sum rule [17, 21, 97, 129] as was done in chapter 3:

$$S_e = \frac{\text{Score}_e - \min_{\text{Score}}}{\max_{\text{Score}} - \min_{\text{Score}}}$$

Where, $\text{Score}_e$ is ear biometric score, $\max_{\text{Score}}$ is maximum score for ear, $\min_{\text{Score}}$ is minimum score for ear, and $S_e$ is the normalized ear score.

The normalized score can have a similarity score or a dissimilarity score [17, 54]. To have a common domain, the biometric trait scores based on dissimilarity scores
are converted to similarity scores [17, 54]. To convert dissimilarity score to similarity score, the dissimilarity score is subtracting from 1 [54]. The conversion of each score $S$ results in $NS$.

Applying the weighted sum rule results in [17, 21, 97, 129]:

$$N\text{Score}_{\text{Total}} = W_v * NS_v + W_f * NS_f + W_e * NS_e$$

Where, $N\text{Score}_{\text{Total}}$ is total score from the biometric traits, $W_v$ is weight for voice biometric, $W_f$ is weight for face biometric, $W_e$ is weight for ear biometric, $NS_v$ is the normalized score for voice biometric, $NS_f$ is the normalized score for face biometric, $NS_e$ is the normalized score for ear biometric. Each of weights $W$ is in range of $[0, 1]$ and the total weights sum equals to 1 [17, 54].

$$W_v + W_f + W_e = 1$$

The fusion module will send the result of $N\text{Score}_{\text{Total}}$ to the decision module. At the decision module, the $N\text{Score}_{\text{Total}}$ can be compared to a threshold value to determine if the claimed identity is a genuine or an impostor. The threshold value has to be selected in order to increase the True-Positive (GAR) and decrease False-Positive (FAR).

For face detection, ear detection, eye detection, face pose approximation, ear recognition, and cascade detectors, OpenCV and Matlab open-source code can be used. For ear recognition, open-source EigenImage implementation can be used. Adding those components will enable us to detect and recognize a human’s voice, face, and ear biometrics from a video.