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INTRODUCTION

Recent psycholinguistic insights into the nature of language and the performance of the language user have formed the basis for new theories of reading that offer a better understanding of the reading process. These psycholinguistic theories of reading have challenged many of the currently held assumptions regarding reading and the teaching practices based upon them. Educators have become increasingly aware of these theories and the pedagogical implications associated with them. Since psycholinguistic theories are already being used to justify educational practices, an area of current educational concern focuses upon the validation of these theories.

One of the most clearly delineated psycholinguistic theories of reading is that of Frank Smith\(^1,2\). A major postulate of his theory is that reading comprehension is dependent upon both the syntactic maturity of the reader and the syntactic complexity of the reading passage. While reading comprehension has been shown to be related to these


variables, the exact nature of that relationship has yet to be empirically verified.

Broadly stated, the purpose of the present study is to verify the postulate implicit in Smith's theory that reading comprehension is dependent upon both the syntactic maturity of the reader and the syntactic complexity of the reading passage. In particular, the research is designed to study the interaction effects of these variables on reading comprehension.

The study is organized into three chapters. The first chapter has two parts. The first part presents the theoretical rationale for the study. Smith's psycholinguistic theory of reading is examined with particular reference to the role of syntax within the theory. From this examination of Smith's theory the three hypotheses that form the basis of the study are derived.

The second part of the first chapter presents a review of the literature relevant to these hypotheses. This is itself divided into three parts. First, theoretical evidence in support of Smith's use of the notion of syntax is presented. This support is found in the theoretical work of Noam Chomsky. The second part of this section examines the psycholinguistic literature relevant to the role of syntax within Smith's theory. Finally, the literature relating to
INTRODUCTION

syntactic maturity and syntactic complexity in reading comprehension is examined in support of Smith's theory.

In Chapter II the experimental design is presented. The research instruments and research methods used in the collection of the data are described, the population sample examined and the statistical techniques adopted for the analysis of the data presented.

Chapter III presents the results of the investigation and a discussion of these results in terms of their theoretical and pedagogical implications. The study closes with a summary and a presentation of the conclusions of the study.
CHAPTER I

REVIEW OF THE LITERATURE

In order to develop the theoretical rationale for the proposed study, the major concepts essential to an understanding of Smith's theory are presented. The theoretical relationship of the major variables are developed and evidence in support of this relationship cited from a review of the literature.

1. Smith's Psycholinguistic Theory of Reading

Smith's\textsuperscript{1,2} theory of reading seeks to explain the reading process of the skilled reader. The major premise of the theory is that reading is not primarily a visual process. That is, reading involves the active use by the reader of his knowledge "about reading, about language, and about the world in general."\textsuperscript{3} As stated by Smith: "the actual marks on a printed page are relatively less important than the knowledge of language that a skilled reader has before he even opens the book."\textsuperscript{4}


\textsuperscript{3} Ibid., p. 6.

Smith considers reading within an information processing framework. The reader has available two sources of information:

... one that comes from in front of the eyeball, from the printed page, that I call visual information, and one that derives from behind the eyeball, from the brain, that I call nonvisual information.5

The visual information processed is considered to be distinctive features of the visual configuration. Visual configurations are defined as the collection of inkmarks upon the page.6 That is, they are the visual stimuli of reading. Features are elements of the visual configuration and are distinctive when their discrimination allows the reader to distinguish between different visual configurations.7

Nonvisual information is associated with the concept of redundancy. Redundancy is said to exist when information is available from more than one source.8 Smith postulates the existence of three sources of nonvisual information associated with redundancies in the visual stimuli of reading. These are: orthographic, syntactic, and semantic information.

7 Ibid., p. 5.
8 Ibid., p. 19.
Orthographic information is available because of the sequential redundancy of English spelling. Syntactic information is available because of the sequential redundancy of English grammar across sequences of words. Semantic information is available because of the redundancy of meaning within a sentence.\(^9\)

In Smith's theory, information is defined as the reduction of uncertainty.\(^{10}\) Uncertainty is reduced as the reader is able to discriminate features of the visual configuration, that is, as he processes information. When the reader has discriminated enough of the visual configuration to identify it, his uncertainty has been reduced to zero. In other words, the information processed has reduced the uncertainty of the reader regarding the visual configuration in front of him.

Comprehension is also defined by Smith as the reduction of uncertainty.\(^{11}\) The information that reduces the uncertainty of the reader, that allows him to comprehend what is read, is meaning. Thus:

\(^9\) Ibid., p. 219-220.
\(^{10}\) Ibid., p. 16.
\(^{11}\) Ibid., p. 185.
Meaning and comprehension may be regarded as reciprocal terms: meaning as the input to an information-processing decision-making system, and comprehension as the output. In other words, "meaning" and "information" are synonymous, as are "comprehension" and "uncertainty reduction".

The identification of a visual configuration is regarded as an act of categorization. This concept is borrowed from Bruner with Smith's concept of distinctive features being equivalent to Bruner's concept of attributes. Categories are specified cognitively by feature lists which are lists of those distinctive features of the visual configuration necessary for identification of that configuration.

Any set of features that will categorize an object is considered to be a criterial set. Smith proposes that more than one criterial set exists for any category. As these alternative criterial sets perform the same function, that is, identify the same category, they are said to be functionally equivalent.

---

16 Ibid., p. 76.
17 Ibid., p. 112.
According to Smith:

Every aspect of reading can be seen as a process of categorization. The identification of letters involves allocating the incoming of visual information (from the marks on the page) into a set of twenty-six pre-established categories, each associated with the name of a letter of the alphabet. The identification of words involves allocating the visual information to a much larger set of categories, each of which has the sound of the word as a name and also a number of related semantic connections or associations. Reading for comprehension (which I shall also term the identification of meaning) involves the allocation of visual information to category structures that represent meaning to the reader. In every case the same visual information is utilized, but it is allocated cognitively in a different way.\(^\text{18}\)

Categorization is carried out according to a feature analytic model. In that model the analyzers of the visual system examine the visual configuration for the presence or absence of distinctive features and transmit the results of these feature tests to the feature lists that specify the categories. A configuration is allocated to a category when the results of the featural tests meet the specifications of a criterial set. This relates the visual information to the acoustic and semantic features of the category.\(^\text{19}\)

As noted earlier, Smith proposes that the skilled reader uses the same visual information for three different identification processes. That is, he uses the distinctive

\(^{18}\) Ibid., p. 76-77.

\(^{19}\) Ibid., p. 214-215.
features of the visual configuration to reduce uncertainty as to letter, word, or meaning identification. The reduction of uncertainty for these three aspects of reading is independent in that the reader may apply visual information to any of the three aspects of uncertainty reduction without the prior reduction of uncertainty in any other aspect. 20 That is, letters, words, and meaning are directly identified from the processing of distinctive features of the visual configuration.

It has been shown that Smith considers the establishment of criterial sets of feature lists as a necessary condition for the immediate identification of letters, words, or meaning. Smith maintains that the redundancy that exists in language is the singular feature which makes this possible.

It will be recalled that redundancy is said to exist in the reading process whenever there is more than one source of information available to the reader. Three aspects of redundancy are identified by Smith, orthographic, syntactic, and semantic.

Orthographic redundancy is associated with the sequential redundancy of English spelling. That is, it is

20 Ibid., p. 213.
associated with "the redundancy within the structure of words because letters, or rather patterns of features, tend to occur only in certain combinations". Because of this redundancy the reader need not identify each letter in order to be able to identify each word. By spreading out the information across the entire configuration (word), the reader is able to establish a criterial set of features for the identification of the word using fewer distinctive features than would be required to identify each letter in the word. Thus, words can be identified immediately, without the prior identification of individual letters. In other words, fewer distinctive features are needed to identify a word as a whole because of the sequential redundancy existing within the letter arrangement of English words.

This contention is supported by the earlier work of Cattell who showed that from a single tachistoscopic exposure a skilled reader can identify only four or five unconnected letters but can identify ten letters when they

21 Ibid., p. 219.

are in the form of two unconnected words. It would appear that the reader is utilizing the orthographic redundancy available within the word structure to identify the words prior to the identification of the individual letters.

Syntactic and semantic redundancy exists across sequences of words. Syntactic redundancy is associated with the rules of language which specify the permissible combinations of words into phrases. Semantic redundancy is associated with the situational or contextual meaning that provides information about the interpretation of a word sequence. The same process that allows the skilled reader to establish criterial sets of features for immediate identification of words allows him to establish criterial sets of features for the immediate identification of meaning. The reader uses his knowledge that certain feature patterns cannot occur in the language to establish criterial sets for the immediate identification of meaning. This knowledge allows him to establish criterial sets for meaning identification composed of fewer distinctive features than would be required to identify individual words. That is, he requires less visual features to immediately identify meaning because of the syntactic and semantic redundancies existing across sequences of words. Thus, just as words are directly
identified without the prior identification of letters, so meaning is identified immediately without the prior identification of words.

Identification of meaning is said to be immediate because not enough features can be processed for the mediated step of letter or word identification. This is again supported by the work of Cattell. Just as more letters can be identified when they occur in a word, so more words can be identified when they occur in a meaningful sequence. From the same single tachistoscopic exposure needed to identify four or five unconnected letters or two unconnected words, four or five words in a meaningful sequence can be identified. In other words, a sequence comprising approximately twenty-five letters can be identified when orthographic, syntactic and semantic redundancies are present, while only ten letters can be identified when only orthographic redundancy is operative and only five letters can be identified when none of the three redundancies are operative. As the same amount of visual information must be processed for all three identification processes, it is evident that the reader is making use of his knowledge of the three sources of nonvisual information in the identification of words in meaningful sequences. As not enough visual information can be processed for the prior

23 Ibid., p. 13-25.
identification of the twenty-five letters or five words in the meaningful sequence, it appears as though meaning is being identified directly.

Smith maintains that the amount of visual information that can be processed is limited by physiological constraints inherent in the identification process. Redundancy allows the reader to overcome these physiological limitations by supplementing the visual information with nonvisual information. Accordingly, the use of nonvisual information is of critical importance in the reading process. This occurs when the reader, reading for meaning, is able to conduct feature analytic tests over larger areas of the visual configuration. As a result of this, the number of features processed remain the same, but represent samples from a larger area of the visual configuration.

Exactly the same visual analytic process allows for the identification of a letter or a word. The visual configuration is analyzed for distinctive features and is identified when a match is made between the distinctive features of the visual configuration and the cognitively specified feature lists. A letter is identified when it is allocated to one of twenty-six categories of the letter domain. A word is identified when it is allocated to one of an indefinite number of categories in the word domain. Thus,
the only difference is the set of alternative categories to which the input from the feature analyzers is directed.\footnote{Smith, \textit{Understanding Reading}, \textit{Op. cit.}, p. 25.}

For the identification of meaning there are not individual categories to which the input from the feature analyzers is directed. Instead, meaning is regarded as a reorganization of the cognitive structure. Smith holds that this may involve two or more categories. Meaning is accomplished "directly from the results of visual analyzer tests by the reorganization of cognitive structure based on the semantic associations of visual features, and on the rules of syntax."

The rules of syntax determine how the visual-semantic associations should be interpreted for a cognitive reorganization. This follows from Smith's adoption of the linguistic notion of deep and surface structure. According to this notion, the meaning, or semantic interpretation, of a sentence reside in its deep structure. It is related to the actual written sentence, the surface structure, by the rules of syntax. Thus, for the reader seeking to reduce meaning uncertainty, syntax "is the key to comprehending language".\footnote{Ibid., p. 38.} Regarding

\footnote{Ibid., p. 216.}
this consideration Smith has written:

... while a single distinctive feature may be sufficient to eliminate many letter or word alternatives, reduction of meaning uncertainty cannot take place without the additional application of rules of syntax.\(^27\)

To summarize, Smith proposes that in reading for comprehension, or extracting the meaning from the text, the skilled reader is able to make maximum use of all the redundancy available in written text. He does this by establishing feature lists for meaning identification that incorporates his knowledge of the nonvisual information of orthographic, syntactic and semantic redundancy of written language. This means that the feature lists he uses for meaning identification require less visual information to identify meaning than would be required to mediate meaning identification through the prior identification of words. In this way comprehension precedes the identification of words, and reading is not primarily a visual process.

As meaning resides in the deep structure of language, the skilled reader reading for comprehension must make use of the rules of syntax which constitute the bridge between the surface structure of visual configurations and

\(^{27}\) Ibid., p. 216.
the deep structure of meaning. As described by Smith:

The fluent reader can be regarded as crossing this bridge from the meaning side, merely sampling the visual information to confirm his expectations. In other words, analysis of meaning at the deep structure level leads to the analysis of the surface visual structure. Syntax is a tool that the fluent reader uses to predict what the surface representation should be, and he needs only a minimum of visual cues to provide a confirmation of that prediction - provided he is able to make use of redundancy accurately.  

Implicit in Smith's theory are three areas of consideration for both the educator and researcher. As a prime consideration marked differences in reading comprehension would be expected between children of differing syntactic maturity.

If, as posited by Smith, the skilled reader is the one who makes maximum use of the redundancies available in language to directly identify meaning (deep structure), then it would be expected that syntactically more mature students would be better readers than students who are syntactically less mature. It should be noted here that the assumption is being made that increased syntactic maturity reflects an increase in knowledge of the rules of syntax.

A second implication of the theory would indicate that the syntactic complexity of the reading passage would significantly affect reading comprehension. If the reader

28 Ibid., p. 221.
is making use of the rules of syntax to bridge deep and surface structure, then as sentences become syntactically more complex through the application of transformational rules to the deep structure it should become correspondingly more difficult to derive meaning from them.

As a third and final implication it would be expected that an interaction should occur between the syntactic maturity of the reader and the syntactic complexity of the reading passage. If the relationship between reading comprehension and syntax functions as posited by Smith, then the syntactic maturity of the reader and the syntactic complexity of the reading passage should interact in their effect upon reading comprehension. More specifically, the effect of a reader's syntactic maturity on reading comprehension would be expected to be greater as the syntactic complexity of the reading passage increases.

2. Review of the Related Literature

This section presents a selected review of the theoretical and empirical literature that relates to and supports the theoretical expectation that reading comprehension is dependent upon the syntactic maturity of the reader and the syntactic complexity of the reading passage and as such is not primarily a visual process.
Current linguistic concepts of the notion of syntax are presented and related to Smith's use of the term. Psycholinguistic research relative to this concept is also presented. A second part examines the literature that relates reading comprehension and syntax. This serves to establish the status of the proposed study in relation to previous research.

(A) Syntax

The concept of syntax used by Smith derives from transformational-generative grammar which is associated with the linguistic insights into the nature of language of Noam Chomsky. It is a descriptive, logically based grammar which attempts to describe the knowledge which people must have to produce and understand language. As such, it is concerned with the competence of the language user rather than his performance. That is, it attempts to describe the abstract, underlying form of linguistic knowledge a language user needs to generate grammatical sentences and distinguish between grammatical and un-grammatical ones. It does not take into account the many psychological variables that intervene to limit the actual performance of the language user.
As described by Chomsky\textsuperscript{29,30,31} the grammar of a language consists of three components; syntactic, semantic, and phonological. These components can be thought of as consisting of sets of rules which are used to generate spoken sentences. According to the theory sentences are represented at two levels - a deep structure which contains the meaning of a sentence and the surface structure which represents the meaning in spoken form. The relationships between the various components of the grammar are shown in Figure 1.

The syntactic component is central to the grammar as it generates both the deep and surface structure. It consists of two parts, a base component and a transformational component. Deep structure is generated by the base component. This consists of a set of phrase structure rules which specify the syntactic rules necessary for the construction of grammatical sentences and a lexicon which specifies the syntactic and semantic word features necessary for meaning interpretation. The transformational component

Figure 1: Chomsky's model of the speaker-hearer.
(From: Dominic W. Massaro, Understanding Language, New York, Academic Press, 1975, p. 333)
consists of transformational rules that are applied to the deep structure to produce the surface structure.

The deep structure also serves as input to the semantic component. Here semantic rules of interpretation are applied to the deep structure to derive meaning. In this way meaning is said to reside in the deep structure of a sentence.

The surface structure produced by the application of transformational rules to the deep structure serve as the input to the phonological component. This produces the spoken form of the sentence. In applying this to reading, it is assumed that a graphonic component operates in the same manner as Chomsky's phonological component to produce the written form of the sentence.

It seems apparent from the above discussion that the rules of syntax incorporated into Smith's theory of reading are the results of Chomsky's transformational rules that link deep and surface structure. That is, it is those syntactic rules that link the meaning of a sentence (deep structure) with its written representation (surface structure).

In the example below, sentences (1) to (6) provide a simple illustration of some transformational rules. All of these sentences can be generated from the deep structure
representation *John hit Mary* by the application to the deep structure of the transformational rules indicated. It should be noted that deep structure is an abstract entity whose structure is assumed on the basis of the meaning of a sentence and its syntax.

(1) John hit Mary.  
(2) Mary was hit by John. (passive transformation)  
(3) Did John hit Mary?  (question transformation)  
(4) John did not hit Mary. (negative transformation)  
(5) John didn't hit Mary. (negative and contraction transformation)  
(6) Didn't John hit Mary? (negative, contraction, and question transformation)

As noted earlier, Chomsky's theory of grammar is concerned with language competence. That is, he is only concerned with describing the grammar of a language not its actual use. While his competence model describes the relationship between components of the language, it says nothing about "which of these is selected 'first' and what is the 'direction' of the relationship."32 Smith, however, is concerned with the performance and must of necessity give directionality to the components. The question of the direction and order of relations between the components of Chomsky's grammar is an area of considerable controversy in current psycholinguistic research. In order to assess

32 Ibid., p. 214.
Smith's use of syntax in relation to current psycholinguistic research, a necessary first step is a clearer delineation of the role of syntax within Smith's theory.

Smith proposes two functions for syntax in the reading process. First, in establishing feature lists for meaning identification the reader uses his knowledge of syntactic redundancy, along with his knowledge of orthographic and semantic redundancy, to lessen his reliance on visual information. Massaro\(^{33}\) has argued that this does not imply a dynamic use of syntactic rules as the feature lists are pre-established. In defence of Smith, an interpretation of his theory that implies a more dynamic use of the redundancies available in the visual configuration is possible. It will be recalled that the reader establishes criterial sets of functionally equivalent feature lists that incorporate differing amounts of the different redundancies available in the visual configuration. Which particular criterial set the reader uses depends upon the differing amounts of redundancy present in the visual configuration to be identified. In other words, although the feature lists are pre-established and thus can be considered relatively static, the reader can choose between

\[\text{---}\]

several feature lists. This implies a more dynamic application of the syntactic rules.

How the reader establishes feature lists or what the distinctive visual features are, are not described by Smith. It seems clear that the reader must at least be making use of his knowledge of the rules that link deep and surface structure in order to make use of redundancies in the surface structure in the establishment of feature lists identifying meaning in the deep structure. That is, he is making use of cues in the surface structure which locate transformation that separate deep and surface structure.

The second function for syntax in Smith's theory involves the more dynamic application of the transformational rules. After directly identifying meaning, the reader uses his knowledge of syntax to predict what the surface structure should be. He confirms this by using minimum visual cues from the surface structure. Again, the reader is making use of his knowledge of transformational rules that link deep and surface structure, and in so doing the reader is behaving in a manner which is consistent with Smith's view of the reader.

In summary, Smith, like Chomsky, subscribes to a deep structure model that relates print to meaning through the rules that make up the syntactic component. In particular, Smith proposes a performance model in which the
reader uses orthographic, syntactic, and semantic cues in the surface structure to cue him to the deep structures of a sentence. Deep structure is directly identified from distinctive features of the visual configuration. The selectional features of the lexicon, along with the transformations specified in deep structure, are used to predict the words of the surface structure. These predictions are verified by minimal samplings of the surface structure.

Having examined the role of syntax within Smith's theory of reading, the next section considers the psycholinguistical research relevant to this role.

Three areas of psycholinguistic research relate to Smith's use of syntax. These are: (1) investigations into the psychological reality of deep and surface structure; (2) reports of subjects using surface cues to read the deep structure of a sentence, and (3) the use of transformational rules in sentence perception.

(1) The psychological reality of deep and surface structure has been fairly well established in psycholinguistic research. Typical of studies in this area are those of the click paradigm. Subjects are asked to locate the position in a sentence in which a short noise burst (click) is embedded. Results generally indicate that
subjects displace the click location to a part of the sentence that corresponds with a major grammatical break in either the surface structure\textsuperscript{34} or the deep structure\textsuperscript{35}. Other studies by Bever\textsuperscript{36}, Levelt\textsuperscript{37}, and Blumenthal\textsuperscript{38}, have also empirically established the sensitivity of the language user to the deep and surface structure of a sentence.

(2) Psycholinguistic investigations of sentence recognition tasks generally support the contention that subjects use cues in the surface structure to the deep structure. Fodor and Garrett\textsuperscript{39} investigated the

\begin{itemize}
\item \textsuperscript{34} P. G. Chapin, T. S. Smith and A. A. Abrahamson, "Two Factors in Perceptual Segmentation of Speech", \textit{Journal of Verbal Learning and Verbal Behavior}, vol. 11, 1972, p. 164-173.
\item \textsuperscript{35} T. G. Bever, J. R. Lackner and R. Kirk, "The Underlying Structures of Sentences are the Primary Units of Speech Perception", \textit{Perception and Psycholinguistics}, vol. 5, 1969, p. 225-233.
\end{itemize}
comprehension of embedded sentences as a function of the cues provided by pronouns. Results indicated that subjects found sentences like (7) with the pronoun left in were easier to paraphrase than those like (8) with the pronouns deleted:

(7) The shot which the soldier that the mosquito bit fired missed.
(8) The shot the soldier the mosquito bit fired missed.

They concluded that subjects were using the pronouns as cues to the deep structure relations between subject and object. Fodor, Garrett and Bever\(^{40}\), extending the investigation to verbs, showed that sentences with verbs that are compatible with only one deep structure were easier to understand than sentences with structurally ambiguous verbs.

Further support is provided by an experiment of Perfetti's\(^{41}\) investigating the relationship between lexical and grammatical words in sentence recognition. Lexical words include word classes such as nouns, adjectives, verbs and adverbs. New words can be added to lexical words. Grammatical words refer to classes such as articles and pronouns that are closed to new words. Using a ratio of lexical words


to grammatical words as a measure of lexical density, Perfetti found sentences of high lexical density more difficult in a sentence recall task. Thus, sentence (9) with seven lexical words proved more difficult than sentence (10) with five lexical words:

(9) The police watched nearly every move of the clever thief.
(10) The family has accepted an offer to purchase the house.

Greene\(^{42}\) suggests that this is the result of the sentence with more lexical words having undergone more deletion and contraction transformations leaving less grammatical cues to a further removed deep structure.

As a point of summary, two areas of psycholinguistic research have been presented in support of the role of syntax in Smith's theory of reading. Evidence in support of the psychological reality of deep and surface structure has been cited and the use by subjects of surface cues to reach the deep structure of a sentence has been established. The next section presents the results of research into the psychological reality of the use of transformational rules.

(3) Evidence in support of the use of transformational rules in sentence processing has been equivocal. Early

studies tended to support their use while later studies have failed to substantiate this.

Several earlier studies found that transforming kernel sentences into their passive, negative or interrogative form increases the difficulty that subjects have in processing the sentences.\textsuperscript{43,44,45} These studies also found a positive relationship between the time taken to process a sentence and the number of transformations in getting from the kernel form to other forms. Other studies have investigated this issue by using a short memory task.\textsuperscript{46,47} Results indicated that subjects were able to recall fewer words from transformed sentences than from kernel sentences leading to the conclusion that transformational rules require

\textsuperscript{43} George Miller, "Some Psychological Studies of Grammar", \textit{American Psychologist}, vol. 11, 1962, p. 748-762.


\textsuperscript{46} Harris B. Savin and Ellen Perchonock, "Grammatical Structure and The Immediate Recall of English Sentences", \textit{Journal of Verbal Learning and Verbal Behavior}, vol. 5, 1965, p. 348-353.

psychological processing space in short term memory. Later research has generally failed to support these findings. Results of these later studies have shown that earlier results were due mainly to confounding variables rather than to transformational complexity.\textsuperscript{48}

In summarizing the research into the use of transformational rules in sentence processing, Hellige has stated:

If transformational rules are functional, then it is probably late in the processing sequence, after meaning has been derived. ... there is little evidence that indicates transformation rules are applied in the immediate processing of a sentence string for understanding.\textsuperscript{49}

While the research is not supportive of the role of transformational rules in sentence processing it is not altogether inconsistent with the function these rules play in Smith's theory. Two factors concerning psycholinguistic research into the role of transformational rules in sentence processing can be used in support of Smith.

The first factor concerns the interpretation of results. Results generally indicate there is no one-to-one correspondence between the number of transformations in a


sentence and the difficulty involved in processing it. That is, a sentence with four transformations is not twice as difficult to process as one with two. Results are interpreted as showing that subjects are using cues in the surface structure to cue them to deep structure rather than de-transforming the surface structure to get to the deep structure. However, there is an important relationship between the number of transformations in a sentence and the number of cues in the surface structure. As the number of transformations increase, there is a tendency for the cues in the surface structure to become obliterated. In other words, sentences that are transformed tend to be more difficult because transformations delete cues in the surface structure. This is in accord with Smith's theory which predicts that difficulties in understanding sentences are dependent upon the semantic and syntactic cues available in the surface structure, or in the depth between the surface and deep structures reflected by the number of transformations that separate them. Therefore, the increase in the number of transformations can be considered as contributing to sentence complexity; not because it involves more de-transformations but because of the obliteration of surface cues.


The second factor concerns the notion of de-transformation. Most psycholinguistic studies into the effects of transformations on sentence processing have assumed that subjects use transformational rules to de-transform the surface structure in order to arrive at the deep structure. As noted above, results indicate that this is not strictly true. However, Smith proposes that the fluent reader characteristically uses transformational rules to predict the surface structure having directly identified the deep structure from the visual configuration. The statement of Hellige quoted earlier indicates support for this view.

Finally it should be noted that the majority of studies into the use of transformational rules in sentence processing use aurally presented single sentences in recognition tasks. This is sufficiently different from the reading process to question the validity of these results when applied to a reading task.

In summary, this section has presented a simplified description of Chomsky's theory of grammar as it relates to Smith's theory of reading. In the light of this description, the syntactic component in Smith's theory was further delineated, and its relationship to current psycholinguistic research was examined. This was shown to be generally
supportive of Smith's theory. The following section presents the literature relating to syntax and reading comprehension.

(B) Syntax and Reading Comprehension

Literature dealing with investigations into the relationship between syntax and reading comprehension consists of three main research approaches. One area comprises studies dealing with the analysis of oral miscues in reading. A second area of research has investigated the nature of the relationship between syntactic maturity and reading comprehension. The third area has examined the relationship between the syntactic complexity of the reading material and reading comprehension.

The analysis of oral miscues is associated with the theoretical work of Goodman. His theory of reading, developed prior to Smith's, is also considered within a psycholinguistic framework. Reading is considered to be a psycholinguistic guessing game in which "the reader picks and chooses from the available information only enough to select and predict a language structure which is decodable".52 Three interrelated cue systems are used by the reader - graphonic, syntactic and semantic. The proposal by Goodman that the errors

made in oral reading can be used to analyze the cue systems being used by the reader, has led to one avenue of research into the relationship between syntax and reading comprehension.

Siler\textsuperscript{53} analyzed the oral reading errors of second and fourth grade students reading sentences which had been violated syntactically, semantically, or both syntactically and semantically. Results indicated that syntactic violations were significantly more disruptive than semantic violations and syntactic and semantic violations were no more disruptive than syntactic violations. Results were interpreted as supporting reading models such as Smith's that are based on the interaction of graphic, syntactic, and semantic cue systems.

Ohaver\textsuperscript{54} used a sample of college freshmen with low reading performance to investigate the syntactic and semantic cueing used in oral reading. Dividing his subjects into a higher comprehension group and a higher vocabulary group, he found the higher comprehension group produced significantly more miscues than the higher vocabulary group. He concluded

\begin{itemize}
  \item \textsuperscript{53} Earl R. Siler, "The Effects of Syntactic and Semantic Constraints on the Oral Reading Performance of Second and Fourth Graders", \textit{Reading Research Quarterly}, vol. 9, No. 4, 1974, p. 583-602.
  \item \textsuperscript{54} Allan Roy Ohaver, "A Comparison of Semantic and Syntactic Cueing in Low Reading Performance College Freshmen", in Frank P. Greene, ed., \textit{Investigations Relating to Mature Reading}, Twenty-first Yearbook of the National Reading Conference, Milwaukee, NRC, 1972, p. 110-118.
\end{itemize}
that "higher comprehension subjects are probably reading deep
structure and hence producing more miscues when they re-
transform"\(^{55}\), a finding that accords well with Smith's theory.

An analysis of the oral reading errors of five-year-
old beginning readers by Clay\(^{56}\) revealed their reliance upon
the syntactic framework of the sentence when guessing at
points of uncertainty. The analysis indicated that "the
young child's guesses at point of uncertainty in his reading
tended to be dominated by his control of the syntax of his
language"\(^{57}\). In a somewhat similar study of the oral reading
errors of beginning readers, Weber\(^{58}\) concluded that beginning
readers were well aware of the grammatical constraints of the
reading passage.

The results of the studies on oral reading errors
reviewed above reveal the reliance of the readers on the syn-
tactic cue system in the reading passage and their awareness
of the syntactic constraints operating in language. While

\(^{55}\) Ibid., p. 117.

\(^{56}\) Marie M. Clay, "A Syntactic Analysis of Reading
Errors", *Journal of Verbal Learning and Verbal Behavior*,

\(^{57}\) Ibid., p. 436.

\(^{58}\) Rose-Marie Weber, "A Linguistic Analysis of
First-grade Reading Errors", *Reading Research Quarterly*,
oral reading is a different process from the fluent reading process Smith's theory seeks to explain, results can still be considered as supporting the role of syntax within his theory. A second area of research to be considered, the relationship between syntactic maturity and reading comprehension, is presented below.

The relationship between syntactic maturity and reading comprehension has been investigated by correlational studies and by studies that have compared the syntactic maturity of good and poor readers.

The general research design for correlational studies has been to use a standardized reading test to measure some facet of reading comprehension and correlate this with a measure of syntactic maturity.

Using the transformationally based Sentence Construction Test as a measure of syntactic attainment, Kuntz reports correlations of 0.68 and 0.80 between the reading achievement and syntactic attainment of seventh grade students. Harris using the same measure of syntactic attainment, found a correlation of 0.70 between the reading achievement and syntactic


attainment of second grade students. Similar findings are reported by Ribovitch\textsuperscript{61} using first graders and a different transformationally based syntactic maturity measure, and by O'Donnell\textsuperscript{62}, and Evanechko, Ollila and Armstrong\textsuperscript{63}, using a structuralist based measure of syntactic maturity.

Not all results have demonstrated a clear relationship between syntactic maturity and reading comprehension. Strickland\textsuperscript{64}, also employing a structural linguistic framework, investigated the relationship between the complexity of sentence patterns in children's oral language and reading achievement. She found a few significant correlations between the test variables at the grade six level but none at the primary level. She concluded that:

\textsuperscript{61} Jerilyn Kay Ribovitch, First-grade Children's Comprehension of Selected Oral Language Syntax and its Relationship to Reading Comprehension, Ph.D. Dissertation, University of Maryland, 1975.


No conclusions can be drawn from this study. More intensive research is needed at primary grade levels to ascertain whether there is any true relationship between the use of language and the development of skill in silent reading.65

Similar relationships between syntactic maturity and reading comprehension are reported for studies that have compared the syntactic maturity and reading comprehension of good and poor readers.

Vogel66 compared dyslexic and normal children and found the dyslexic children to be significantly deficient in oral syntax. Denner67 found that children classified as problem readers, and children expected to become problem readers, performed more poorly than normal children on tasks requiring syntactic competence. Fry, Johnson and Muehl68 observed that above average readers used more transformations

65 Ibid., p. 106.
in their oral language than below average readers. Calvert\textsuperscript{69} using a measure of syntactic maturity derived from Hunt's T-unit, found the oral language of reading achievers to be significantly more complex than under-achievers.

In an experiment to discover whether syntactic structure facilitates recall in good and poor readers, Weinstein and Rabinovitch\textsuperscript{70} had fourth grade students learn lists of nonsense elements that were either syntactically structured or unstructured. Findings indicated that good readers learned the structured list more rapidly than the unstructured list while poor readers performed equally poorly on both lists. It was concluded that:

The difference between the two groups of readers is their ability to make use of the information inherent in the grammatical structure of a sentence.\textsuperscript{71}

Investigations of the relationship between syntactic maturity and reading comprehension reviewed above suffer from the lack of a consistent interpretation of syntactic maturity. There is a tendency for researchers to construct


\textsuperscript{71} \textit{Ibid.}, p. 29.
their own measure of this variable based upon differing theories of syntactic complexity. While these are no doubt related, it is doubtful whether they are measuring exactly the same variable.

As a point of summary, the above section has dealt with the relationship between syntactic maturity and reading comprehension. Two types of studies were reviewed in support of the relationship. Correlational studies generally indicated a strong relationship between the two variables. They were also shown to be related by studies indicating good readers to be syntactically more mature than poor readers. The next section considers the research relating the syntactic complexity of reading materials and reading comprehension.

The third area of research to be examined bears upon investigations into the relationship between the syntactic complexity of reading passages and reading comprehension. Investigations employing a structural linguistic analysis of language will be considered first. This is followed by a review of studies based upon a transformational analysis of language.

Nurss⁷² employed a structural linguistic analysis in examining the relationship between syntactic structure

---

and reading comprehension in primary school children. Presenting subjects with one sentence stories of different syntactic complexity she assessed reading comprehension by a picture choice test and by oral reading errors. Results indicated that sentence complexity had some effects on oral reading errors but none on the picture-choice test.

More supportive results are found in the structuralist based studies of Ruddell\textsuperscript{73} and Tatham\textsuperscript{74}. Ruddell used data from the Strickland study\textsuperscript{75} to construct reading passages reflecting high or low frequency oral sentence patterns. He found reading comprehension scores to be higher on passages of high frequency patterns than on passages of low frequencies.

Tatham also examined the effects on comprehension of the use of frequent and infrequent oral language patterns. Two tests of thirty-seven questions were constructed, one using patterns that appear frequently in the oral language of second and fourth graders and one with patterns that

\begin{multicols}{3}
\begin{itemize}
\end{itemize}
\end{multicols}
appear infrequently in their oral language. Comprehension was tested by a picture identification task. Results indicated significantly more second and fourth graders obtained higher scores on the test written with the frequently used language pattern.

Some transformational studies have also examined the effects of altering the syntax of a reading passage to approximate the productive syntax of the reader. Peltz used a transformational analysis of language structure to test the effects of repatterning passages on the reading comprehension of tenth grade students. Passages from a tenth grade text were re-written to approximate the syntactic patterns found in a transformational analysis of the writing of tenth grade subjects, and comprehension of the passages was measured by the cloze procedure. Results indicated significantly more correct responses to cloze items on the re-written passages than on the original passages. It was concluded that repatterning content area material after the syntactic patterns of the reader is likely to have a positive effect on reading comprehension.

76 Fillmore Kenneth Peltz, "The Effect upon Comprehension of Repatterning Based on Student's Writing Patterns", Reading Research Quarterly, vol. 9, 1974, p. 603-621.
Smith used Hunt's T-unit as a basis for rewriting a reading passage at four different levels, grades four, eight and twelve, and an adult level. These were presented to 120 students from each of grades four through twelve. Comprehension was tested by the cloze technique. Results indicated that grade four, five and six students found the fourth grade writing easiest while older students found the eighth grade writing easier. Smith explains these results by hypothesizing that students read best material written near their own syntactic level.

Several studies have examined the effects that specific grammatical classes or specific transformations have on reading comprehension. The following are representative of this group.

Stoodt studied the relationship between understanding conjunctions and reading comprehension. She found


a significant correlation between fourth graders ability to identify relationships signalled by conjunctions and reading comprehension.

Fagan79 examined the effects on reading comprehension of the number and type of transformations in the reading passage. Forty-three transformations were identified from grade four basal readers and grouped into four categories; embedding, conjoining, deletion, simple and position-shift. Stories were drawn randomly from the same readers and re-written to include the transformations identified earlier. Comprehension was tested by means of a cloze test. Results indicated that the presence of deletion and embedding transformations tended to make sentence passages difficult for the grade four, five and six pupils. He further noted that the presence of redundancy in language made sentence difficulty more dependent on transformations than passage difficulty.

Fagan's study was extended by Malicky80 who investigated the effect of deletion transformations on the word identification and comprehension of first and second graders. Two reading passages were constructed. One version had odd


numbered sentences with deletion transformations and even numbered sentences with deletions left in the sentence. The other version reversed this structure. The cloze technique was used to assess comprehension and word identification was assessed by analysis of oral errors. Results indicated that sentences containing the deletion transformations were more difficult to comprehend than intact sentences. It was also found that deletion transformations affected comprehension more than word recognition.

Evans used two matched groups of twelfth graders to study the effect of transformational simplification on reading comprehension. Five passages from the Davis Reading Tests were simplified by de-transforming passive voice, relative clause and deletion transformations. One group read the simplified passages and one group the original passage. The result of a cloze type comprehension test and a multiple choice comprehension test showed significantly better scores for the group using the simplified passage.

Studies investigating the relationship between syntactic structure and reading comprehension have been reviewed in this section. Studies generally indicate that increasing

the syntactic complexity of a reading passage increases the difficulty of the passage. In particular, it would appear from the research that subjects read best material written with a familiar syntactical style. In the following section a summary of the review of the literature relating syntax and reading is presented and the research problem is stated.

3. Summary and Statement of the Research Problem

The literature reveals a clear and consistent relationship between various measures of syntax and reading comprehension. The syntactic maturity of the reader has been shown to be related to reading comprehension. Also, the syntactic complexity of the reading passage has been shown to affect reading comprehension.

Few if any studies have attempted to manipulate the syntactic complexity of the reading passage and study its effect on the reading comprehension of syntactically mature and immature readers.

Implicit in Smith's theory of the reading process is the postulate that reading comprehension is dependent upon the syntactic maturity of the reader and the syntactic complexity of the reading passage. The purpose of the present study is to consider this theoretical contention.
4. Hypotheses

In the light of the stated problem, the following hypotheses will be investigated:

1) Syntactically mature students will score significantly higher on tests of comprehension than students who are syntactically less mature.

2) Syntactically simpler reading passages are significantly easier to comprehend than syntactically complex passages.

3) There is significant interaction between the independent variables of syntactic maturity and syntactic complexity as they affect reading comprehension.
CHAPTER II

EXPERIMENTAL DESIGN

In this chapter the procedures involved in conducting the experiment to test the hypotheses outlined in the previous chapter are presented. The chapter begins with a description of the research instruments used in the project. This is followed by an outline of the research methods used in the collection of the data. Following this description the population sample is described and finally, the statistical techniques adopted for the analysis of the data are presented.

1. The Research Instruments

Two instruments were employed in the collection of the data: 1) a composition which was analyzed using Hunt's T-unit\(^1\) to assess syntactic maturity, and 2) a reading passage written at three different syntactic levels to which the cloze procedure was applied to assess reading comprehension. Each of these instruments will be discussed in detail.

1) In order to obtain a written language sample, subjects were required to write a composition about the best

or worst hour of their day. This title was previously used by O'Donnell\(^2\) in a study comparing two indices of syntactic maturity. Syntactic maturity was assessed by analyzing the compositions for mean T-unit length.

The concept of T-unit was developed by Hunt\(^3\) as the basis of a more reliable index of syntactic maturity than such previous measures as sentence length or clause length. A T-unit is a syntactic unit consisting of one main clause plus any subordinate clause attached to the main clause.\(^4\) It is grammatically capable of being considered a sentence and has the advantage over previous measures of being objectively identifiable and of being independent of the inconsistencies of student punctuation. It has the further advantage over previous measures of preserving all the subordination achieved by the student and all of his coordination of words, phrases and subordinate clauses.\(^5\)

In his study Hunt used the T-unit as a basis for several indices of syntactic maturity. As these tended to


\(^4\) Ibid., p. 20.

\(^5\) Ibid., p. 21.
be interrelated, and since one, mean T-unit length, incorporated the other indices, he found mean T-unit length to be the most useful measure of syntactic maturity.\textsuperscript{6}

Hunt found a steady, significant increase in mean T-unit length from grade four to grade eight to grade twelve.\textsuperscript{7} These findings were later supported by O'Donnell, Griffin and Norris\textsuperscript{8} in a study of children's syntax. They found increases in mean T-unit length for all grade levels from kindergarten through grade seven\textsuperscript{9} and concluded that "mean length of T-units has special claim to consideration as a simple, objective, valid indicator of development in syntactic control."\textsuperscript{10}

Since its inception by Hunt, mean T-unit length has been used in numerous studies of syntactic maturity in

\begin{itemize}
\item[9] Ibid., p. 44.
\item[10] Ibid., p. 98.
\end{itemize}
children's language development. It is calculated by segmenting the language sample into T-units and dividing the number of such units into the total number of words in the sample.

O'Donnell has compared mean T-unit length with several other indices of syntactic maturity. He found it to be highly correlated with Golub and Kidder's Syntactic Density Score ($r = .88$) and as mean T-unit length can be computed far more easily and economically, concluded it to be the more useful and useable of the two measures. Similar conclusions were drawn from a critical analysis of three indices of syntactic maturity.

The original findings of Hunt that mean T-unit length increases with grade level and their verifications in subsequent research, the extensive use of the T-unit in language development studies, and the high correlations between mean T-unit length and other syntactic maturity measures indicate


the validity of mean T-unit length as a measure of syntactic maturity. The most obvious limitations of this index lies in the fact that it does not discriminate among the various ways that length may be increased. As mean T-unit length was used in the present study merely to identify high and low syntactic maturity groups, however, this limitation is not crucial.

The Kuder Richardson reliability coefficient derived from a small segment of the present sample (N = 50) after a four week interval was .65.

2) The reading instrument used was the reading passage "Bee" developed by Smith\textsuperscript{14} and written at three different levels of syntactic complexity. Using data from a study by Hunt\textsuperscript{15} in which 4th, 6th, 8th, 10th and 12th graders and skilled adults were asked to rewrite a passage presented in the form of kernel sentences, and a base paragraph of twenty-four kernel sentences describing a bee's stinging, Smith wrote four passages representing the


syntactic level of writing of 4th, 8th and 12th graders and of skilled adults. That is, after determining what Hunt's subjects typically did with the kernel sentences, the passages were written accordingly "keeping all syntactic characteristic measurements as close to Hunt's means as possible." Thus the reading passages exhibit the syntactic characteristics of the average performance at each level. For the present study the passages representing 4th, 8th and 12th grade level of syntactic complexity were used and called low, average and high syntactic complexity respectively.

Vocabulary and content are held constant in the three passages and are sufficiently elementary that they would not be "foreign" to grade eight students. Thus Smith's instrument holds constant the semantic component of Frank Smith's theory while allowing for the manipulation of the syntactic component that is the focus of this study.

Reading comprehension was measured by applying the cloze procedure to the reading passages. This is a technique whereby words are deleted from a passage by some objectively specified process. Comprehension is measured by having


subjects fill in the blanks originating in the deletion process. The comprehension score is determined by dividing the number of correct responses by the total number of blanks in the passage.

Since its inception by Taylor the cloze procedure has attracted much research interest because it seems to offer a valid, convenient and completely objective method of constructing a test of reading comprehension. As defined by Taylor the cloze procedure is:

A method of intercepting a message from a "transmitter" (writer or speaker), mutilating its language patterns by deleting parts, and so administering it to "receivers" (readers and listeners) that their attempts to make the patterns whole again potentially yield a measure of their ability to deal with the general meaning and form intended.19

The basic theory behind the use of the cloze procedure as a measure of reading comprehension has been simply stated by Hafner: "The individual's choice of words is an index of his ability to comprehend reading matter."20


19 Ibid., p. 416.

Taylor\textsuperscript{21} and Rankin\textsuperscript{22} have similarly stated their belief that an individual's performance on a cloze test is indicative of his ability to understand the meaning of the material being read.

Several principles inherent in the cloze procedure correspond closely to the psycholinguistic theory of the reading process. It is based upon probability and syntactic and semantic cues have a constraining effect on the probability of occurrence of a particular word in a particular blank. The reader's ability to use these syntactic and semantic cues allow him to narrow down the choice of words that will fit into a particular blank. That is, the more familiar the content and the syntactic style, the greater is the redundancy and the more easily the reader comprehends the text. Thus the ability to successfully predict the cloze unit is indicative of the reader's comprehension of the passage.

Attempts to prove the validity of the cloze procedure as a measure of reading comprehension have largely dealt with the nature of the relationship between this measure and

\begin{itemize}
  \item \textsuperscript{21} Taylor, Op. Cit., p. 415-433.
  \item \textsuperscript{22} Earl F. Rankin, Jr., "The Cloze Procedure - Its Validity and Utility", in Oscar S. Causey and William Eller, eds., The Eighth Yearbook of the National Reading Conference, vol. 8, Fortworth, Texas, The Texas Christian University press, April 1959, p. 131-144.
\end{itemize}
standardized reading instruments or other procedures. High correlations between cloze tests and standardized reading tests are reported by Rankin\textsuperscript{23} and Bickley, Ellington and Bickley\textsuperscript{24} in reviews of the literature on the cloze procedure. Cloze scores have also been correlated with comprehension tests covering the same material to determine its validity as a measure of specific comprehension. Taylor\textsuperscript{25,26} found correlations ranging from .51 to .92 between cloze tests and comprehension tests made from the same material. Bormuth\textsuperscript{27} reported correlations of .73 to .84 between cloze tests and conventional test scores made on the same material and stated that the correlations approached 1.00 when corrected for the unreliability of the test.

\begin{itemize}
  \item \textsuperscript{27} John Bormuth, "Cloze Readability Procedure", \textit{Elementary English}, vol. 45, 1968, p. 431.
\end{itemize}
Factor analytic studies of the cloze procedure have been carried out by Kingston and Weaver and by Bormuth. The Kingston and Weaver study which concluded that "cloze tests are related only moderately to the verbal comprehension factor", was criticized on methodological grounds by Bormuth whose own study was an attempt to eliminate many of the limitations of the previous study. Bormuth found that one factor accounted for the preponderance of the variability and had no hesitation in calling this factor "reading comprehension".

Reliability of the cloze test has been assessed by test-retest and split-half reliability statistics. Walter in an historical overview of the cloze procedure, reports test-retest reliability coefficients ranging from .70 to .97 and split-half reliability coefficients as high as .97.


The validity and reliability of the cloze procedure are well summarized by Bormuth's statement that "cloze tests are valuable because they are highly reliable and valid, and can be easily and objectively constructed and scored." 33

Much research has been directed at the methodology for the construction and scoring of the cloze test. A deletion system of every fifth word with blanks of a standard length has been generally accepted for test construction. 34 The exact word response appears to be the most valid method of scoring cloze tests and has the advantage of eliminating any subjective judgements on the part of the scorer. 35 These procedures were used in the present study.

Research has shown that reliability coefficients are highest when cloze passages consist of at least 250 words. 36 Bormuth has shown that this length is required to have all sequences equal in difficulty. As the passages used in the present study were not of this length, all possible sequences of the every fifth word deletion schedule were used. That is, each passage was written deleting every fifth word

35 Ibid., p. 32.
36 Ibid., p. 32.
beginning with the second word, then written deleting every fifth word beginning with the third, then the fourth, the fifth and finally the sixth. In this way all words except for the first and the last were deleted in one of the forms.

In summary, this section has presented the two instruments used in the collection of the data. Two procedures, the T-unit analysis and the cloze procedure, have been discussed and the construction of the reading passages described. Copies of the two measuring instruments are included in the appendix. The following section describes the research methods used in the collection of the data.

2. Collection of the Data

Subsequent to the approval of the Peel Board of Education, the principals of the four schools involved in the study were contacted and meetings arranged with the grade eight English teachers. The teachers were told why the study was being conducted, the procedures to be followed, and exactly what was expected of them. A date was set within each school for administration of the instruments and arrangements made for each teacher to be given an envelope on the day of the test containing instructions and the test instruments for the students.
Two sets of test instruments were included in each envelope: the composition test instruments and the "Bee" comprehension test instruments. The set of "Bee" comprehension test instruments was composed of an equal number of each of the low, average and high syntactic complexity versions all of the same deletion sequence.

The teachers were asked in the instructions to administer the composition first, allowing thirty-five minutes for the student to complete the test (see Appendix 1). The teachers were further instructed to randomly distribute the "Bee" comprehension test instrument and allow students a full forty minutes to complete this test. Previous use of the instrument indicated that no student required more than forty minutes to complete the instrument. All testing was completed in back to back periods of forty minutes each.

3. The Sample

The population from which the sample was drawn was composed of the students enrolled in the grade eight classes under the jurisdiction of the Peel Board of Education. The Peel Board of Education, one of the largest in Ontario, administers the public schools in Peel County. The southern

37 William L. Smith, *The Effects of Syntax on Reading*, Op. Cit., p. 31
part of the county is heavily urban, consisting of the newly formed city of Mississauga, while the northern part of the county is predominantly rural.

The subjects in the study consisted of 971 students enrolled in four senior public schools randomly selected from all such schools of the Peel Board of Education. Two schools were in urban areas, one drew its students from both urban and rural areas, and one was largely composed of rural students. They were thus fairly representative of the total population. Twenty-four cases were excluded from the final analysis due to failure to complete one of the two tests, leaving a final sample of 947 grade eight students.

4. Statistical Design

In accordance with the hypotheses stated in Chapter I, the independent variables are level of syntactic maturity and type of syntactic complexity. The dependent variable is performance on the cloze test of comprehension.

Data was analyzed using a two factor analysis of variance (p < .05) as described by Keith.\(^{38}\) The design is illustrated in Figure 2. The first factor (A) is level of syntactic complexity. It includes three levels, low (A\(_1\)),

\(^{38}\) V. Keith, *Design and Analysis in Experimentation*, Ottawa, University of Ottawa Press, 1972, p. 98-128.
Figure 2: Statistical Design
average, \((A_2)\), and high, \((A_3)\). These correspond to 4th, 8th and 12th grade level of syntactic maturity respectively.

The second factor, \((B)\), is level of syntactic maturity. It has two levels, \((B_1\) and \(B_2)\), corresponding to a high and low syntactic maturity group. Each group consisted of persons who were among either the highest or lowest third of the distribution for syntactic maturity as assessed by mean T-unit length.

Homogeneity of variance was tested by Levene's test for homogeneity of variance.\(^{39}\) The Scheffe test\(^{40}\) was used in the post hoc procedures to test the interaction effects relevant to the hypotheses.

5. Summary

This chapter has been concerned with the experimental design of the study. A review of the literature pertaining to the instruments used to collect the data has shown them to be reliable and valid. The research methods used in the study have been outlined and the population sample described. The chapter concluded with a description of the statistical design of the study. In the following chapter the results of the data analysis will be presented.

\(^{39}\) Ibid., p. 128-129.

\(^{40}\) Ibid., p. 148-151.
CHAPTER III

PRESENTATION AND DISCUSSION OF RESULTS

In this chapter the results of the empirical investigation described in the preceding chapter are presented and discussed under the following headings: 1) recapitulation of research problem and hypotheses, 2) descriptive data, 3) results of the analysis of variance, 4) results of the post-hoc procedures, and 5) discussion of the results.

1. Recapitulation of Research Problem and Hypotheses

The present study was designed to answer the following research question: What are the effects of syntactic maturity and syntactic complexity on reading comprehension? From this definition of the problem, the following hypotheses were formulated:

1) Syntactically mature students will score significantly higher on tests of comprehension than students who are syntactically less mature.

2) Syntactically simpler reading passages are significantly easier to comprehend than syntactically complex passages.

3) There is significant interaction between the independent variables of syntactic maturity and syntactic complexity as they affect reading comprehension.
In accordance with the above hypotheses the independent variables are syntactic maturity and syntactic complexity, and the dependent variable is reading comprehension.

2. Descriptive Data

In the statistical analysis of the data, not all scores of the 947 subjects were used. A high syntactic maturity group and a low syntactic maturity group were identified by taking the upper third and the lower third of the mean T-unit distribution respectively. Table I shows the means and standard deviations for these two groups.

Subjects were randomly assigned to one of the three syntactic complexity groups through the random distribution of the reading passages. As this was carried out prior to the identification of the high and low syntactic maturity groups, the number of subjects in each of the six cells of the experimental design was not equal. In the final analysis of the data therefore twenty-four subjects were randomly dropped to give equal cell sizes of 101 subjects.

The dependent variable, reading comprehension, was measured by the cloze procedure. Table II presents the means and standard deviations of the dependent variable. These


TABLE I

Means and Standard Deviations of High and Low Syntactic Maturity Groups

<table>
<thead>
<tr>
<th>Group Classification</th>
<th>N</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Syntactic Maturity</td>
<td>314</td>
<td>14.10</td>
<td>1.7</td>
</tr>
<tr>
<td>Low Syntactic Maturity</td>
<td>316</td>
<td>9.12</td>
<td>.97</td>
</tr>
</tbody>
</table>
TABLE II

Means and Standard Deviations of Dependent Variable Scores for Each Group Involved in the Analysis of Variance (N=101)

<table>
<thead>
<tr>
<th>Group Classifications</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Syntactic Maturity</td>
<td>55.3267</td>
<td>12.4893</td>
</tr>
<tr>
<td>Low Syntactic Complexity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Syntactic Maturity</td>
<td>57.0990</td>
<td>13.2057</td>
</tr>
<tr>
<td>Average Syntactic Complexity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Syntactic Maturity</td>
<td>61.0099</td>
<td>14.5269</td>
</tr>
<tr>
<td>High Syntactic Complexity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Syntactic Maturity</td>
<td>53.5050</td>
<td>12.3163</td>
</tr>
<tr>
<td>Low Syntactic Complexity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Syntactic Maturity</td>
<td>48.8317</td>
<td>14.8129</td>
</tr>
<tr>
<td>Average Syntactic Complexity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Syntactic Maturity</td>
<td>42.4752</td>
<td>17.5861</td>
</tr>
<tr>
<td>High Syntactic Complexity</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
results are not completely in the direction predicted by the hypotheses under investigation.

An analysis of variance was carried out to determine if these findings were statistically significant. These results are presented in the next section.

3. Results of the Analysis of Variance

The analysis of dependent variable scores was conducted using a two-factor analysis of variance (p < .05). The first factor is syntactic complexity and the second factor is syntactic maturity.

The results of the analysis of variance are presented in Table III. Factor A, syntactic complexity, is not significant at the .05 level. Since the level of significance did not reach the .05 level, the null hypothesis relevant to the second research hypothesis cannot be rejected. The second research hypothesis stated above must therefore be rejected at the .05 level of significance.

Factor B, syntactic maturity, is statistically significant. This indicates that the null hypothesis that there is no difference between the comprehension scores of high and low syntactic maturity groups can be rejected. The first research hypothesis is therefore supported at the .05 level of significance.
### TABLE III

Results of the Analysis of Variance

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>ndf</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (syntactic complexity)</td>
<td>2</td>
<td>361.764</td>
<td>1.777</td>
<td></td>
</tr>
<tr>
<td>B (syntactic maturity)</td>
<td>1</td>
<td>13,791.883</td>
<td>67.730*</td>
<td>.0001</td>
</tr>
<tr>
<td>AB (interaction)</td>
<td>2</td>
<td>3,587.882</td>
<td>17,620*</td>
<td>.0001</td>
</tr>
<tr>
<td>R</td>
<td>600</td>
<td>203.631</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* p < .05
The interaction is also significant at .05 level of significance but post hoc tests are required to test the significance of the differences between mean scores of the high and low syntactic maturity groups on reading passages of different syntactic complexity. Results of the post hoc procedures are presented in the next section.

4. Results of the Post Hoc Procedures

The interaction hypothesis predicts that the difference between the means of the high and low syntactic maturity groups should increase as the syntactic complexity of the reading passage increases. Three contrasts of means were carried out to test the significance of these differences.

In order to further examine the second hypothesis, two further contrasts relevant to the differences in means between the high and low syntactic complexity groups of the high syntactic maturity subjects, and the high and low syntactic complexity groups of the low syntactic maturity subjects were carried out.

The Scheffe tests were employed for these five post hoc tests of significance (p < .05). The results of these five contrasts are presented in Table IV.
TABLE IV

Scheffe Simultaneous Confidence Intervals for Simple Contrasts of Means

<table>
<thead>
<tr>
<th>Contrast of Means</th>
<th>Scheffe Simultaneous Confidence Intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low Syntactic Complexity</strong></td>
<td></td>
</tr>
<tr>
<td>High - Low Syntactic Maturity Groups</td>
<td>1.822 ± 6.675</td>
</tr>
<tr>
<td><strong>Average Syntactic Complexity</strong></td>
<td></td>
</tr>
<tr>
<td>High - Low Syntactic Maturity Groups</td>
<td>8.267 ± 6.574*</td>
</tr>
<tr>
<td><strong>High Syntactic Complexity</strong></td>
<td></td>
</tr>
<tr>
<td>High - Low Syntactic Maturity Groups</td>
<td>18.535 ± 6.675*</td>
</tr>
<tr>
<td><strong>High Syntactic Maturity Group</strong></td>
<td></td>
</tr>
<tr>
<td>Low - High Syntactic Complexity</td>
<td>5.683 ± 6.675</td>
</tr>
<tr>
<td><strong>Low Syntactic Maturity Group</strong></td>
<td></td>
</tr>
<tr>
<td>Low - High Syntactic Complexity</td>
<td>11.030 ± 6.676*</td>
</tr>
</tbody>
</table>

* p < .05
5. Discussion of the Results

The hypotheses that formed the basis for the present study were derived from Smith's psycholinguistic theory of reading. Implicit in this theory is the postulate that reading comprehension is partially dependent upon the syntactic maturity of the reader and the syntactic complexity of the reading passage. The following three hypotheses were developed to test this postulate:

1) Syntactically mature students will score significantly higher on tests of comprehension than syntactically less mature students.

2) Syntactically simpler reading passages are significantly easier to comprehend than syntactically complex passages.

3) There is a significant interaction between the independent variables of syntactic maturity and syntactic complexity as they affect reading comprehension.

These hypotheses were tested by manipulating the syntactic complexity variable and noting its effect on the reading comprehension of a high syntactic maturity group and a low syntactic maturity group. Reading comprehension, the dependent variable, was measured by the cloze procedure.

The results of the investigation clearly demonstrate support for the major contention that syntactic maturity and
syntactic complexity are important factors in reading comprehension. The results, however, are not entirely consistent with the theory. This is clearly shown in Figure 3. While the results for the low syntactic maturity group are in the direction predicted by the theory, the results for the high syntactic maturity group are not.

The theoretical implications of these results are discussed in the following section. As hypotheses 1 and 3 are supported by the data, they are considered first. Hypothesis 2 is discussed at greater length and an interpretation of the results is offered. Finally, some pedagogical implications of the study are considered.

The results of the study support the first hypothesis. The rationale underlying this hypothesis is that since it is the skilled reader who makes maximum use of the redundancies available in language, it must also be the skilled reader who has the greater knowledge of syntax, that is, is syntactically more mature. Stated another way, a greater knowledge of syntax would be required in order to make use of the redundancies available in language.

It should be noted that while the data supports the hypothesis it says nothing about the validity of the underlying rationale. That is, the results cannot be used to prove that it is the use of the redundancies of language that
Figure 3. Mean Cloze Unit Scores for Each Syntactic Maturity Group on Each Level of Syntactic Complexity.
make the syntactically more mature subjects better readers. In fact, in light of the total results this is perhaps a too simplistic interpretation of the role of redundancy in reading. A different interpretation will be offered in discussing hypothesis 2.

The third hypothesis was also supported by the results of the study. The ordinal interaction is shown in Figure 3. Post hoc analysis showed that while the differences between the means of the high and low syntactic maturity group were not significant at the low syntactic complexity level, they were at the average and high syntactic complexity level. This is in accord with the theoretical expectations and supports the contention that syntactic complexity and syntactic maturity interact in their effect upon reading comprehension. Interpretations of this interaction are considered under the discussion of the second hypothesis.

The second hypothesis was not supported by the results of the study. According to Smith's theory an increase in syntactic complexity should lead to a decrease in reading comprehension. That is, as the syntactic complexity of the reading passage increases, it should become increasingly difficult to extract meaning from it. This follows from the role that Smith assigns to syntax in the reading process.
As stated by Smith, the rules of syntax serve two functions in the reading process. First, the reader uses his knowledge of the rules of syntax to establish feature lists that allow him to directly identify meaning. He is able to do this because of the redundancies available in the written text. One of these redundancies is syntactic redundancy. Second, having directly identified meaning, he uses his knowledge of the rules of syntax that link deep and surface structure (transformational rules) to predict what the surface structure should be. As sentences become more complex the number of syntactic redundancies become less and the distance between deep and surface structure increases, that is, the distance between the visual array and meaning. This indicates that it would be more difficult to extract meaning from a syntactically more complex sentence.

As Figure 3 clearly shows, while this is true for the low syntactic maturity group, the opposite occurs for the high syntactic maturity group. For this group comprehension increases as the syntactic complexity increases, or as is perhaps more accurate, comprehension decreases as syntactic complexity decreases. Results of post hoc analysis reveal the difference in syntactic complexity to be significant (p < .05) for the low syntactic maturity group but not for the high syntactic maturity group.
The findings suggest that when the semantic load is held constant, it is not the amount of syntactic redundancy or the depth between deep and surface structures per se that determines reading difficulty, but rather the level of syntactic complexity in relation to the syntactic maturity of the reader. What is being suggested is that splitting eighth grade students into high and low syntactic maturity groups resulted in the high group being closer to a grade twelve level of syntactic maturity and the low group closer to a grade four level of syntactic maturity. In other words, the subjects read best the material that was closest to their own productive syntactic level.

This suggestion finds support in the works of Tatham\(^1\), Ruddell\(^2\), Peltz\(^3\) and Smith\(^4,5\), reported in the

---


review of the literature. It will be recalled that Tatham and Ruddell reported higher comprehension scores for subjects on tests written with a frequently used language pattern, while Peltz found comprehension to be facilitated by rewriting content area passages to correspond to the syntactic level of the reader. Smith reported results that led him to the conclusion that students read best material written near their own grade level.

These conclusions can be restated in terms of Smith's theory. The results indicate that the reader is best able to use syntactic redundancies that are at his own productive level. That is, the feature lists that he establishes for the immediate identification of meaning incorporates his current mastery of syntax. As this mastery increases his feature list changes with it to take into account the changing syntactic redundancies he is utilizing. A change of syntax in the reading process disrupts the use he makes of these redundancies. However, it is not only a change up to a more complex syntactic structure with fewer redundancies, but also a change down to a less complex syntactic structure with more redundancies. In other words, there can be too much syntactic redundancy in the reading passage. This appears to interfere as much in the reading process as does too little syntactic redundancy. It is doubtful, therefore, in terms of syntactic
redundancy, that the skilled reader can be termed as one who makes maximum use of the redundancies available in the reading material. Rather, he can be described as making maximum use of the syntactic redundancies available in terms of his own syntactic maturity. It would appear therefore that the role of syntactic redundancy in Smith's theory of the reading process requires modifying to be consistent with the above interpretation of the results of this study.

The present study cannot claim to have supported or disproven Smith's contention of the use made of transformational rules in bridging deep and surface structures from the meaning side to predict surface structure. However, in view of the results of the present study, and the lack of strong support this received from psycholinguistic research, it is an area of the theory that requires further clarification.

The conclusions outlined above suggest one area for further study. The hypothesis that subjects read best material written closest to their own productive syntactic level could be tested by dividing subjects into groups corresponding to grades four, eight and twelve levels of syntactic maturity and comparing their comprehension scores on reading passages corresponding to grades four, eight and twelve levels of syntactic complexity.

To support the findings of the present study, further research using other grade levels is called for. However, it
should be noted that the present design may have to be modified in such research to account for a shifting toward the upper and/or lower extremes on the syntactic maturity continuum.

Another avenue for further research may be to repeat the present study extending the syntactic complexity to include a passage written in kernel sentences at the one extreme and an adult level syntax at the other. This would reveal whether the ordinal interaction changes into a dis-ordinal one at the lower extreme and if the difference between the two groups continues to expand at the upper extreme.

Finally, consideration should be given to the pedagogical implications of the study. The findings indicate the important effects that the syntactic maturity of the reader and the syntactic complexity of the reading passage have on reading comprehension. In particular, the findings were interpreted as indicating that readers read best material written at their own productive level of syntactic complexity.

In terms of syntactic complexity, the findings suggest that consideration should be given to the construction of controlled syntax books similar to the controlled vocabulary books now in use. Also, perhaps thought should be given to the construction of high interest-low syntactic complexity books for older readers of low syntactic maturity. It is also suggested that the syntactic complexity in controlled
vocabulary readers and the high interest-low vocabulary books in present use be examined.

In terms of the syntactic maturity of the reader, two pedagogical techniques are suggested by the findings. First, the findings that subjects read best material written at their own level of syntactic maturity suggests that reading level could probably be assessed by analyzing the syntactic complexity of student's written work. This is a factor that is presently not considered in assessing reading level. Second, it would appear reasonable to suggest that one area of instruction that could increase reading comprehension is the improving of the syntactic maturity of the reader. These implications suggest an area for further educational research.

In summary, the results of this study have been interpreted as supporting Smith's theoretical contention of the importance of syntactic maturity and syntactic complexity in reading comprehension. However, the results were not consistent with Smith's interpretation of the role of syntactic redundancy in reading comprehension. An alternative interpretation of this role was discussed. It was concluded that the results indicate that the reader uses best syntactic redundancies that are at his own syntactic productive level. The last part of this section considered some pedagogical implications of the study.

The study is summarized and the conclusions restated in the following pages.
SUMMARY AND CONCLUSIONS

The purpose of this study was to investigate the postulate implicit in Smith's psycholinguistic theory of reading that reading comprehension is partially dependent upon the syntactic maturity of the reader and the syntactic complexity of the reading passage.

The first section of the study considered Smith's theory of reading in terms of its syntactic component. It was demonstrated that Smith considers the reader as making use of his knowledge of syntax in two ways. First, in establishing feature lists for the immediate identification of meaning, he incorporates his knowledge of the syntactic redundancies available in the written language. Second, having identified meaning, he uses his knowledge of the rules of syntax to predict what the surface structure should be. As syntactic complexity decreases the number of syntactic redundancies available in language, and increases the distance between deep and surface structure, it was hypothesized that:

1) Syntactically mature students will score significantly higher on tests of comprehension than syntactically less mature students.

2) Syntactically simpler reading passages are significantly easier to comprehend than syntactically complex passages.

3) There is a significant interaction between the independent variables of syntactic maturity and syntactic complexity as they affect reading comprehension.
In order to support these hypotheses the theoretical work of Chomsky was examined and the psycholinguistic research arising out of Chomsky's theory of syntax reviewed. A review of the literature relating syntax and reading revealed general support for hypotheses 1 and 2. No studies were found that had directly investigated the interaction of the two independent variables.

To test the hypotheses two research instruments were employed. Subjects were asked to write a composition about the best or worst hour of their day. This was analyzed using Hunt's mean T-unit length as an index of syntactic maturity. A high syntactic maturity group and a low syntactic maturity group were identified on the basis of this analysis representing the upper and low third of the mean T-unit length distribution respectively.

A reading passage "Bee" was used to test comprehension. This passage was re-written to approximate the syntactic complexity of grades four, eight and twelve level writing. The cloze procedure was applied to these reading passages as a measure of reading comprehension.

The research sample consisted of grade eight students drawn from four schools randomly chosen from the senior public schools under the jurisdiction of the Peel Board of Education. A two-factor analysis of variance and post hoc
Scheffe simultaneous contrasts of means were used to analyze the data. Hypotheses 1 and 3 were supported by the data. Hypothesis 2 was not supported.

Results of the study were interpreted as supporting the contention of Smith that reading comprehension is partially dependent upon the syntactic maturity of the reader and the syntactic complexity of the reading passage. However, the results were not in the direction predicted by the theory. Smith's contention of the use of syntactic redundancy in the reading process was questioned in light of these results.

It was concluded that the results indicate that rather than making maximum use of the syntactic redundancies available in all writing, the reader uses best the redundancies closest to his own syntactic maturity level. It was suggested that Smith's theory be amended to reflect this different use of syntactic redundancy.

It was also suggested that the results are of some practical importance. Teaching implications include the use of student's writing as an indicator of reading level and the use of writing exercises that increase syntactic maturity to improve reading comprehension.

Recommendations for further research included an extension of the present study to include a higher and lower
syntactic complexity level, extensions to different age levels, and an experimental design to examine the major conclusion of this study that readers use best the syntactic redundancies in reading passages closest to their own syntactic maturity level. It was also pointed out that Smith's contention of the use made of transformational rules to bridge deep and surface structure is in need of clarification.
The classic text that introduced transformational-generative grammar. Chomsky proposes that the system of grammatical rules for generating sentences should consist of phrase structure rules, transformational rules and morphophonemic rules.

Presents the 'standard version' of Chomsky's transformational generative theory of grammar. The transformational generative approach to grammar is largely based on this version of the theory.

A critical summary of psycholinguistic research into the encoding and decoding of sentences is provided. It includes an excellent documentation of the case against generative syntax and for generative semantics.

A book presenting various theorists' perspectives on how linguistics apply to the reading process and the teaching of reading. Of prime importance is an article by Goodman reiterating his major thesis: that reading must be regarded as an interaction between reader and written language.

A book of readings relating psycholinguistics to reading. It includes an influential article by Kolers expounding on his contention that reading is only incidentally a visual process.

An insightful analysis of Chomsky's transformational-generative theory of grammar. The 1957 and 1965 versions of the theory are contrasted, a rationale for psycholinguistic research arising out of the theory is presented, and research based on the theory discussed.
A collection of articles elucidating the relationship between reading and language and explaining why reading should be regarded as a language-based process. Included are articles by Smith and Goodman on the psycholinguistic view of the reading process.

This paper presents the results of a study of the increase in the use of sentence combining transformations in school children. The concept of T-unit is introduced and shown to be a valid and objective index of syntactic maturity.

A pre-psycholinguistics text on reading first published nearly seventy years ago. Huey adopts the information-processing viewpoint of reading to explain the cognitive processes involved in transferring information from the printed page to the reader's mind. One of the conclusions drawn is that meaning precedes word identification.

This text provides a detailed and comprehensive coverage of the major concepts of transformational grammar. The major transformational rules are described and illustrated with appropriate examples.

An excellent primer to Chomsky's own work. Chomsky's major theoretical contentions are presented along with enough of the historical and technical background to allow for an understanding of his ideas.

Topics covered in this volume are speech perception, reading and psycholinguistics. The reading section adopts an information-processing approach and includes a fairly extensive section on feature analytic models of reading. The role of syntactic and semantic structure in language processing is discussed in the section on psycholinguistics.


This article critically evaluates various indices of syntactic maturity. One of the conclusions of the critique is that the T-unit is the most useful and useable index of syntactic maturity.


A review of research on cloze as a tool for measuring comprehension. The construction of a cloze test is described as well as the validity and reliability of such tests. Support for the cloze as a measure of comprehension is provided.


A collection of articles on reading grouped into three sections: processes, models, and issues in research and teaching. Psycholinguistic and information processing models receive considerable attention. Of particular interest is the article by Goodman contending that reading is a psycholinguistic guessing game. Several other articles support the psycholinguistic view of the reading process.


A systematic treatment of the theoretical underpinnings of psycholinguistics and a survey of psycholinguistic research.

This text presents Smith's major theoretical contention that reading is not primarily a visual process. Findings from the fields of cognitive psychology, psycholinguistics and communication theory are offered in support of this contention.


A book of readings focusing on three major contentions of Smith regarding the reading process: 1) only a small part of the information necessary for reading comes from the printed page, 2) comprehension must precede the identification of individual words, and 3) reading is not decoding to sound. Of special importance are two articles by Smith contending that reading for meaning is an immediate process and does not require the intermediate steps of word identification or decoding to sound.


This book provides an account of comprehension and learning from the point of view of a cognitive psychologist. Two themes are counterpointed: a) all children know how to learn, and b) there are severe restrictions within which this knowledge of learning must operate. Information-processing theory and psycholinguistics underlie the theoretical position outlined.


In this study Smith investigated the effects on reading comprehension of passages of different syntactic complexity. Nine different grade levels are used. Results indicated that students read best material that approximated their own syntactic productive level.


A fairly extensive review of the literature on the cloze procedure. Factors discussed include the origin and underlying theory behind the cloze procedure, the construction and evaluation of cloze tests, and the validity and reliability of this research instrument.
APPENDIX 1

INSTRUCTIONS TO TEACHERS
INSTRUCTIONS

First of all I would like to thank you for participating in this study. I appreciate your assistance.

Since experimental research must effect tight controls, and since I may have forgotten to tell you something when I briefly met with you, here are the instructions for administering the tests.

Enclosed in the envelope are two sets of test papers, one set contains the test papers for the composition, and the other the papers for the comprehension test. Both tests require a class period of at least 35 minutes for administration. Administer the composition first; the comprehension test should be administered immediately afterwards. Return both tests in the envelope to the Principal's office when completed.

A. Composition

1) Before beginning to administer this test make sure the students have a full 35 minutes remaining before they are scheduled for some other activity.

2) Before giving out the papers explain to the students that they will be required to write a composition describing either the best or the worst hour of their day. They are to describe what happens in that hour and explain why it is the best or worst hour of their day.

3) Give out the sheets and go over the information requested at the top of the page with the class. The following may help clarify this section:

   Name - first and last name
   Age - in years and months
   Sex - M or F
   Father's occupation - try to keep to one or two word titles; if one parent families, give Mother's occupation.
   Mother tongue - language spoken at home.

4) Ask students to write as neatly as possible and to hand in their papers when they are finished. Collect all papers at the end of the 35 minutes whether finished or not.
B. Comprehension

1) Before beginning to administer this test make sure the students have a full 35 minutes remaining before they are scheduled for some other activity.

2) As this test will only be valid if the student does all the work himself, it is better if students are seated in rows rather than groups. Also do NOT give the students any assistance. If a student cannot read the test, or wants to know what a word means, do not assist him.

3) The comprehension test consists of a cloze passage on bees. It has fifteen different forms so that students will not all be doing the same test. Give them out at random, trying to minimize the possibility of students being able to get answers from one another.

4) There are no time limits on this test, so allow the students all the time they need: however, no one should take longer than 30-35 minutes. If for some reason a student must be stopped before he has finished all that he can do, write the word "TIME" on the top of the test.

5) Ask the students to turn in their papers when they have finished. Make sure that they have put their names on the test. Those who finish early should read quietly so as not to disturb those still working.

   Again, thanks.

   Andy Manning
APPENDIX 2

COMPOSITION TEST INSTRUMENT
INSTRUCTIONS: On the lines provided below write a composition about the best or worst hour of your day.
APPENDIX 3

COMPREHENSION TEST INSTRUMENTS
The following instruments are facsimiles of the actual instruments except that the syntactic level of writing and the deletion sequence have been indicated. The first digit indicates grade level, the second deletion sequence.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The ________ protects his family. He _________ his stinger, and he _________ his enemies. The stinger _________ hooks on it, and _________ contains poison. The bee _________ the stinger into the _________, and the hooks dig _________ the skin, and when _________ bee flies away, the _________ hold tight, and the _________ pulls out of the _________. Muscles are in the _________, and they are little, _________ they move and push _________ stinger, and the stinger _________ deeper into the skin, _________ the muscles squeeze the _________ out. The sting causes _________, and the pain is _________, and the poison causes _________ skin to swell. The _________ should be scratched off _________, and then not much _________ gets into the skin, _________ the pain is less, _________ the swelling is less.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee ________ his family. He uses _________ stinger, and he stings _________ enemies. The stinger has _________ on it, and it _________ poison. The bee pushes _________ stinger into the skin, _________ the hooks dig into _________ skin, and when the _________ flies away, the hooks _________ tight, and the stinger _________ out of the bee. _________ are in the stinger, _________ they are little, and _________ move and push the _________, and the stinger goes _________ into the skin, and _________ muscles squeeze the poison _________. The sting causes pain, _________ the pain is sudden, _________ the poison causes the _________ to swell. The stinger _________ be scratched off quickly, _________ then not much poison _________ into the skin, and _________ pain is less, and _________ swelling is less.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee protects ________ family. He uses his ________, and he stings his ________. The stinger has hooks ________ it, and it contains ________. The bee pushes the ________ into the skin, and ________ hooks dig into the ________, and when the bee ________ away, the hooks hold ________, and the stinger pulls ________ of the bee. Muscles ________ in the stinger, and ________ are little, and they ________ and push the stinger, ________ the stinger goes deeper ________ the skin, and the ________ squeeze the poison out. ________ sting causes pain, and ________ pain is sudden, and ________ poison causes the skin ________ swell. The stinger should ________ scratched off quickly, and ________ not much poison gets ________ the skin, and the ________ is less, and the ________ is less.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee protects his _______. He uses his stinger, _______ he stings his enemies. _________ stinger has hooks on _________, and it contains poison. _________ bee pushes the stinger _________ the skin, and the _________ dig into the skin, _________ when the bee flies _________, the hooks hold tight, _________ the stinger pulls out _________ the bee. Muscles are _________ the stinger, and they _________ little, and they move _________ push the stinger, and _________ stinger goes deeper into _________ skin, and the muscles _________ the poison out. The _________ causes pain, and the _________ is sudden, and the _________ causes the skin to _________. The stinger should be _________ off quickly, and then _________ much poison gets into _________ skin, and the pain _________ less, and the swelling _________ less.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee protects his family. ________ uses his stinger, and ________ stings his enemies. The ________ has hooks on it, ________ it contains poison. The ________ pushes the stinger into ________ skin, and the hooks ________ into the skin, and ________ the bee flies away, ________ hooks hold tight and ________ stinger pulls out of ________ bee. Muscles are in ________ stinger, and they are ________, and they move and ________ the stinger, and the ________ goes deeper into the ________, and the muscles squeeze ________ poison out. The sting ________ pain, and the pain ________ sudden, and the poison ________ the skin to swell. ________ stinger should be scratched ________ quickly, and then not ________ poison gets into the ________, and the pain is ________, and the swelling is less.
The ________ protects his family by ________ his enemies with his ________ stinger which has hooks ________ it. As the bee ________ the stinger into the ________, the hooks dig into ________ skin, and when the ________ flies away, the tightly ________ hooks pull the stinger ________ of the bee. The ________ muscles in the stinger ________, pushing the stinger which ________ deeper into the skin. ________ muscles then squeeze the ________ out. The sting causes ________ sudden pain, and the ________ causes the skin to ________. If the stinger is ________ off quickly, not much ________ gets into the skin, ________ the pain and swelling ________ less.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee _________ his family by stinging ________ enemies with his poisonous ________ which has hooks on _________. As the bee pushes _________ stinger into the skin, _________ hooks dig into the _________, and when the bee _________ away, the tightly holding _________ pull the stinger out _________ the bee.

The little _________ in the stinger move, _________ the stinger which goes _________ into the skin. The _________ then squeeze the poison _________. The sting causes a _________ pain, and the poison _________ the skin to swell. _________ the stinger is scratched _________ quickly, not much poison _________ into the skin, and _________ pain and swelling are less.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee protects ________ family by stinging his ________ with his poisonous stinger ________ has hooks on it. ________ the bee pushes the ________ into the skin, the ________ dig into the skin, ________ when the bee flies ________, the tightly holding hooks ________ the stinger out of ________ bee. The little muscles ________ the stinger move, pushing ________ stinger which goes deeper ________ the skin. The muscles ________ squeeze the poison out. ________ sting causes a sudden ________, and the poison causes ________ skin to swell. If ________ stinger is scratched off ________, not much poison gets ________ the skin, and the ________ and swelling are less.
The bee protects his ________ by stinging his enemies ________ his poisonous stinger which ________ hooks on it. As ________ bee pushes the stinger ________ the skin, the hooks ________ into the skin, and ________ the bee flies away. ________ tightly holding hooks pull ________ stinger out of the ________. The little muscles in ________ stinger move, pushing the ________ which goes deeper into ________ skin. The muscles then ________ the poison out. The ________ causes a sudden pain, ________ the poison causes the ________ to swell. If the ________ is scratched off quickly, ________ much poison gets into ________ skin, and the pain ________ swelling are less.
The bee protects his family _____ stinging his enemies with ______ poisonous stinger which has ______ on it. As the ______ pushes the stinger into ______ skin, the hooks dig ______ the skin, and when ______ bee flies away, the ______ holding hooks pull the ______ out of the bee. ______ little muscles in the ______ move, pushing the stinger ______ goes deeper into the ______. The muscles then squeeze ______ poison out. The sting ______ a sudden pain, and ______ poison causes the skin ______ swell. If the stinger ______ scratched off quickly, not ______ poison gets into the ______, and the pain and ______ are less.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The ___________ stings his enemies with ___________ stinger in order to ___________ his family. The poisonous ___________ is pushed into the ___________. The hooks on the ___________ dig into the skin ___________ hold tight so that ___________ stinger pulls out of ___________ bee when he flies ___________. The movements of the ___________ muscles in the stinger ___________ it deeper into the ___________ and squeeze the poison ___________. The sting causes a ___________ pain, and the poison ___________ a swelling of the ___________. The pain and the ___________ are lessened if the ___________ is scratched off quickly, ___________ not as much poison ___________ into the skin.
The bee ________ his enemies with his ________ in order to protect ________ family. The poisonous stinger ________ pushed into the skin. ________ hooks on the stinger ________ into the skin and ________ tight so that the ________ pulls out of the ________ when he flies away. ________ movements of the little ________ in the stinger push ________ deeper into the skin ________ squeeze the poison out. ________ sting causes a sudden ________, and the poison causes ________ swelling of the skin. ________ pain and the swelling ________ lessened if the stinger ________ scratched off quickly, for ________ as much poison gets ________ the skin.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee stings _______ enemies with his stinger _______ order to protect his _______. The poisonous stinger is _______ into the skin. The _______ on the stinger dig _______ the skin and hold _______ so that the stinger _______ out of the bee _______ he flies away. The _______ of the little muscles _______ the stinger push it _______ into the skin and _______ the poison out. The _______ causes a sudden pain, _______ the poison causes a _______ of the skin. The _______ and the swelling are _______ if the stinger is _______ off quickly, for not _______ much poison gets into _______ skin.
INSTRUCTIONS: First read the following paragraph carefully. Then go back and fill in each blank with the word you think should go there. Put only one word in each blank. Write or print as neatly and clearly as you can. Try to fill in each blank. Work carefully and check your work.

The bee stings his ________ with his stinger in ________ to protect his family. ________ poisonous stinger is pushed ________ the skin. The hooks ________ the stinger dig into ________ skin and hold tight ________ that the stinger pulls ________ of the bee when ________ flies away. The movements ________ the little muscles in ________ stinger push it deeper ________ the skin and squeeze ________ poison out. The sting ________ a sudden pain, and ________ poison causes a swelling ________ the skin. The pain ________ the swelling are lessened ________ the stinger is scratched ________ quickly, for not as ________ poison gets into the skin.
The bee stings his enemies ________ his stinger in order ________ protect his family. The ________ stinger is pushed into ________ skin. The hooks on ________ stinger dig into the ________ and hold tight so ________ the stinger pulls out ________ the bee when he ________ away. The movements of ________ little muscles in the ________ push it deeper into ________ skin and squeeze the ________ out. The sting causes ________ sudden pain, and the ________ causes a swelling of ________ skin. The pain and ________ swelling are lessened if ________ stinger is scratched off ________, for not as much ________ gets into the skin.
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ABSTRACT OF

The Effects of Syntactic Maturity and Syntactic Complexity on Reading Comprehension: An Empirical Test of Smith's Psycholinguistic Theory of Reading

An examination was made of the effects of syntactic maturity and syntactic complexity on reading comprehension. Smith's psycholinguistic theory of reading was used as a framework for the following predictions: 1) that syntactically more mature students would be significantly better readers than syntactically less mature students, 2) that the syntactic complexity of the reading passage would significantly affect reading comprehension, and 3) that there would be a significant interaction between the independent variables of syntactic maturity and syntactic complexity as they affect reading comprehension.

A sample of 947 grade eight students was divided into a high syntactic maturity group and a low syntactic maturity group on the basis of a T-unit analysis of their written language. Syntactic complexity was manipulated through the use of a reading passage written at three different levels of syntactic complexity. Subjects were randomly assigned to

1 Andrew R. Manning, doctoral thesis presented to the School of Graduate Studies of the University of Ottawa, Ottawa, 1977
one of the three syntactic complexity levels. The cloze procedure was applied to the reading passage to test comprehension. Data was analyzed by a two-way analysis of variance technique.

Results indicated support for Smith's contention that reading comprehension is dependent upon the syntactic maturity of the reader and the syntactic complexity of the reading passage. However, the results were not in the direction predicted by the theory and were interpreted as indicating that readers read best material written closest to their own productive syntactic level. The role of redundancy in Smith's theory was questioned in light of these results.

Practical implications and directions for further research are presented.