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Abstract

The temperature of the flow entering a high-pressure turbine stage is inherently non-uniform, as it is produced by several discrete, azimuthally-distributed combustors. In general, however, industrial simulations assume inlet temperature uniformity to simplify the preparation process and reduce computation time. The effects of a non-uniform inlet field on the performance of a commercial, transonic, single-stage, high-pressure, axial turbine with a curved inlet duct have been investigated numerically by performing URANS (Unsteady Reynolds-Averaged Navier-Stokes equations) simulations with the SST (Shear Stress Transport) turbulence model. By adjusting the alignment of the experimentally-based inlet temperature field with respect to the stator vanes, two clocking configurations were generated: a vane-impinging (VI) case, in which each hot streak impinged on a vane; and a mid-pitch (MP) case, in which each hot streak passed between two vanes.

In the VI configuration, the hot streaks produced higher time-averaged heat load on the vanes and lower heat load on the blades. As the hot streaks in the VI case passed over the stator vanes, they also spread spanwise due to the actions of the casing passage vortices and the radial pressure gradient; this resulted in a stream entering the rotor with relatively low temperature variations. The hot streaks in the MP case were convected undisturbed past the relatively cool vane section. Relatively high time-averaged enthalpy values were found to occur on the pressure side of the blades in the MP configuration. The non-uniformity of the time-averaged enthalpy on the blade surfaces was lower in the VI configuration. The flow exiting the rotor section was much less non-uniform in the VI case, but differences in calculated efficiency were not significant.
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## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>area</td>
</tr>
<tr>
<td>$b$</td>
<td>spanwise coordinate</td>
</tr>
<tr>
<td>$C_p$</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>$C_x$</td>
<td>average axial velocity</td>
</tr>
<tr>
<td>$c_r$</td>
<td>blade axial chord</td>
</tr>
<tr>
<td>$e$</td>
<td>specific internal energy</td>
</tr>
<tr>
<td>$g$</td>
<td>any flow parameter of interest</td>
</tr>
<tr>
<td>$h$</td>
<td>specific enthalpy</td>
</tr>
<tr>
<td>$k$</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>$MW$</td>
<td>molecular weight</td>
</tr>
<tr>
<td>$N$</td>
<td>number of nodes, number of repeating domains</td>
</tr>
<tr>
<td>$N_{rt}$</td>
<td>number of rotor blades</td>
</tr>
<tr>
<td>$P$</td>
<td>static pressure</td>
</tr>
<tr>
<td>$Q$</td>
<td>threshold value used for identification of coherent structures based on the $Q$-criterion</td>
</tr>
</tbody>
</table>
\( Q_m \) threshold value used for identification of coherent structures based on the modified \( Q \)-criterion

\( R \) local radius of curvature

\( R \) gas constant

\( Re \) Reynolds number

\( r \) radial coordinate

\( s \) specific entropy, streamwise coordinate

\( T \) temperature

\( t \) time

\( U \) velocity magnitude

\( u, v, w \) streamwise, crossflow/secondary flow, and spanwise velocity components

\( u_i, u_j, u_k \) velocity vector in index notation

\( u_A, u_B \) velocity components along streamlines \( AAA \) and \( BBB \)

\( x, y, z \) cartesian coordinates

\( Y \) total pressure loss

\( Y_p \) total pressure loss coefficient

\( Y_r \) relative total pressure loss
Greek symbols

$\gamma$  ratio of specific heats

$\Delta$  difference in property

$\delta$  relative change in a flow parameter

$\delta_{ij}$  kronecker delta

$\epsilon_{ijk}$  Levi-Civita tensor

$\varepsilon$  turbulent dissipation rate

$\zeta_h$  enthalpy loss coefficient

$\zeta_s$  entropy loss coefficient

$\eta_{tt}$  total-to-total efficiency

$\eta_{ttis}$  total-to-total isentropic efficiency

$\theta_{rp}$  angle of rotationally periodic sector of full turbomachine

$\kappa$  coefficient of thermal conductivity of material

$\kappa_{eff}$  effective coefficient of thermal conductivity

$\kappa_t$  coefficient of thermal conductivity due to turbulence

$\Lambda$  ratio of number of rotor blades to number of stator vanes in a stage

$\mu$  kinematic viscosity

$\mu_{eff}$  effective turbulent kinematic viscosity

$\mu_t$  turbulent kinematic viscosity

$\nu_t$  turbulent eddy viscosity
\( \rho \)  
\( \tau_r \)  
\( \tau_t \)  
\( \Phi \)  
\( \phi \)  
\( \varphi \)  
\( \varphi_0 \)  
\( \omega \)  
\( \omega_s, \omega_b, \omega_n \)  

density  
rotor blade passing period  
turbulent shear stress  
residual for a given flow parameter  
flow coefficient  
circumferential coordinate  
circumferential phase shift  
specific dissipation rate, rotational speed in Einstein notation  
streamwise, spanwise, and normal components of vorticity
Subscripts

\( A, B \) associated with streamline \( AAA \) or \( BBB \)

\( av \) average property

\( b \) mass-weighted bulk property

\( i \) iteration or index number

\( i,j,k \) indices for Einstein notation

\( m \) associated with the property maximum

\( rel \) in the relative frame of reference

\( s,b,n \) streamwise, spanwise and normal components

\( t \) total property

\( tip \) associated with the blade tip

\( \infty \) inlet or farfield condition

\( 0 \) total or stagnation property

\( 1,2,3 \) property at state 1, 2, or 3

\( 01,02,03 \) total property at state 1, 2, or 3

\( 01s,02s,03s \) total isentropic property at state 1, 2, or 3

\( 1s,2s,3s \) isentropic property at state 1, 2 or, 3
Other notation

$\dot{g}$ mass-weighted average

$\tilde{g}$ density-weighted average

$\langle g \rangle$ ensemble of realizations

$g'$ fluctuating component

$\{ g'' \}$ velocity fluctuations unresolved by solving the URANS equations

$\{ u_i'' u_j'' \}$ Reynolds stresses

Acronyms

AES approximate error spline

AMG algebraic multigrid

CCF cross-correlation factor

CFL Courant-Friedrichs-Lewy number

CFD computational fluid dynamics

CS coherent structures

CT convergence threshold

DNS direct numerical simulation

FANS Favre averaged Navier-Stokes equations

FAS full-approximation storage
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCI</td>
<td>grid convergence index</td>
</tr>
<tr>
<td>HPCVL</td>
<td>High Performance Computing and Virtual Laboratory</td>
</tr>
<tr>
<td>LE</td>
<td>leading edge</td>
</tr>
<tr>
<td>LES</td>
<td>large eddy simulation</td>
</tr>
<tr>
<td>MP</td>
<td>mid-pitch configuration</td>
</tr>
<tr>
<td>OCE</td>
<td>overall convergence level</td>
</tr>
<tr>
<td>PS</td>
<td>pressure side</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds averaged Navier-Stokes equations</td>
</tr>
<tr>
<td>RBC</td>
<td>reflecting boundary condition</td>
</tr>
<tr>
<td>RNG</td>
<td>renormalization group</td>
</tr>
<tr>
<td>RSM</td>
<td>Reynolds stress model</td>
</tr>
<tr>
<td>S-A</td>
<td>Spalart-Allmaras</td>
</tr>
<tr>
<td>SS</td>
<td>suction side</td>
</tr>
<tr>
<td>SST</td>
<td>shear stress turbulent</td>
</tr>
<tr>
<td>TE</td>
<td>trailing edge</td>
</tr>
<tr>
<td>UDF</td>
<td>user-defined function</td>
</tr>
<tr>
<td>UFANS</td>
<td>unsteady Favre averaged Navier-Stokes equations</td>
</tr>
<tr>
<td>URANS</td>
<td>unsteady Reynolds averaged Navier-Stokes equations</td>
</tr>
<tr>
<td>VI</td>
<td>vane-impinging configuration</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Gas turbines are most prevalent in aerospace transportation systems, but are also quite commonly used for propulsion and power generation in marine and land vehicles. They are also common in stationary powerplants and other industrial applications, particularly when a relatively small size and portability are required along with significant power output. Decades of advancements in aerodynamics and materials science have allowed gas turbines to evolve into the engines in use worldwide today, which boast high power-to-weight ratios and high efficiencies. Significant efforts are under way to make further engine design improvements, in order to achieve lower fuel consumption and lower operational costs, as well as longer engine life, higher power output, and reduced size and weight.

1.1 Motivation

An important driving force in the continual development of gas turbines is that toward increasingly high combustor temperatures, and therefore higher turbine inlet tem-
peratures. This translates into higher cycle efficiency and power levels, and has become possible by the use of high-temperature materials and thermal barrier coatings, and by implementing sophisticated cooling strategies. However, inlet temperatures are still limited by the maximum sustainable temperature of the turbine materials. This results in a situation of diminishing practical returns associated with increased cooling flow rate, because the cooling air is extracted from the compressor has a significant effect on the engine’s overall performance. In engines with large inlet temperature variations, performance is then further reduced by the practice of designing for higher-than-mean temperatures, as the designer must design for the peak gas temperature when the temperature variation and its effects are not known. If the characteristics and influence of the inlet temperature field are sufficiently understood, the designer can prevent both excessive damage and wear due to higher than predicted temperatures as well as performance losses that arise from an excessively over-cooled turbine section. An effective cooling system in a turbine, especially in the rotor section, is often very complex and difficult to devise and implement (see Fig. 1.1).

Turbomachinery designers have traditionally relied upon analytical and empirical flow models based on data which may no longer be applicable to novel designs. The advent of Computational Fluid Dynamics (CFD) has allowed designers to apply much more complex models to turbomachine flow, including models which would previously have required prohibitively lengthy manual calculations. Following a continual growth of available computer resources and the development of more powerful numerical procedures, these flow models have become increasingly sophisticated and effective. Their aim is to predict complex flow
and heat transfer phenomena with high precision, and thus contribute to improvements in engine design and performance.

CFD analysis necessarily entails the use of many simplifying assumptions. Currently available computing power and models are not yet sufficient to permit one to simulate the operation of an entire engine, and it is necessary to study a single process or a part of the turbomachine separately. While doing so, in principle, it would be necessary to account for the effects of other related processes or interactions with other engine parts. In practice, however, this is only possible in a manner that is simplified, sometimes drastically. Considering a high-pressure turbine stage, the working fluid enters the stage from a duct following the combustors. Gas velocity and temperature in the duct are quite non-uniform, but it is common procedure in turbine simulations to assume that stage inlet conditions correspond

Figure 1.1: Schematic diagram of a modern gas turbine blade with common cooling techniques (Han (2004)).
to uniform mean properties, especially in cases in which determining more realistic flow characteristics would require unavailable experimental data or expensive numerical analysis. Unfortunately, in the case of turbines with large inlet temperature variations, the use of uniform mean properties would likely result in unrealistic results, particularly concerning temperature and heat transfer over different surfaces of the turbine stage. When designing for a component intended to rotate at 16 000 RPM and experience 50 000 times the acceleration of gravity (Povey et al. (2003)), and with combustor exit temperatures exceeding operating blade temperatures by as much as 1000 K, errors in these predictions can be disastrous.

Gas turbines are typically viewed as having azimuthal periodicity, a concept which generally holds for the fluid flow exiting from a modern annular or can-annular (or tubo-annular) combustor. Consequently, the time-averaged inlet temperature field would normally vary along the radial and circumferential directions of the turbine, with the fluid flowing along the axial direction. Experimental data describing the combustor outlet temperature field are significantly easier to obtain than the conditions inside the turbine section, allowing for at least an estimate of the turbine inlet temperature field if an engine with a comparable combustor is available for testing.

1.2 Objective and Scope

The objective of this study is to compare the results of three 3D unsteady simulations of a single-stage high-pressure turbine with inlet boundary conditions corresponding to three different temperature fields of equal mass-averaged mean. The comparison of these
simulations will serve to evaluate the effects of inlet temperature variation on turbine performance. One simulation has a uniform temperature field at the inlet and will be referred to as the “reference case”, as it represents the common type of inlet specification in industrial simulations. In both of the other two cases, the inlet temperature fields contain identical, azimuthally periodical hot spots, but the circumferential positions of the spots are shifted, such that in one case they impact on the stator vanes, whereas in the other they pass between vanes. The commercial CFD code Fluent 6.3.26 has been used for all simulations, and the grid geometry and mesh are identical for all three cases. The simulation geometry and inlet temperature variation were based on data provided by Pratt and Whitney Canada (P&WC) corresponding to a production turboshaft engine. This compact engine features a reverse-flow combustor (see Fig. 1.2), which produces a characteristic temperature field. The present results will provide information on the effects of employing a more realistic inlet temperature definition than is commonly used, and comparison between the two cases with hot spots will shed light on some of the benefits and drawbacks of each configuration.

Figure 1.2: Section view of gas turbine portion of a similar turboshaft engine. The reverse-flow combustor has been indicated by (a), and the simulated high-pressure stage has been indicated by (b). (Courtesy of the Aircraft Engine Historical Society.)
1.3 Outline

Chapter 2 provides a literature review of some previous work on the subject of hot streaks, primarily focusing on their definition and temperature-related effects. Chapter 3 includes background information on the basics of gas turbine flow, including secondary flows, vortex generation, and associated losses. Chapter 4 summarizes methods of turbulence modelling, numerical analysis, spatial discretization and simulation verification as they relate to this study. Chapter 5 outlines the procedure used for determining appropriate inlet temperature fields for specification as inlet boundary conditions. Chapter 6 summarizes the geometry, its discretization, and the numerical conditions and schemes used for the simulation of the turbine. Chapter 7 presents previously published results of the reference case, using a uniform inlet total temperature, so that they can be used for comparisons with the results of the present study. Chapter 8 presents the results of the two simulation cases using non-uniform inlet fields and compares these results to each other and to the reference case. Finally, Chapter 9 provides a summary of the hot streak case results, and suggests recommendations for potentially expanding the study.
Chapter 2

Literature Review

This chapter focuses on the available literature on flows through gas turbines with non-uniform inlet temperature. It describes the few available experimental studies and some numerical studies, which complement them. These results would be helpful in determining a sufficiently realistic inlet temperature field without extensive simulation and analysis of the combustor.

The flow of combustion products leaving the combustor is generally quite complex and depends on many factors. Nevertheless, the evolution of temperature variation of this fluid in power systems with similar overall designs is rather insensitive to minor geometric differences. Many published papers are concerned with temperature profiles in conventional ‘straight-through’ combustion chambers and transition ducts, which are the easiest to analyze and are the most commonly studied. Although the turboshaft engine of interest in the present research is of a different design, using a compact reverse-flow combustor, the general trends observed in conventional systems are still relevant as they can be adapted to
the present interests following some slight adjustments.

### 2.1 Inlet Temperature Distribution

The common view of the radial temperature profile at the exit of a combustor is that it extends from a relatively low temperature near the walls (due to the injection of cooling air through secondary dilution holes) to its maximum temperature near midspan (Joslyn and Dring (1989)). The radial temperature profile used by Qingjun et al. (2007) in their simulations shows the same trend, with the expected maximum temperature near the blade’s midspan falling to relatively low temperatures near the root and tip in a parabolic-like decay.

This trend is supported by the industrial design limits for RTDF (Radial Temperature Distribution Factor) presented by Alkabie (2000), which are typical constraints for the exit plane of a combustion system. Gundy-Burlet and Dorney (1997) simulated hot-streak effects using a hyperbolic-tangent temperature distribution, which also corroborates the general shape of the radial profile. The temperature profile generated in the experiments of Povey et al. (2003) and Povey et al. (2007) follows a similar parabolic-like trend, as does their comparison data taken from an existing engine.

The temperature field at the inlet of a turbine also varies significantly in the circumferential direction, due to the unavoidably discrete elements of combustor geometry, which include fuel injectors and cooling fluid flows. The inlet profiles used in numerical simulations are usually considerably simplified, as they do not generally incorporate mixing and turbulence factors, but they simply accept that the peak temperatures correspond to
the location and configuration of combustor and duct geometry (Qingjun et al. (2007)). As the parts of the fluid stream that have a higher temperature, or hot streaks, flow through the transition duct toward the turbine, they are mixed and diffused until they become somewhat less distinct. Both the numerical and experimental combustor exit profiles published by Li et al. (2006) show the existence of distinct hot streaks interacting with the cooler fluid as well as each other. The temperature fields also maintain the radial variation mentioned previously, with the central hot streaks surrounded by cooler regions near the duct boundaries.

The generated inlet temperature fields studied by Povey et al. (2003) and Povey et al. (2007) are quite similar to those found by Li et al. (2006), in that the hot streaks are clearly subject to mixing and diffusion, while maintaining their general position near the centre of the flow field as they get convected downstream. These artificially-produced profiles seem to be marginally more coherent and uniform than those produced by an actual combustor, which is likely due to the assumed conditions that have a lower turbulence and a more uniform geometry than those in the actual case. A temperature profile measured at the exit of a typical military combustor (Povey et al. (2007)) illustrates that, while the hot streaks have diffused together to a much greater extent, the peak temperatures can still be identified and a strong radial gradient persists due to coolant flow. Although it is not clear what type of engine these data represent, they seem to agree with the trend observed in data provided by P&WC, specifically that the temperature peaks are skewed toward the duct casing, rather than being centred between the endwalls as in straight-through combustor flow.
2.2 Hot Streak Clocking

When evaluating the effects of inlet hot streaks on an operating turbine section, it is important to note that both the vanes and the rotor blades will be affected. It would be desirable to have an equal number of hot streaks and stator vanes, in order to design the engine in such a way that the vanes will have consistent spatial correlations with these regions of elevated temperature. This arrangement, known as clocking, can be used to direct each hot streak either to the leading edge of the stator vane or to the passage between two vanes, according to the desired effect.

In the case of the hot streaks impinging on the leading edge of the stator vane, the hot streak envelops the vane, thus imparting high temperatures and increasing the heat load on the vane’s cooling system. The hot streak is largely diffused as it flows into the rotor section. In the opposite configuration, the hot streak convects predominantly undisturbed past the cooler vane section, then comes into contact with the moving rotor blades and increases their temperature and cooling requirements. The hot streaks are chopped by the rotor and continue as hot spots into the following section of the turbine. These two clocking configurations are widely used for hot streak analysis, as they represent the extremes of interaction between the hot streak and the turbine’s surfaces.

In the experiments conducted by Povey et al. (2007), both of these clocking configurations were to be investigated, as well as case with a uniform mean temperature. However, the temperature profiles were positioned in such a way that they were geometrically aligned with respect to the vanes, and the flow field near the leading edge of the vanes was not taken into account. The local flow direction had the effect of shifting the location of the
peak temperature with respect to the leading edge, specifically toward the suction side of the vane. Thus, the regions of highest and lowest temperatures were in contact with the suction side for the profiles intended to be aligned with and between the vanes, respectively. The temperature of the fluid along the pressure side of the vanes varied much less, remaining at intermediate values in both cases. This oversight highlights the necessity of accurately predicting the displacement effects of the flow directly upstream of the vanes if clocking is to be effectively incorporated into gas turbine design.

### 2.3 Buoyancy and Centrifugal Effects

The presence of a non-uniform temperature field at the turbine inlet influences the flow in the turbine because it introduces density variations, which interact with pressure gradients and rotation effects to give rise to buoyancy and centrifugal forces. These interactions have been investigated by Shang and Epstein (1997), who devised a method for estimating the radial displacement of hot streak fluid by using a set of radial equilibrium equations to evaluate the displacement of a hot streak introduced at the midspan toward the hub.

Shang and Epstein (1997) initially performed a force balance on a fluid element from the peak temperature region of the hot streak as it is transported along the pressure surface. Combined with a number of assumptions based on the nature of the flow and the turbine itself, this analysis yielded a single equation which allows for the estimation of the radial displacement of a hot streak’s core fluid. A comparison between this estimation and the core trajectory as computed by a CFD solution showed fairly close agreement, indicating
that the simple analysis was able to capture the essential physics of this process.

An evaluation of the terms in this equation provided Shang and Epstein (1997) with indications of the nature of buoyancy in the rotor. It was found that the effect scales linearly with hot streak temperature, and that the effect is more pronounced at lower values of the nondimensional flow coefficient. Specifically, buoyancy was found to be inversely proportional to the square of the flow coefficient $\phi^1$. It was concluded that the influence of buoyancy, combined with the segregation effect (see Section 3.5.2), tends to move the hot streak toward the hub of the blade. Mathison et al. (2010) also found that the effect of buoyancy tends to promote the spread of higher temperature fluid toward the hub.

2.4 Published Observations

Dorney and Gundy-Burlet (1996) found that, for both two- and three-dimensional unsteady simulations, a hot streak impinging on the first-stage stator is convected with the stator’s wake, greatly reducing the time-averaged temperatures on the pressure surfaces of the downstream blade rows from those observed with the hot streak passing between stator vanes. Although these early simulations were somewhat simplified, they were among the first to address the problem.

Povey et al. (2007) were able to measure the variation of the heat transfer rates over the surface of the vane (at 50% span) and the endwalls for each of their experimental configurations. The rate of heat transfer on the pressure side of the vane was insensitive to the inlet profile, which would be expected as this side was not subjected to significantly

$^1\phi = \frac{u_x}{U_t}$, where $u_x$ is the average axial velocity and $U_t$ is the rotor blade tip speed.
varying temperatures. The suction side of the vane, however, experienced a substantial increase in the heat transfer rate (over that of the uniform profile) when the hot streak was aligned with the vane leading edge, and a slight decrease in heat transfer when the hot streak was aligned with the mid-passage. This demonstrates that the influence of hot streaks on the heat load of a vane can be quite significant, and underlines the importance of accurately predicting such effects in view of the cost and performance loss associated with internal cooling systems.

In an earlier experiment, Povey et al. (2003) performed a similar test using a hot streak positioned only at the vane mid-passage. These tests indicated an elevated Nusselt number (by 10 to 20%) on the pressure surface, while the measurements on the suction surface remained comparable to the results from a study with a uniform temperature profile. As this work used relatively small variations in temperature (only $16K$ from the average), the temperature variations were not expected to affect significantly the flow of the gases. So it seems that this insensitivity may have been due to a fluid displacement as it enters the vane section, similar to the one in the later study. Thus, the fluid with the highest temperature would then be in contact with the pressure side of the vane, whereas fluid with near-average temperature would be in contact with the suction side.

Another interesting finding of Povey et al. (2007) was that for both cases with non-uniform temperature profiles the Nusselt number (and therefore the heat load) on the duct endwall was significantly lower than the one expected for an inlet flow of uniform temperature with the same mean. This is attributed to the lower temperatures near the duct boundaries that are indicated by the previously mentioned radial temperature profile.
versus a mean uniform profile.

Qingjun et al. (2007) simulated the operation of a single-stage high-pressure turbine coupled with a vaneless counter-rotating low-pressure turbine. When hot streaks impinged on the leading edge of the vanes, they were drawn over the surfaces of the vanes and into the rotor section. There, the hot streaks moved over the surfaces of the blades, with the pressure side experiencing the highest heat loads, predictably increasing with higher peak temperatures. The behaviour of the hot streaks as they migrated past the high-pressure rotor was found to be dominated by the effects of secondary flow and buoyancy, and the combined effects seemed to drive the high-temperature fluid toward the root of the rotor, again increasing with peak temperature ratios.

Although primarily focused on the effects and behaviour of high-swirl vortex cores, the work of Turrell et al. (2004) supports the previously described migration trend, indicating that such a vortex core would be convected along the suction side of a vane and toward the vane’s hub, carrying with it the highest-temperature fluid. The spanwise shifting of the core seemed to be due to the pressure gradient within the vane passage. These results, obtained by simulation and also confirmed experimentally, reinforce the importance of understanding the behaviour of the fluid entering the vanes.

Prasad and Hendricks (2000) point out that the secondary flow is driven by the combination of both the rotary total pressure gradient and the centrifugal buoyancy force, which means that the radial migration of hot streaks depends on the relative strengths of these effects. Thus, it is equally possible for the hot streak to migrate toward the hub or the casing, and both trends have been observed by different studies. A method of geometrically
controlling the secondary flow by altering the vane’s twist was also suggested by the same authors; this process effectively changes the exit flow angle along the vane’s span, thereby directing the hot streak in the radial direction.

He et al. (2007) found that the interaction between the vane wakes and hot streak heating effects affected the migration and segregation to a larger extent when these two opposing effects were out of phase, as in the case of hot streaks passing between stator vanes. In the case of vane-impinging hot streaks, the segregation was found to be significantly reduced, as the stator wakes (‘negative jets’) and hot streaks (‘positive jets’) were in phase and thus largely cancelled each other’s effects. They observed this phenomenon clearly in a case with a 1 : 1 ratio of vanes to hot streaks than in another case with a 4 : 1 ratio.

In summary, the results of experimental studies and simulations of flows in gas turbines with temperature variations in both the radial and circumferential directions seem to be in general agreement. These results provide a usable basis on which to define the inlet temperature profile for the present simulations. These distributions also conform with data provided to us by P&WC.
Chapter 3

Background on Flows in High-Pressure Turbines

This chapter provides background information on some basic concepts of gas turbine flow, associated losses, and the identification of coherent structures. A thorough understanding of these topics is necessary for the analysis and comparative evaluation of the simulation results. The objective of this chapter is to provide a basis on which the contents of subsequent chapters can be communicated effectively.

The flow through even a simple gas turbine is extremely complex due to its three-dimensionality, compressibility effects induced by high flow velocity, and the unsteady nature of stator-rotor interactions. The three-dimensionality of the flow field is a result of many interrelated factors, including the following (Lakshminarayana (1996)):

- Radial pressure gradients
- Radial variations in blade shape (blade twist)
- Compressibility effects
- Blade camber
- Variation in annular area
- Rotor rotation
- Tip and axial gaps
- Inlet velocity and temperature non-uniformities
- Viscous effects in wall regions.

Much of the flow’s three-dimensionality is associated with inviscid mechanisms. However, secondary flows are primarily the result of viscous effects. Individual phenomena listed in the previous list interact with each other in many ways to generate even higher complexity. Multiple separation zones, vortices, three-dimensional boundary layers, wakes, and secondary flows are present in gas turbine flows.

### 3.1 Shocks

Shock waves regularly occur in modern high pressure gas turbines (shocks do not form in low pressure turbines). They are typically oblique shocks and produce little energy loss. The shock system of greatest importance is the trailing edge shock system (Denton (1993)). A small triangular recirculation zone is formed directly behind the rounded trailing edge, and the flow from each side of the blade is expanded as it enters this region. Where the suction-side and pressure-side flows meet, a strong shock wave is formed (see Figure
3.1). The total energy loss due to entropy generation by shocks accounts for approximately 18% of the total losses for two-dimensional turbine flows (Payne (2001)).

![Figure 3.1: Structure of supersonic trailing edge shock system (Denton and Xu (1989)).](image)

Losses occurring in this region have been found to depend on the shape of the airfoil’s trailing edge. For instance, elliptical trailing edges produce lower loss than those with square or semi-circular profiles, as the result of differences in dissipation and pressure in the base region (Denton (1993)). In two-dimensional flows with a typical turbulent boundary layer, it has been found that approximately 15% of the total downstream entropy is generated behind a rotor’s thin trailing edge. When the boundary layers are close to separation, this proportion increases to approximately 22%, and it increases further for separated boundary layers and trailing edges of increased thickness (Payne (2001)).

Interactions between shock systems and boundary layers are also important. In the interaction zone, a separation bubble is likely to occur (Denton (1993)). Consequently,
additional energy losses occur, due to increased dissipation in the separation bubble and downstream of the bubble. Any laminar flow will likely transition to turbulent as it passes this point of separation, and strong shocks may result in complete boundary layer separation (Denton (1993)).

3.2 Tip Leakage Flow

Tip leakage flow occurs when a gap exists between the airfoil tip and the casing or hub. By necessity, a gap exists between the rotor blade tip and the outer casing. A gap will also sometimes exist by design between the stator vane tip and a rotating hub. The addition of secondary flows and hub passage vortices complicate the tip leakage flow problem. The leakage flow past the tip is driven by the pressure difference between the suction side and the pressure side of the blade or vane. This pressure difference forces fluid to move from the pressure side of the blade to the suction side of the blade.

The major factors in determining the amount of fluid involved in tip leakage flows are blade loading (because tip leakage depends on the pressure on either side of the blade) and the height of the gap itself. If the tip gap were sufficiently narrow, viscous effects would limit the fluid flow through it. In most cases, however, the tip gap must remain large enough to prevent the rotor tip from contacting the casing when the rotor undergoes expansion due to a high operating temperature. The tip leakage flow rate may therefore be substantial and increases as the gap widens.

In many cases, the leakage flow will roll up and form a vortex on the suction side of the blade. However, the tip vortex may not form if the turbulence is very high, if the
mean flow speed is very high, or if a suction-side corner separation zone diffuses the tip leakage flow before it forms a vortex (Lakshminarayana (1996)).

Secondary flows and leakage flows tend to have opposite directions. Leakage flows can be beneficial to gas turbine performance when there is a corner separation region, because the leakage flow pushes the separation region into the main flow field and eliminates it.

Rotor rotation direction significantly impacts the migration of the tip vortex. In a compressor, the rotation assists the tip leakage flow and the tip leakage vortex tends toward the centre of the blade passage. In contrast, the tip leakage flow moves in the same direction as the turbine rotor’s rotation, and the tip leakage vortex remains near the suction side of the blade.

In modern, high performance, high-pressure turbines, the tip leakage flow is more important than the secondary flows, with up to 30% of the losses attributed to the former (Schaub et al. (1993)). The most significant effects of tip leakage flows and tip vortices are the following (Lakshminarayana (1996)):

• They produce a three-dimensional flow field, which can spread away from the tip region, by a distance of approximately 10-30% of the blade span.

• Tip leakage flow and the associated vortices produce losses, which reduce the device’s efficiency.

• The unloading of the blade tip, due to the leakage flow, reduces the pressure change through the rotor and reduces the angle through which the flow turns.
• They cause unsteadiness, which can lead to higher stresses on downstream blades, vibration, flutter, and noise production.

• They introduce complications to the heat transfer process.

3.3 Secondary Flows

Secondary flows are the result of viscous effects in the presence of velocity, pressure and temperature gradients introduced by boundary layers on the walls and other upstream surfaces. Lakshminarayana (1996) gives a simplified description of secondary flow generation by viscous effects in a boundary layer for a steady incompressible 2D cascade. Figure 3.2 shows the simplified blade channel used in this explanation. Line AAA is a streamline in the inviscid region and line BBB is another streamline, directly below AAA, in the boundary layer region. For simplicity, velocity gradients and viscous effects in the $n$ (pitchwise) direction will be neglected. If the flow is incompressible and steady (no rotation), the pressure gradient in the normal direction $n$ at a point along streamline AAA will be proportional to the centripetal acceleration, as

$$\frac{\partial P}{\partial n} \bigg|_A = \rho \frac{u_A^2}{R_A}$$

(3.1)

where $R$ is the local radius of curvature. If we assume that the pressure is constant across the boundary layer, then the normal pressure gradient would have the same value for streamlines AAA and BBB, so that

$$\left( \frac{\partial P}{\partial n} \right)_A = \left( \frac{\partial P}{\partial n} \right)_B = \rho \frac{u_A^2}{R_A} > \rho \frac{u_B^2}{R_B}$$

(3.2)
However, because $u_B < u_A$ and $R_B = R_A$, the normal pressure gradient along streamline $BBB$ would not be proportional to the centripetal force that a fluid particle would experience moving with a velocity $u_B$ at a radius of $R_B$. As a result, the streamline $BBB$ would be deflected to $BB'B''$, to permit the normal pressure gradient force to balance the centripetal force. This results in a cross flow $v$, which is known as secondary flow. Moore and Adhye (1985) defined secondary flow as unplanned three-dimensional flow effects in a turbine which lead to unexplained (secondary) losses.

An important effect of the secondary flow is that of vorticity generation. In in-
compressible flow, the continuity equation is

$$\frac{\partial u}{\partial s} + \frac{\partial v}{\partial n} + \frac{\partial w}{\partial b} = 0$$  \hspace{1cm} (3.3)

In steady flow, along the mean line of a curved duct (neglecting the streamwise pressure gradient in the $s$ direction) $\partial u/\partial s = 0$ (Lakshminarayana (1996)), therefore

$$\frac{\partial v}{\partial n} = -\frac{\partial w}{\partial b}$$ \hspace{1cm} (3.4)

$$\omega_s = -\frac{\partial v}{\partial b} + \frac{\partial w}{\partial n}$$ \hspace{1cm} (3.5)

This relation shows that viscous effects in the boundary layer give rise to additional velocity components ($v$ and $w$), which lead to secondary flow and streamwise vorticity $\omega_s$ (Equation 3.5) in a gas turbine blade passage.

It is clear that a secondary flow field will develop when a flow with a velocity gradient (e.g., a boundary layer or a vortex) moves through a curved path, such as a blade passage. Secondary flows can also occur when viscous flows interact with the leading edge of a blade or vane or when there exists a radial temperature gradient at the inlet. This can be demonstrated by using a generalized analysis of the vorticity equations (Lakshminarayana (1996)), although the detailed analysis was omitted here. The generalized equations for vorticity give the following expression modeling compressible flow, with some simplifying assumptions, for the vorticity in the streamwise direction $s$:

$$\frac{\partial}{\partial s} \left( \frac{\omega_s}{\rho u} \right) = \frac{2\omega_n}{\rho UR} + \frac{1}{\rho^2 R} \frac{\partial \rho}{\partial b} = \frac{2\omega_n}{\rho UR} - \frac{1}{\rho RT} \frac{\partial T}{\partial b}$$ \hspace{1cm} (3.6)

where $\rho$ is density, $\omega_n$ is the vorticity in the $n$ direction and $T$ is temperature. The first term on the right hand side shows the contribution of the velocity gradient in the spanwise direction $b$ to the streamwise vorticity, as discussed previously. The second term shows
the effect of a spanwise temperature gradient on the streamwise vorticity. This was not observed in Equation 3.5. The previous equation can be simplified to

$$\frac{\partial}{\partial s} \left( \frac{\omega_s}{\rho U} \right) = \frac{2}{\rho \rho_\infty U_2 R} \frac{\partial p_0}{\partial b}$$

Equations 3.6 and 3.7 show that it is possible to manipulate both the spanwise temperature gradient and the inlet spanwise velocity gradient, such that the two terms on the right hand side of equation 3.6 cancel each other out. This leads to a reduced spanwise stagnation pressure gradient, which reduces the streamwise vorticity and secondary flow, as indicated by equation 3.7.

In addition to the previous effects, secondary flows can be also generated by rotation of the rotor and by compressibility effects. However, in axial gas turbines the rotation of the rotor has negligible effect on secondary flows. In contrast, compressibility effects change the inlet vorticity $\omega_n$ and the temperature gradient $\partial T/\partial b$, which in turn affect the secondary flow field significantly.

In general, secondary flows have several effects on gas turbine flows, including the following:

- Generation of cross flow, resulting in a three-dimensional flow field.
- An effect on the flow turning, which affects the pressure change through gas turbines.
- Secondary flow losses, which result in approximately a 2-4% reduction in efficiency.
- The generation of a vortex by the cross flow, which may cause flow separation in the corner region where the end wall and the blade suction surface meet.
• An effect on the flow conditions through downstream rotors and stators, which results in unsteadiness and possibly flutter, vibration and noise.

• Distortion of the temperature field.

3.4 Passage Vortices

The hub passage vortex is generated from the pressure-side leg of the horseshoe vortex that develops due to the approach of the incoming boundary layer upon the junction between the blade or vane leading edge and the endwall. These vortices are shown in Figure 3.3, which illustrates the secondary flow model of Takeishi et al. (1990). There are many secondary flow models, but they do not all agree on the existence of the smaller corner vortices (Goldstein and Spores (1988)) and the path that the suction leg of the horseshoe vortex follows. However, all investigators agree that the passage vortex is the most dominant and strongest feature of the flow in this region, as the absence of a gap precludes the formation of a tip vortex. Moreover, the pressure-side leg of the horseshoe vortex is much stronger than its suction-side leg due to the amplification of the former by the crossflow component near the endwall, whereas secondary crossflow weakens the latter. As seen in Figure 3.3, the passage vortex travels across the blade passage towards the suction side of the adjacent blade. The suction-side leg of the horseshoe vortex (identified by the term ‘counter vortex’ in Figure 3.3) is thought to either orbit around the passage vortex (Sharma and Butler (1987)) or travel outwards in the spanwise direction toward the above casing (Goldstein and Spores (1988); Takeishi et al. (1990)) or pass below the passage vortex (Langston (1980)).
The horseshoe vortex develops by the interaction of the incoming boundary layer and the spanwise increase in pressure along the leading edge of the vane or blade with increased radius. This spanwise pressure gradient drives the fluid at the leading edge toward the endwall and into the boundary layer, forming a vortex, the ends of which are convected downstream to form a shape resembling a horseshoe. The strength and structure of the horseshoe vortex have been found to depend on the leading edge radius of the blade or vane. If the leading edge radius is greater than the boundary layer thickness, the horseshoe vortex is formed as a large single vortex, as shown in Figure 3.4a. If the leading edge has a smaller radius than the boundary layer thickness, the horseshoe vortex consists of
a combination of several smaller vortical structures, as shown in Figure 3.4b (Xun et al. (2005)). As a single large vortex is stronger than the combination of smaller vortices, a large leading edge radius will lead to a single strong horseshoe vortex and higher losses, which may be reduced by decreasing the leading edge radius. If the radius is sufficiently reduced, the horseshoe vortex may be close enough to the endwall surface to be diffusively eliminated by viscous stress in the boundary layer (Bradshaw (1987)).

On the opposite side, Roulund et al. (2005) found that a cylindrical pile may not generate a horseshoe vortex if the boundary layer thickness is less than 1% of the pile’s diameter. Therefore, accelerating the flow through a subsonic nozzle may reduce the horseshoe vortex by thinning the boundary layer. This is not usually the case, as the blade leading edge radius is commonly designed to be sufficiently large in order to reduce incidence sensitivity, and to improve heat transfer and thus blade cooling.

It is generally agreed upon that the passage vortex is a dominant structure in turbomachine flows. Niestroj and Came (1998) found that the passage vortex strength is increased in turbine blade rows when rotation is applied. The increased losses in a rotating blade row over those in a stationary blade row emphasize the significant contribution of the passage vortex to the losses of turbomachines.

3.5 Effects of Temperature Nonuniformity on Flow Distribution

In this section, we discuss briefly some effects which result in significant inlet temperature redistribution in the turbine rotor and possibly introduce localized overheating
wherethehottergasmakescontactwiththeendwallandairfoilsurfaces. Inaddition, when circumferential variations in inlet temperature are present, they contribute to the unsteady loading of the rotor and possibly accelerate structural fatigue.

3.5.1 Substitution Principle

Munk and Prim (1947) theoretically demonstrated that the introduction of total temperature non-uniformity (e.g., by hot streaks) at the inlet alone will not alter the streamline pattern in a stationary blade row, provided that the total pressure is uniform over the inlet boundary. This leads to the expectation that temperature redistribution will only occur due to secondary flow in the stator if both inlet total temperature and total pressure nonuniformities are present. Further secondary flow analyses, however, indicate that temperature nonuniformities at the inlet can lead to secondary flow in the rotor section (Hawthorne (1951)). The nonuniform inlet temperature profile can induce a normal component of relative vorticity at the rotor inlet, which is subsequently converted to streamwise

Figure 3.4: Horseshoe vortex topology (Xun et al. (2005)).
vorticity inside the rotor section, resulting in secondary flow.

3.5.2 Positive and Negative Jets

These two opposing movements can suppress each other, depending on the hot streak’s clocking position, and phase differences between the two lead to variation in the thermal effects observed on the rotor blades. These cumulative effects have been described by He et al. (2007) for different ratios between the number of stator vanes and the number of hot streaks.

Segregation Effect

Butler et al. (1989) demonstrated experimentally that, in a blade row, an inlet total temperature nonuniformity can lead to a segregation of hot and cold gases across the airfoil, caused by differences in the local approaching flow angle between the hot and cold fluid. The result is that fluid of higher temperature migrates toward the pressure side of the blade, and fluid of lower temperature is convected toward the suction side. This cross-passage movement, sometimes called preferential heating (He et al. (2007)), can be regarded as a positive jet, and has been computationally confirmed by Dorney et al. (1992). In general, hot streaks near the midpassage of the stator vanes have been found to produce the strongest effects. Although total temperature segregation has not been proved to have a direct impact on aerodynamic performance (Adamczyk (2000)), the differential heating of blade pressure and suction sides is significant.
Wakes

In a turbine stage, a wake shed from the upstream stationary row contains high-loss fluid, which will be convected from the pressure to the suction surface of the rotating blade. This phenomenon is often called a negative jet (He et al. (2007)).

The losses in the wake region have been found to depend on the shape of the trailing edge (Payne (2001)). Elliptical trailing edges reduce the loss with respect to square or circular trailing edges. It has been found, for two-dimensional flows, that approximately 15 to 22% of the total loss is due to the wake behind a rotor blade with a trailing edge of zero thickness (Payne (2001)). The addition of a thick trailing edge can increase this loss by approximately 12% up to a total wake loss of 27% to 34% (Payne (2001)).

3.6 Qualification of Losses, Efficiency and Flow Coefficients

In industrial practice, the estimation of losses is usually accomplished through the use of empirical correlations. However, in the interest of accuracy, the present study endeavours to predict the losses directly from the numerical solutions and without the use of correlations. Typically, the losses are represented by the total pressure loss coefficient (Schobeiri (2005))

\[ Y_p = \frac{P_{01} - P_{02}}{P_{02} - P_2} \]  

(3.8)

where the subscripts 01, 02, and 2 indicate the stagnation property at state 1, the stagnation property at state 2, and the static property at state 2, respectively. This parameter is widely used because it is easily determined from experimental data. However, for a turbine blade,
A more appropriate loss coefficient is (Denton (1993))

\[ \zeta_h = \frac{h_2 - h_{2s}}{h_{02} - h_2} \]  

(3.9)

where \( h \) is specific enthalpy and the subscript \( 2s \) indicates the static property at state 2 after an isentropic process. Although the use of the loss coefficients defined by equations 3.8 and 3.9 is common, it may not be appropriate in the detailed analysis of rotating blades, because the rotation can produce changes in the relative stagnation pressure and enthalpy without incurring any corresponding losses (Denton (1993)).

Denton (1993) suggests that the estimation of both losses and efficiency be accomplished through entropy analysis, because the entropy value is independent of the frame of reference. However, in order to determine the efficiency, the entropy \( s_1 \) at a reference state is required. In experimental studies, this would require the measurement of many variables, which may not be easy to achieve. Fortunately, this is not a problem for a numerical study, as all necessary local properties for any location in the domain are part of the solution. The specific entropy change can be determined as (Van Wylen and Sonntag (1978))

\[ \frac{s_2 - s_1}{R} = \frac{\gamma}{\gamma - 1} \ln \left( \frac{T_{02}}{T_{01}} \right) - \ln \left( \frac{P_{02}}{P_{01}} \right) \]  

(3.10)

where \( R \) and \( \gamma \) are the gas constant and the ratio of specific heats, respectively, of the working fluid. For a turbine stage, the working fluid is the mixture of the products of combustion (see Section 6.3 for the specified properties). The total-to-total (isentropic) efficiency \( \eta_{tt} \) is defined as the ratio of the actual turbine work output and the isentropic
turbine work output

\[ \eta_{tt} = \frac{h_{01} - h_{02}}{h_{01} - h_{02s}}, \quad \text{or} \]
\[ \eta_{tt} = \frac{T_{01} - T_{02}}{T_{01} \left[ 1 - \left( \frac{P_{02}}{P_{01}} \right)^{\frac{T_1}{T_2}} \right]}, \quad \text{if } C_p \text{ is constant} \]

where the subscript 02s indicates the stagnation property at state 2 after an isentropic process. This is accurate if there is no heat transfer with the surroundings. In many cases, kinetic energy can be neglected and the isentropic efficiency can be simplified to

\[ \eta_{tt} \simeq \frac{h_1 - h_2}{h_1 - h_{2s}} \]  

(3.13)

The isentropic work output can be written in terms of entropy and temperature instead of enthalpy change after an isentropic process, if the temperature is assumed to be constant between states 2 and 2s (Denton (1993))

\[ \eta_{tt} \simeq \frac{h_1 - h_2}{h_1 - h_2 + T_2 (s_2 - s_1)} \]  

(3.14)

Denton (1993) states that this assumption is not likely to result in large errors. The total-to-static efficiency \( \eta_{ts} \) is defined as the actual turbine work output divided by the isentropic turbine work output and the kinetic energy of the exit flow of an ideal turbine

\[ \eta_{ts} = \frac{h_{01} - h_{02}}{(h_{01} - h_{02s}) + \frac{1}{2}U^2} = \frac{h_{01} - h_{02}}{h_{01} - h_{2s}} \]  

(3.15)

\[ \eta_{ts} = \frac{T_{01} - T_{02}}{T_{01} \left[ 1 - \left( \frac{P_{02}}{P_{01}} \right)^{\frac{T_1}{T_2}} \right]}, \quad \text{if } C_p \text{ is constant} \]  

(3.16)

where \( U \) is the flow velocity magnitude. A comparison of the two efficiency definitions shows that the total-to-static efficiency treats the kinetic energy contained in the exit as a loss, whereas the total-to-total efficiency does not. As a result, the total-to-total efficiency
equation is a more accurate representation of the efficiency of multistage gas turbines and the total-to-static efficiency is a better representation of the efficiency of single stage turbines or of the last stage of a multi-stage gas turbine (Lakshminarayana (1996)).

The entropy loss coefficient, defined by Denton (1993), is

\[ \zeta_s = \frac{T_2 (s_2 - s_1)}{h_{02} - h_2} \] (3.17)

\[ \zeta_s = \frac{s_2 - s_1}{C_p \left( \frac{T_{02}}{T_2} - 1 \right)} \text{ if } C_p \text{ is constant} \] (3.18)

The generation of entropy in fluid processes is generally inversely proportional to the local temperature, as shown by Denton (1993)

\[ T \Delta s = \zeta_s \frac{1}{2} U^2 \] (3.19)

In addition, because the loss coefficient is essentially independent of temperature, flows with constant velocity and a constant entropy loss coefficient produce less entropy at higher temperatures than would be the case if the same process was to occur at a lower temperature. It is therefore beneficial, in terms of efficiency, to operate a gas turbine at higher temperatures.

It is easier to identify the sources of energy losses by dividing them into groups, each of which contains a major loss feature. A traditional method, used by Denton (1993), divides the losses into three groups:

- Profile losses,
- Secondary flow and endwall losses, and
- Leakage losses.
Profile losses include losses that are due to blade boundary layers and mixing near the trailing edge. Secondary flow losses occur throughout the blade passage and endwall losses occur near the hub and casing endwalls. Secondary flow and endwall losses are difficult to separate from the profile losses and leakage losses because they are generated by many different mechanisms. Therefore, the secondary flow and endwall losses category is often used to account for losses not included in the profile and leakage losses. Leakage losses denote those due to flow passing through the tip gap region bounded by the blade (or vane) tips and endwalls. Typically, the magnitudes of the three types of losses are approximately
equal, so that each type accounts for approximately 1/3 of the total losses (Denton (1993)).

Other methods of loss breakdown have been developed as well. Payne (2001) separated the losses into five categories, as follows:

- Profile losses,
- Wake/mixing losses,
- Shock losses,
- Secondary flow and endwall losses, and
- Leakage losses.

This method allows for a more detailed categorization of the losses in a gas turbine, however, it is very difficult to determine the magnitude of each loss type, because of the interactions between them. For example, the interaction between shocks and boundary layers generates additional losses, which cannot be classified in any of the previously mentioned groups. However, many loss correlations attempt to predict the losses associated with the above groups.

Though numerous correlations and theories exist for predicting the losses associated with the profile, wake, and shocks, the three-dimensionality of the flow and the inter-connectivity between various losses make it difficult to determine the contribution of each mechanism to the overall loss. Denton (1993) accomplished this by considering numerical results at a plane downstream of the rotor of interest. This plane was then split into three zones:

- The primary flow field,
• Tip leakage flow, and

• The remaining secondary flow field.

The primary flow field consists of low entropy fluid. This region is defined as all fluid with a lower specific entropy than a set threshold. The threshold value separates the low entropy fluid (primary flow field) from the high entropy fluid (tip leakage flow and remaining secondary flow). Once the three regions have been determined, the mass-averaged entropy can be computed (Payne (2001)) as

$$\hat{s}_{\mathbf{R}} = \frac{\int (\hat{s}_{\mathbf{R}}) \rho U dA}{\int \rho U dA}$$

(3.20)

This value can then be used to determine the loss coefficients and the stage efficiency. This method does not separate all major loss mechanisms, but was found to be the best available method which distributes the losses due to the three major mechanisms from numerical results, without the use of loss correlations.
Chapter 4

Numerical Background

This chapter introduces some relevant methods of turbulence modelling, numerical analysis, spatial discretization and simulation verification. These topics are essential in understanding the simulation procedures and analysis results.

4.1 Governing Equations

For an accurate simulation of flows in gas turbines, one must account for the unsteadiness and the turbulence, whose effects dominate the flow. Among the available Computational Fluid Dynamics (CFD) methods, direct numerical simulations (DNS) and large eddy simulations (LES) are considered to be the most accurate, but they are not suitable for practical simulations of flows in entire engines or even in turbine stages, because they require a very high mesh density, which cannot generally be handled by current computers. The number of mesh elements (e.g., finite volume nodes) $N_{DNS}$ required by DNS is related to the Reynolds number Re as $N_{DNS} \sim Re^{2.25}$ (Blazek (2005)). A simulated high-speed
gas turbine flow with a Reynolds number of the order $10^6$ would then require a grid with a number of nodes of the order $10^{13.5}$. The approximate LES node count requirement is given by $N_{LES,o} \sim Re^{0.4}$ in the outer regions and $N_{LES,i} \sim Re^{1.8}$ in the viscous sublayer (Blazek (2005)). For the same gas turbine and Reynolds number discussed previously, this yields a mesh with $10^{13.2}$ nodes. Both of these node counts greatly exceed the available computing power, necessitating a less computationally intensive approach. Such an available approach is the solution of Unsteady Reynolds Averaged Navier Stokes (URANS) equations combined with the use of turbulence models.

### 4.1.1 Unsteady Reynolds Averaged Navier-Stokes Equations

In the present analysis, the simulations produce as output a part $u_i$ of the time-dependent local velocity, to be called the \textit{resolved velocity}, as well as resolved pressure $P$, temperature $T$, density $\rho$ etc.. Using the conventional Reynolds averaging method, a resolved property is considered as composed of a mean component, averaged over an ensemble of realizations (denoted by angle brackets) and a fluctuating component (denoted by a prime), as in the following example:

$$u_i = \langle u_i \rangle + u'_i$$  \hspace{1cm} (4.1)

Ensemble averages in the present flows, which are periodic on the average, are obtained as phase averages by averaging all values of the corresponding property at the same relative time instant during each cycle.

In addition to the resolved component, each actual instantaneous local flow prop-
property contains an unresolved component (denoted by a double prime), as for example

\[ u_{i,\text{actual}} = u_i + u_i'' = (u_i) + u_i' + u_i'' \]  

(4.2)

The unresolved components are considered to represent relatively small-scale turbulent fluctuations, whose scales are smaller than the computational mesh size. The unresolved components are taken into account in a statistical sense only by the use of turbulence models. In the following, statistical moments of unresolved properties will be denoted by braces, e.g., \( \{u_i'^{n2}\} \). The use of a specific turbulence model would provide estimates of the time-dependent local statistical moments of unresolved properties, as for example an instantaneous local turbulent kinetic energy per unit mass \( k \)

\[ k = \frac{1}{2} \left[ \{u_i'^{n2}\} + \{u_2'^{n2}\} + \{u_3'^{n2}\} \right] \]  

(4.3)

The total ensemble-averaged kinetic energy of all velocity fluctuations at any given phase in the cycle would be

\[ \langle k_{\text{tot}} \rangle \triangleq \langle k \rangle + \frac{1}{2} \left[ \langle u_1'^{n2} \rangle + \langle u_2'^{n2} \rangle + \langle u_3'^{n2} \rangle \right] \]  

(4.4)

The momentum equation for the resolved properties, expressed in index notation, is (Ansys (2006a))

\[
\frac{\partial}{\partial t} (\rho u_i) + \frac{\partial}{\partial x_j} (\rho u_i u_j) = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right) \right] + \frac{\partial}{\partial x_j} (-\rho \{u_i'^n u_j'^n\})
\]

(4.5)

The Reynolds stress \(-\rho \{u_i'^n u_j'^n\}\) accounts for the unresolved fluctuations and \(\delta_{ij}\) is the Kronecker delta, equal to 1 when \(i = j\) and equal to 0 when \(i \neq j\).

The conservation of energy equation is (Ansys (2006a))
\[
\frac{\partial}{\partial t} (\rho e) + \frac{\partial}{\partial x_j} (u_j [\rho e + P]) = \frac{\partial}{\partial x_j} \left[ \kappa_{eff} \frac{\partial T}{\partial x_j} \right] + \frac{\partial}{\partial x_j} \left[ u_i \mu_{eff} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right) \right]
\] (4.6)

The specific internal energy \( e \), the effective thermal conductivity \( \kappa_{eff} \), and the effective dynamic viscosity \( \mu_{eff} \) are defined as

\[
e = h - \frac{P}{\rho} + \frac{U^2}{2}
\] (4.7)

\[
\kappa_{eff} = \kappa + \kappa_t
\] (4.8)

\[
\mu_{eff} = \mu + \mu_t
\] (4.9)

where \( h \), \( \kappa \), \( \kappa_t \), \( \mu \) and \( \mu_t \) are, respectively, the specific enthalpy, the fluid thermal conductivity, the turbulent thermal conductivity, the fluid dynamic viscosity, and the turbulent dynamic viscosity; the instantaneous local velocity magnitude is defined as

\[
U = (u_1^2 + u_2^2 + u_3^2)^{\frac{1}{2}}
\] (4.10)

The first term on the left hand side of Equation 4.6 represents the temporal rate of change of energy, whereas the second term represents the convection of energy by the flow. The two terms on the right hand side of Equation 4.6 represent molecular diffusion of heat and viscous heating, respectively. The viscous heating term models the thermal energy produced by the viscous shear and is always included when the coupled solver is used in the CFD code used presently. Viscous heating becomes important in flows with a relatively high Mach number (Clark et al. (2000)).

The continuity equation for a compressible flow is (Ansys (2006a))
\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i} (\rho u_i) = 0 \quad (4.11)
\]

### 4.1.2 Favre Averaged Navier-Stokes Equations

Considering that the flows of interest are compressible, it is necessary to implement a density-based solver. This solver, in conjunction with the requirement of unsteady turbulence modelling, requires the use of the *Unsteady Favre Averaged Navier Stokes (UFANS)* equations. The UFANS equations are derived from the Navier Stokes equations by using *Favre averaging*, namely by using the density-weighted mean velocity (Hinze (1975)), defined as

\[
\tilde{u}_i = \frac{\langle \rho u_i \rangle}{\langle \rho \rangle} \quad (4.12)
\]

\[
\rho = \langle \rho \rangle + \rho' \quad (4.13)
\]

In solving the UFANS equations, Reynolds averaging is used for density and pressure, while Favre averaging is used for velocity, internal energy, enthalpy, and temperature.

After Favre averaging, the conservation of momentum becomes

\[
\frac{\partial}{\partial t} (\rho \tilde{u}_i) + \frac{\partial}{\partial x_j} (\rho \tilde{u}_i \tilde{u}_j) = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial \tilde{u}_k}{\partial x_k} \right) \right] + \frac{\partial}{\partial x_j} (-\rho \{ u_i^n u_j^n \}) \quad (4.14)
\]
4.1.3 Choice of CFD Code

The necessity for using a density-based solver partially influenced the choice of software package for use in these simulations. In deciding between the two available CFD codes, FLUENT and CFX, it was determined that CFX did not incorporate a density-based coupled solver. It also lacked a local mesh-refinement feature, as well as a pressure-based segregated solver, though the latter was not required for this study. Thus, it was concluded that FLUENT was more suitable for use in the simulations for this study.

However, in the present version FLUENT 6.3.26, it does not appear that Favre averaging is completed. Instead, for variable density flow, Equations 4.5, 4.6 and 4.11 are “interpreted as Favre-averaged Navier-Stokes equations, with the velocities representing mass averaged values” Ansys (2006a). It is therefore not clear whether the actual process of mass averaging is performed. The flow properties seem to be simply calculated as with incompressible flows, but with variable density as determined from the perfect gas law, and the results simply represent mass averaged values. Therefore, FLUENT 6.3.26 appears to use the same forms of the mass, momentum, and energy equations for both compressible and incompressible flows, although with variable density in compressible flow cases.

4.2 Turbulence Modelling

The use of Reynolds or Favre averaging introduces additional unknowns, Reynolds stresses, which may be treated as additional stresses that arise from the randomness of the flow. Solving the Reynolds Averaged Navier Stokes (RANS) equations or Favre Averaged Navier Stokes (FANS) equations requires the use of turbulence models to account
for the Reynolds stresses. Such models can be found in the forms of algebraic or differential equations, and are generally derived by direct experimental input or by trial-and-error adjustment. No available RANS/FANS model can be used to solve all types of turbulent flows, because in order to get the optimized prediction of the flow field, there is a need to adjust the model’s empirical coefficients (Bradshaw (1997)). Turbulence models have found successful applications in engineering design and analysis, even though there is no universal RANS/FANS model for all applications. Compared to the alternative approaches of LES and DNS, RANS/FANS simulations have the advantage of reduced computational time and resource requirements.

RANS/FANS models have been developed to incorporate non-local and flow history effects in the eddy viscosity. The simplest turbulence models introduce a single additional relationship for the turbulent kinetic energy per unit mass $k$. Depending on how they achieve the closure of the turbulent kinetic energy equation, turbulence models can be classified into two categories. The first category includes the turbulent viscosity models, which employ the gradient transport assumption, proposed by Boussinesq (1877):

$$-\rho \{u_i'' u_j''\} = \mu_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \left( \rho k + \nu_t \frac{\partial u_i}{\partial x_i} \right) \delta_{ij} \quad (4.15)$$

This category is further subdivided into one-equation and two-equation models.

The second category includes the Reynolds stress models (RSM), which determine the turbulent shear stresses by solving transport equations for each stress component. This entails 7 equations for a two-dimensional isothermal flow, and 15 equations for a three-dimensional non-isothermal flow.
FLUENT 6.3.26 has ten available turbulence models, among which five were selected for comparison. These include the Spalart-Allmaras model (S-A), the RNG (Renormalization group) $k - \varepsilon$ turbulence model, the realizable $k - \varepsilon$ turbulence model, the shear stress turbulence (SST) model, and the Reynolds stress model (RSM).

4.2.1 Spalart-Allmaras (S-A) model

One-equation models have shown limited capabilities in their predictive ability because the turbulent length scale, which is strongly dependent on the flow configuration and thus not universal in three-dimensional turbulent flows, is determined empirically (Speziale (1996)). The one-equation model of Spalart and Allmaras (1992), which determines the turbulent viscosity directly from a single transport equation, has shown better performance on airfoil and wing applications than the standard one-equation model (Blazek (2005)), because the former does not have the length scale input requirement of the latter. However, Bardina et al. (1997) notes that the S-A model is unable to accurately predict the spreading rates of plane and round jets.

4.2.2 Standard $k - \varepsilon$ model

Two-equation turbulence models are the most commonly used in industrial applications, the most popular of which is the standard $k - \varepsilon$ turbulence model (Launeder and Spalding (1974)). The standard $k - \varepsilon$ model requires two partial differential equations, one for the turbulence kinetic energy $k$ and another for the turbulence dissipation rate $\varepsilon$, in order to determine the turbulence viscosity, which then leads to the Reynolds stresses through Boussinesq’s relation. This model is widely used in industrial simulations because
of its numerical stability, simplicity, and overall reliability of the solutions (Menter (1991)). This model is also known to have a low accuracy when applied to simulations of boundary layers with adverse pressure gradients (Bradshaw (1997)). Moreover, the standard \( k-\varepsilon \) turbulence model has difficulty integrating through the viscous sublayer and requires a viscous correction to reproduce the law of the wall for incompressible flat-plate boundary layers (Wilcox (2000)).

4.2.3 RNG \( k-\varepsilon \) model

The performance of standard two-equation turbulence models is fairly good at flows of high Reynolds, in which the turbulence is nearly homogeneous and turbulence production is nearly balanced by dissipation. At relatively low Reynolds numbers, however, the turbulent kinetic energy production and dissipation rates may be quite different, which would necessitate an ad hoc adjustment of each empirical coefficient and the turbulent Prandtl number in the standard turbulence model. The RNG \( k-\varepsilon \) turbulence model aims to avoid such adjustments by implementing additional equations based on renormalization group theory, which allow for the analysis of changes in turbulent flow at different length scales (Yakhot and Orszag (1986)). Consequently, the RNG \( k-\varepsilon \) turbulence model has been shown to perform well in highly strained flows and swirling flows.

4.2.4 Realizable \( k-\varepsilon \) model

As indicated by the term realizable, this turbulence model partially accounts for turbulent flow physics by following constraints placed on the Reynolds stresses (Shih et al. (1994)). The realizable \( k-\varepsilon \) model determines the turbulent viscosity with the use of a new
function and the dissipation rate by a transport function which is derived from the dynamic fluctuation of mean-squared vorticity (Shih et al. (1994)). This results in a turbulence model which more accurately determines the flow field in flows with rotation, boundary layers in adverse pressure gradients, and separation and recirculation zones (Shih et al. (1994)).

4.2.5 Shear Stress Transport (SST) model

The second most widely used two-equation model is the $k-\omega$ model, where $\omega \propto \varepsilon/k$ is a characteristic frequency of the large eddies (Wilcox (2000)). A transport equation for $\omega$ is solved and the turbulent viscosity is then determined as a function of turbulent kinetic energy and dissipation rate. Developed by Wilcox (2000), the $k-\omega$ model has the advantages of numerical stability, simplicity, and more accurate simulation of the viscous sublayer. The simplicity of this model is due to the fact that it requires no damping function (Menter (1994)); instead, one may use Dirichlet boundary conditions at the wall. In addition, it has been shown that, in the logarithmic region of a turbulent boundary layer, the $k-\omega$ model is superior to the $k-\varepsilon$ model when adverse pressure gradients exist and when the flow is compressible (Menter (1992), Menter (1994)). Therefore, the $k-\omega$ model is used in the viscous sublayer and logarithmic regions of the boundary layer. However, the $k-\omega$ model has a strong dependence on the free stream value of $\omega$. The eddy viscosity in the boundary layer has been found to change by more than 100% if the free stream value of $\omega$ is reduced (Menter (1991)).

Many two-equation turbulence models suffer from an inability to correctly model flows with an adverse pressure gradient or a recirculation zone. The goal of the SST model,
developed by Menter (1994), is to eliminate this problem. This is accomplished by gradually blending the $k - \omega$ model in the near-wall region and the high Reynolds number $k - \varepsilon$ model in the core flow region, and then modelling the transport of turbulent shear stress similarly to the Johnson-King (JK) turbulence model (Menter (1994)).

Previous two-equation models do not account for turbulent shear stress transport, and determine the turbulent shear stress $\tau_t$ by (Menter (1994))

$$\tau_t = \rho \sqrt{\frac{\text{Production}_k}{\text{Dissipation}_k}} a_1 k$$  \hspace{1cm} (4.16)

where $a_1$ is a constant. The ratio of production and dissipation of turbulent kinetic energy has been shown to be much greater than 1 in some flows with adverse pressure gradients (Menter (1992), Blazek (2005)). The previous equation would then lead to an overprediction of turbulent shear stress, which results in overestimation of the turbulent (eddy) viscosity. As a result, predictions show that a flow tends to adhere to walls in situations at which it would actually separate. The SST model eliminates this problem with the application of the following equation for the eddy viscosity (Menter (1994))

$$\nu_t = \frac{a_1 k}{\max(\omega, \frac{\partial u}{\partial y} G)}$$  \hspace{1cm} (4.17)

The coefficient $G$ is taken to be 0 in free shear flows and 1 in boundary layer flows. Thus, in free shear regions, the relationship for the turbulent eddy viscosity reverts to the expression used by previous two-equation turbulence models.

The SST model has been found to be the most suited turbulence model for turbo-machinery flows, due in large part to its accurate prediction of separation and flows with
adverse pressure gradients. In addition, the improved accuracy comes with little computational cost. Although the Reynolds Stress Model is somewhat more accurate, its higher computational cost and potential instability often outweigh any possible benefits. Therefore, the SST model was chosen for use in the current study.

4.2.6 Reynolds Stress Model (RSM)

Departing from the previous two-equation models, the RSM model determines the turbulent stresses by solving a transport equation for each stress component, eliminating reliance on the Boussinesq eddy-viscosity approximation. Unlike two-equation and one-equation models, the RSM accounts for flow history effects through terms representing the convection and diffusion of shear stress tensors. The effects of streamline curvature, system rotation and stratification can be taken into account through convection and production terms (Wilcox (2000)). The RSM model also uses modelled terms, derived from a combination of theoretical assumptions and empirical results. An important term modelled in the RSM is that of pressure-strain, which plays an important role in determining the structure of turbulent flows, distributing turbulent energy among the Reynolds stress components, and accounting for flow anisotropy. This term was initially modelled by considering homogeneous flows, but different approaches to modelling the pressure-strain term have recently been attempted. The coefficients of the RSM may need careful fine tuning in order to avoid solution divergence. The complex Reynolds stress models are known to give results superior to those of one- and two-equation turbulence models for flows with streamline curvature, sudden change in strain rate, and secondary motions of the second kind, although at the cost of increased computing time (Bradshaw (1997)).
4.3 Discretization Schemes

4.3.1 Grid Selection and Spatial Discretization

The process of spatial discretization is important in determining the accuracy of the simulation. If regions with high flow variable gradients are not refined to a sufficient degree, significant inaccuracies in the solution are likely to occur, which may lead to solution divergence in some cases. Therefore, substantial effort must be dedicated to the spatial discretization of the model.

There are many grid generation programs commercially available, spanning several specialties. In the present work, the model was meshed with the commercial software packages GAMBIT 2.3.16 and TGrid 4.0.24. GAMBIT 2.3.16 is a surface and volume meshing program, whereas TGrid 4.0.24 is strictly a volume meshing program, but TGrid 4.0.24 contains a more robust prism boundary layer mesh generator than GAMBIT 2.3.16. To optimize the mesh, the surface mesh for the domain was generated in GAMBIT 2.3.16 and then imported into TGrid 4.0.24 for volume grid generation.

The main grid types used in modelling gas turbine flows include \textit{H-type structured} grids and tetrahedral \textit{unstructured} grids. An intermediate type is a \textit{hybrid} grid, which uses structured grids in the boundary layer regions and unstructured grids elsewhere.

Structured grids use quadrilaterals to form the surface mesh and hexahedra to form the volume mesh. These grids typically take a long time to generate using algebraic grid generation or grid generation using PDEs (Blazek (2005)), and make mesh adaption (the term adaption is used in FLUENT 6.3.26 documentation instead of the more widely used term adaptation) rather difficult to implement. However, the solution time on structured
One major disadvantage of structured meshes is that the physical space must be mapped onto the computational space. This may require that the physical space be altered by splitting or sectioning the domain so as to make it “mappable”. For a surface to be “mappable”, it must be composed of four or more faces (Ansys (2006b)). If a surface is composed of more than four faces, the additional faces must be combined until the surface contains four faces. This can be seen in Figure 4.1, where the suction and pressure surface sides of the blade are each combined with the attached periodic boundary, upstream and downstream of the blade, to form one face. Therefore, the H-type structured grid is formed in a mappable surface with four sides; at the inlet, at the outlet, one formed by the suction side of the blade and two periodic boundaries and one formed by the pressure side of the blade and two periodic boundaries. It can thus be very difficult to generate a structured grid when the model geometry is complex, as in the case of a blade with a large twist, a non-uniform profile, or a tip gap region. In some cases, the domain can be subdivided into smaller mappable regions, but this can be time consuming and difficult to accomplish. Another disadvantage of structured meshes is that refinement in regions where it is required may lead to unwanted mesh refinement in other parts of the domain, as seen in Figure 4.1. This figure shows that local refinement near the leading edge and the trailing edge of the rotor propagates into the domain, where refinement is unnecessary. In summary, enforcing local mesh refinement in desirable regions only can prove quite difficult.

Unstructured grids are composed of triangular elements on the surface of the model and tetrahedral elements in the volume. The main advantages of this type of grid
are the simplicity of discretizing complex domains and that meshing can be done very quickly. However, as the mesh has no inherent order, accuracy in the wall regions is reduced. Achieving the required mesh resolution to decrease errors in the near wall region can lead to extremely large meshes. In many cases, it is worth investing time into the development of a hybrid mesh, as it would yield a smaller node count with respect to an unstructured mesh, thus reducing the need for large computational resources. Unlike the structured grids, unstructured grids cannot be mapped onto a computational space. Therefore, unstructured grids require a connectivity matrix to inform the solver of which nodes are neighbours. This requires additional computational memory and can lead to increased computational time with respect to structured grids of similar density. However, a distinct superiority of unstructured meshes, over structured meshes, is that they can easily be refined locally with
little effect on the rest of the domain, as shown in Figure 4.2.

An advantageous combination of the unstructured mesh and the structure mesh is the hybrid mesh. This type of mesh allows control of the mesh in the near-wall regions, while also allowing easy meshing of complex geometries. In addition, it does not allow local refinement to propagate into the domain and does not require an excessive number of nodes in the boundary layer to achieve the desired dense meshing near the wall.

The generation of a structured mesh in a 3D gas turbine requires specialized meshing software. However, for 2D simulations, a hybrid mesh (Figure 4.3) can be constructed using only GAMBIT 2.3.16. GAMBIT 2.3.16 has the ability to generate an unstructured mesh and a 2D structured mesh in the boundary layer simultaneously. For the 3D simulations, an unstructured mesh was first generated using GAMBIT 2.3.16 and TGrid 4.0.24.
was used to generate the 3D structured mesh in the boundary layer after the unstructured
mesh was created.

As one of the goals of this study is to achieve results of fairly high accuracy, it
was desirable to avoid the artificial diffusion associated with first-order spatial discretiza-
tion (Barth and Jespersen (1989)). A second-order upwind scheme was used for spatial
discretization of all flow variables, and the Green-Gauss Node-Based method calculated the
required gradients and derivatives.
4.3.2 Temporal Discretization

The Courant–Friedrichs–Lewy number \( \text{CFL} = \frac{u\Delta t}{\Delta x} \) is the ratio of the time step (that is, the internal solver time step between solution iterations at a given time) and the cell residence time. As it affects both the rate of convergence and the stability of the simulation, the CFL number is generally set to a low initial value, such as 0.0001. This is then increased gradually, in order to maintain both stability and convergence rate, until sufficient convergence is obtained. Experience showed that simulations became unstable when \( \text{CFL} > 0.1 \), if the explicit solver were used, and when \( \text{CFL} > 1 \), if the implicit solver were used. However, to sustain the stability of the simulation one should use slightly lower values than the limits of the previous inequalities.

For the unsteady simulations, a second-order density-based scheme was used for time discretization, as this scheme is known to be unconditionally stable. As the implicit formulation of the density-based solver was used, FLUENT 6.3.26 employed a second-order Euler backward differencing scheme for the dual-time formulation using a preconditioned pseudo-time derivative for more accurate unsteady results. FLUENT also used an explicit pseudo-time marching approach for the inner iterations (iterations within each time step), as well as a three-stage Runge-Kutta scheme. Note that the solver's implicit formulation computes all flow variables in all cells simultaneously.

In order to help accelerate the convergence of the simulations, the Algebraic Multi-grid (AMG) algorithm was implemented by FLUENT. It is known to be beneficial for unstructured meshes, because no coarse grids are generated or stored, thus reducing computing time. The alternative Full-Approximation Storage (FAS) multigrid method has been found
to greatly improve convergence rates when non-linearities are present due to non-linearities in the system being carried down to the coarse levels through re-discretization (Ansys (2006a)). However, the use of explicit time-stepping in this study prohibits the use of FAS multigrid, as the temporal accuracy of the fine grid solution would be compromised.

4.4 Domain Scaling

A common approach in computational fluid dynamics is to take advantage of existing geometric periodicity in order to reduce computer memory, storage space and computational time requirements. In such cases, only one of the repeated sections of the domain is considered and periodic boundary conditions are applied at its boundaries. In the case of turbine stages, which consist of successive rows of stator vanes and rotor blades, advantageous geometric periodicity would require a low-integer ratio of rotor blades to stator vanes. However, common design practice is to use blade-to-vane ratios of large integers to help prevent specific modes of vibration. Thus, accurate simulation of these turbine stages would require consideration of the entire stator and rotor. To circumvent this problem, gas turbine analysts have used several different methods, as indicated by Mårtensson et al. (2003), including rotor blade scaling, phase lagged periodic boundary conditions, and time inclined boundary conditions.

The domain scaling method used in this study is based on the method developed by Rai (1987) and Rai and Madavan (1990). The rotor blade geometry is scaled such that a constant solidity ratio is maintained (constant ratio between chord and pitch). The changing pitch results in the addition or subtraction of blades (with a constant rotor circumference),
allowing the user to achieve a low-integer blade-to-vane ratio. This method has been found to yield some disparities in various aspects of turbomachinery flow, such as blade surface pressure distribution, passage vortices, and pressure losses (Lastiwka (2008)). This should be of little consequence for the present study, however, which focuses on comparisons of cases with identical geometries. This method of scaling to reduce the domain was also used by Gundy-Burlet and Dorney (2000), and Sondak and Dorney (2000).

For a comprehensive review of the domain scaling method used in this study, see Lastiwka (2008).
Chapter 5

Inlet Temperature Specification

This chapter outlines the procedure used for determining appropriate inlet temperature fields for specification as inlet boundary conditions. This should be helpful in understanding the simulation conditions and preliminary procedures.

5.1 Definition of Inlet Temperature Field

At the inlet of a turbine section the flow is unsteady and turbulent, with properties highly dependent on the combustion process, and, to a lesser degree, the compression in the compressor section and the ambient air conditions. For the purposes of this study, the inlet temperature will be specified as steady and with an azimuthal periodicity which has the same period as the computational domain.
5.1.1 Spanwise Profile

A set of inlet total temperature values were supplied by the manufacturer from the turbine considered in this study. These consisted of total temperatures at different spanwise locations of the inlet surface and were taken to represent circumferential averages over the entire inlet cross-section. As shown in Figure 5.1, the total temperature is relatively low at the endwalls, rising smoothly to a peak total temperature at a spanwise location that was approximately at 75% of the span from the hub endwall (located at a spanwise coordinate of 0.0 in the figure) to the casing endwall (located at a spanwise coordinate of 1.0 in the figure). These data were measured using available probes, and the values at the endpoints do not match accurately the total temperatures at the surfaces of the endwalls. However, we were advised by the manufacturer that approximating the endwall temperatures by the given values should not have a significant effect on the results of this study.

Figure 5.1: Circumferentially-averaged spanwise profile of total temperature at the inlet, normalized by the mass-weighted bulk total temperature across the inlet $T_b$; the value of $T_b$ has been withheld according to the non-disclosure agreement with the industrial sponsor.
Profiles of total temperature at the inlet of high pressure turbines have been presented by Povey et al. (2003) and Qingjun et al. (2007) (see Figure 5.2). The relative location of peak total temperature in Figure 5.1 differs from those in previous studies, in which the peak is located close to midspan. Instead of the more commonly used straight duct between the combustors and the turbine, the engine of present interest has a reverse-flow combustor design followed by a highly curved transition duct, which redirects the flow by approximately 180° (see Fig. 1.2). Centrifugal forces in the curved duct tend to shift the lower-density hot fluid from midspan towards the casing wall, thus skewing the temperature profile. Additionally, the total temperature in the present turbine inlet is slightly higher near the casing endwall than near the hub endwall. This difference is also attributed to the specific transition duct geometry. The small-radius curvature of the casing endwall provides less surface area for convective losses, as well as being adjacent to a high-temperature region. The hub endwall, in contrast, has a larger surface area and is adjacent to a region of lower temperature.

5.1.2 Circumferential Variation

In order to represent the turbine inlet conditions more realistically, we modulated the circumferentially-average spanwise profile provided by the manufacturer to an inlet field that also has circumferential variation. The inlet field of a turbine typically varies circumferentially, with peaks corresponding to the relative locations of discrete combustors and valleys to locations in-between. As a constraint in this transformation, we required that the same circumferential average be maintained at each spanwise location. This suggested the application of a sinusoidal modulation to vary the spanwise total temperature profile.
Figure 5.2: Typical radial profile of turbine inlet total temperature (Qingjun et al., 2007) around the circumference of the inlet.

The periodicity of the numerical simulation was maintained by selecting a sinusoidal period that was equal to the circumferential period of the simulation geometry. In this way, each peak in total temperature represented a single hot streak coming out of a combustor element and corresponded to a single stator vane. This choice has been approved by the manufacturer as consistent with realistic conditions. The modulating equation for the inlet total temperature is

\[
T(z, \varphi) = T_{av}(z) + 0.1T_b \left[ \frac{T_{av}(z) - T_{lin}(z)}{T_{av}(z_m) - T_{lin}(z_m)} \right] \sin(N\varphi + \varphi_o) \tag{5.1}
\]

where

- \(T_{av}(z)\) is the specified average total temperature for a given spanwise location \(z\)
- \(T_{lin}(z)\) is a straight line connecting the total temperatures of the endwalls
• $z_m$ is the spanwise location of the circumferentially-averaged total temperature peak

• $T_b$ is the mass-weighted bulk total temperature across the inlet

• $N$ is the number of periodically repeating domains comprising the entire turbine

• $\varphi$ is the circumferential coordinate

• $\varphi_o$ is a phase shift used to position the hot streaks with respect to the stator vanes.

Note that the term within square brackets in Equation 5.1 varies from zero at the inlet walls to unity at the point of peak average temperature, where the difference between maximum and minimum temperatures is greatest. This restriction allows for the desired amplitude of variation near the hot streak’s peak, while maintaining consistent temperatures along the endwalls. The maximum variation from the provided average values has been set at $\pm 10\%$ of the inlet’s mass-weighted bulk total temperature. This ensures that the total temperature of the fluid near the endwalls increases with distance from the walls, as is expected by considering the turbine cooling systems.

The minimum and maximum extremes of the derived total temperature field are shown in Figure 5.3, along with the average profile supplied by the manufacturer. The maximum curve represents the total temperature profile at the circumferential location of the hot streak, while the minimum curve is characteristic of the location between hot streaks.

The resulting two-dimensional field of total temperature for a single geometric period is shown in Figure 5.4. The specified inlet conditions are intended to model the significant circumferential variations produced by discrete combustors and related geometry.
Figure 5.3: Original and extreme spanwise profiles of total temperature at the inlet, normalized by $T_b$.

The resulting temperature contours are largely dependent on dilution between gases of different properties as they flow from the combustor into the turbine. Similar trends have been observed by Povey et al. (2003) and Li et al. (2006), among others, with varying degrees of dilution and attenuation. The manufacturer has also verified that Figure 5.4 represents a fairly accurate approximation of realistic turbine inlet conditions.

Figure 5.4: Contours of total temperature on the inlet, normalized by $T_b$. Dotted line indicates downstream position of vane leading edge.
5.2 Circumferential Positioning of Hot Streaks

For cases involving non-integer ratios of combustor igniters (or similar features) to stator vanes, the resulting hot streak pattern will interact with different locations on the stator vanes, requiring simulation of the entire turbine stage in order to determine the full effect of the temperature profile on the operation of the turbine. In the case of integer ratio geometry, the hot streaks can be clocked or aligned with respect to the stator vanes to determine the optimum geometry for turbine performance for the operating conditions. For our choice of a ratio of 1, the simulation of only a single geometrically periodic section is required, as the alignment of each hot streak and a corresponding stator vane is identical for all hot streaks.

Although geometric alignment of the inlet field is quite simple (see Figure 5.4), it may not result in the desired impingement on the stator vane leading edge further downstream. The rotation of the upstream flow field induced by the stator is of sufficient strength to deflect the hot streak by nearly a quarter of the periodic circumferential domain, toward the suction side of the corresponding stator vane. This is illustrated in Figure 5.5, which shows flow pathlines originating near the spanwise location of peak hot streak total temperature. A circumferential phase shift of the inlet field alignment is therefore necessary in order to achieve the desired downstream alignment between the hot streak and the vane leading edge.

In one of the two configurations of interest, the hot streak was aligned such as to impinge onto the leading edge of the vane, so that it was effectively split by the vane. This configuration will be referred to as the vane-impinging (VI) case. In the other configura-
tion, the hot streak passed through the middle of the passage between stator vanes. This configuration will be referred to here as the mid-pitch (MP) case. This allows the hot streak to interact directly with the rotor blades, as it is largely unchanged by the stator section. These two configurations are deemed to be the extreme cases of turbine performance, as far as hot streak alignment, in isolation of other effects, is concerned. Similar configurations have been examined by previous authors.

Figure 5.6: Contours of inlet total temperature, normalized by $T_b$, for the (a) VI and (b) MP configurations. Dotted lines indicate downstream position of vane leading edge.
5.3 Implementation

The total temperature field must be applied as the thermal condition for the inlet boundary of the computational domain. Fluent 6.3.26 provides a simple method of specifying non-uniform boundary conditions. A program in C language must be used as a User-Defined Function (UDF) to provide the code with the desired temperature variation by specifying a value for each queried location, depending on the parameters written into the program (such as an equation or interpolated table of values).

For the purposes of this study, it was decided to use the compiled method of defining a UDF. The program is built into an object code library in the same way as the Fluent executable code itself, allowing Fluent to dynamically load and directly access the program. A compiled UDF is therefore executed faster than an interpreted UDF, which is accessed through an intermediate preprocessor. Interpreted UDFs are also limited in the use of the C language and access to Fluent data, though they are more portable to other platforms and systems.

The program used in this study obtains the position of the current cell from Fluent, then uses quadratic interpolation to determine the circumferentially-averaged total temperature for that spanwise position, based on the manufacturer’s data set. The circumferential modulation, as defined by Equation 5.1, is then applied to this average in order to achieve the desired two-dimensional inlet field. This information is then used by Fluent to define the inlet boundary, and can be selected for use when defining boundary conditions.
Chapter 6

Numerical Procedures and Conditions

The 3D gas turbine model used in this study was developed using geometry and inlet specifications provided by the manufacturer. This chapter summarizes the simulation geometry, its discretization, and the numerical conditions and schemes used for the simulation of the turbine.

6.1 Hardware and Software

The simulations were performed on four different computer systems: a) an in-house personal computer (PC), b) an in-house cluster of Sun Fire servers, c) an in-house cluster of Dell servers, and d) the High Performance Computing and Virtual Laboratory (HPCVL). The PC used for preliminary computations and some pre- and post-processing of the data is an HP Pavilion a1730n workstation with a 2.6 GHz AMD Athlon 64 X2
Dual Core 5000+ processor and 3 GB of RAM. The local Sun Fire cluster consists of six Sun Fire X2200 M2 x64 servers, each with \(2 \times 2.2\) GHz AMD Opteron 2214 dual core processors and 8 GB of RAM. The local Dell cluster consists of six PowerEdge SC1435 x64 servers, each with \(2 \times 2.6\) GHz AMD Opteron 2218 dual core processors and 8 GB of RAM. The resources available at HPCVL consisted of six Sun Fire 25000 nodes, each with \(72 \times\) dual-core UltraSPARC-IV+ 1.5 GHz processors and 576 GB of RAM.

Post-processing was performed on an additional in-house personal computer, a Dell Studio 540 workstation with a 2.33 GHz Intel Core 2 Quad Q8200 processor and 8 GB of RAM. In-house data storage and backup resources consisted of a PowerVault MD1000 with \(15 \times 500\) GB RAID-controlled hard drives.

The software package GAMBIT 2.3.16 was used for computer model generation and mesh generation. TGrid 4.0 was used for enhanced mesh control and for 3D structured wall meshing. The commercial code FLUENT 6.3.26 was used for all CFD simulations, and Matlab and Tecplot 360 were used for post-processing and visualization.

### 6.2 Computational Domain and Grid Generation

The original turbine stage to be analyzed consisted of a stator with 13 vanes and a rotor with 38 blades. Because the number of rotor blades is not an integral multiple of the number of stator vanes, the numerical analysis would require both large computing resources and long simulation times. To reduce the required time and resources to more practical levels, the simulations were conducted with the rotor section appropriately scaled, using the approach discussed in Section 4.4. Scaling the rotor section increased the number
of rotor blades from 38 to 39. The numerical model therefore has a vane count to blade count ratio of $1:3$, which permitted the implementation of rotationally periodic boundary conditions.

The geometry data obtained by the manufacturer consisted of a section of transition duct, the first stage of a high pressure turbine, and a short outlet duct. The inlet plane was located in the middle of the $180^\circ$ transition duct, which connected the combustor with the high-pressure transonic turbine stage. The outlet duct was included in order to facilitate visualization and analysis downstream of the rotor, as well as to avoid possible convergence problems associated with the unsteady simulations and to provide some separation between the rotor and the outlet’s reflecting boundary condition (see Section 6.3). The numerical domain used for the simulations is shown in Figure 6.1.

![Numerical domain](image)

Figure 6.1: Numerical domain, separated into three volumes; the stator and duct volumes are fixed, whereas the rotor volume is rotating.

The numerical domain was split into three separate domains, namely the stator,
rotor and duct sections. The rotor domain also includes a gap region between the blade tips and the casing. The stator and duct domains were kept fixed, whereas the rotor domain was rotating. The rotational periodicity was determined from the ratio of the number of rotor blades to the number of stator vanes, which for the present scaled model was

\[
\Lambda = \frac{39}{13} = \frac{3}{1}
\]

Accordingly, the period of the numerical geometry contained three rotor blade passages and one stator vane passage. The angle of rotational periodicity can be determined by

\[
\theta_{rp} = \frac{360^\circ}{(N_{rt}/N_{rt,sim})}
\]

where \(N_{rt}\) and \(N_{rt,sim}\) represent the number of rotor blades in the full and periodically-modelled turbines, respectively. In this case, the rotational periodicity angle was approximately \(27.7^\circ\). This resulted in a \(27.7^\circ\) sector for all numerical volumes, or a reduction of the full (scaled) turbomachine to \(1/13^{th}\) of its original size.

The numerical domain was created using GAMBIT 2.3.16 and model data provided by the manufacturer. The surface of each blade was generated from 23 profiles from the hub to the tip, and the surface of each vane was constructed from 25 profiles. A hybrid mesh was desired to discretize the turbine’s volume in order to achieve the desired resolution near the domain walls. However, GAMBIT 2.3.16 was unable to generate the required 3D structured wall mesh. Therefore, an initial unstructured mesh of tetrahedral elements was generated in GAMBIT. This mesh was imported into TGrid, which generated a 3D structured wall mesh.
The 3D structured wall mesh was generated by following procedures developed in past studies. TGrid was used to create 5 layers of prism mesh elements over the walls of the model providing the desired resolution. The height of the first layer was 0.007 mm, with a geometric growth rate of 1.3. This resulted in having 10 prism elements across the tip gap. For the remainder of the volumes, an unstructured mesh was used. The mesh density was distributed using size functions such that the density was greater near walls and in the gaps between the blade tips and the rotor casing. Thus, the hybrid mesh is comprised of tetrahedral elements in the core region and prismatic hexahedral elements in the boundary regions. The mesh generated for the numerical domain and used to complete this study is shown in Figure 6.2.

Figure 6.2: Surface mesh for computational grid.
6.2.1 Grid Verification

To reduce the necessary computing time and resources, an initial numerical verification study was conducted on the reference case. This study used the mixing plane approach. The mixing plane model circumferentially averages the flow variables between ordinarily rotating and non-rotating domains, allowing the user to run a steady solver and obtain an approximation of the time-averaged solution. Three different meshes, termed coarse, medium, and fine, were created, with 1.2, 1.7, and 2.2 million cells, respectively.

The total-to-total pressure ratio across the turbine stage and the degree of reaction (defined as the ratio of the static enthalpy change across the rotor to the change across the turbine stage) were computed once simulations with each mesh had converged. The difference between the coarse and the medium meshes was 0.03, and between the medium and fine meshes it was 0.01. Based on this study, the medium mesh was assessed to provide sufficient accuracy for the computation of mean properties, although this verification was not conclusive concerning the accuracy of prediction of unsteady effects.

A second mesh resolution study was subsequently conducted using the sliding mesh approach (that is, the rotor domain was slid past the stationary domains in a realistic manner, and simulations were conducted using an unsteady solver). Unfortunately, this unsteady study used only the two smaller meshes mentioned previously, as the available resources did not allow for full unsteady simulations using the fine mesh within a realistic time frame. The time-averaged total-to-static pressure ratios across the turbine stage were found to be essentially the same for the two meshes. However, the temporal standard deviation of pressure fluctuation ratios, averaged spatially across the rotor outlet, was 0.06%.
for the coarse mesh and 0.5% for the medium mesh. Although this indicates some sensitivity of unsteadiness to the mesh size, the medium mesh with 1.7 million cells was selected for the main simulations, as it combines fairly high accuracy with relatively low computing time. This decision was supported by the turbine’s manufacturer, namely their department most experienced in CFD.

### 6.3 Simulation Conditions

In the present study, the interest focuses on the behaviour of a steady-state periodic solution, and disregards the start-up flow field. Therefore, initial conditions did not need to match the actual initial conditions of a real turbine. However, the choice of initial condition is important, as it affects the convergence rate and the overall stability of the simulation. The initial conditions were computed by FLUENT from the conditions set at the inlet boundary. The turbine manufacturer provided data specifying the total pressure and total temperature of both the inlet and outlet boundaries. The specified pressures at the inlet and outlet of the domain were 56% above and below the operating pressure, respectively. This results in a pressure ratio \(P_{\text{in}}/P_{\text{out}}\) of approximately 3.5. The backflow total temperature at the outlet was set to 76% of the inlet total temperature. The turbulence was specified at the inlet and for the outlet backflow as well, by specifying the fluid turbulent intensity as 3% and the hydraulic diameter as 0.48 m at both boundaries.

To reduce round-off errors, operating pressure for the domain was set at a value equal to the average between the inlet static pressure and the outlet static pressure. Pressure values for inlet and outlet were set as gauge pressures. No-slip and adiabatic conditions
were applied at the walls of the geometry.

The reflecting boundary condition (RBC) was selected to specify the static pressure at the outlet boundary; this results in a closer match to actual turbine conditions, compared to a non-reflecting boundary. In order to improve the flexibility of the RBC as the outlet condition, the static pressure was specified on the hub line of the outlet plane, rather than on the entire outlet plane, by activating the radial equilibrium relation. The outlet duct domain, with a length of two blade axial chords, was implemented to eliminate any possible interactions of the flow in the rotor with reflected pressure waves generated on the blades at the turbine outlet.

The material properties of the working fluid, specifically the products of combustion, were defined for FLUENT as varying with temperature. The specific heat ($C_p$), thermal conductivity ($\kappa$), and viscosity ($\mu$) were determined from cubic polynomials. In modeling the highly-compressible flow, the density was assumed to follow the ideal gas law

$$\rho = \frac{P}{R \cdot MW \cdot T}$$  \hspace{1cm} (6.3)

where $R$ is the gas constant and $MW$ is the molecular weight of the gas. The values of various properties for the working fluid are listed in Table 6.1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_p$</td>
<td>$(J/kg \cdot K)$ $942.359 \cdot T + 0.1931728 \cdot T^2 - 9.042406 \times 10^{-4} \cdot T^3$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>$(W/m \cdot K)$ $0.01234207 \cdot T + 5.1994401 \times 10^{-5} \cdot T^2 + 3.580143 \times 10^{-9} \cdot T^3$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$(kg/m \cdot s)$ $7.058711 \times 10^{-6} \cdot T + 4.195762 \times 10^{-8} \cdot T^2 - 6.355986 \times 10^{-12} \cdot T^3$</td>
</tr>
<tr>
<td>$R$</td>
<td>$(J/K \cdot mol)$ 8.314</td>
</tr>
<tr>
<td>$MW$</td>
<td>$(kg/mol)$ 28.966</td>
</tr>
</tbody>
</table>

The main objective of this study is to accurately predict the effects of changing inlet temperature fields, in order to apply the findings to actual turbine operation. Therefore,
the boundary conditions in the simulations were required to match the actual boundary conditions found in a working turbine. Nevertheless, some simplifications and assumptions were made to reduce computational costs.

For the reference case, the temperature was set as constant over the entire inlet. For the two cases with hot streaks, the inlet fields describing the VI (vane-impinging) and MP (mid-pitch) hot streak configurations were used, respectively. Following the substitution principle, as mentioned in Section 3.5.1, the total pressure was uniformly specified over the inlet boundary, to prevent extraneous secondary flow in the stator section.

The model was split into three domains in order to accommodate a rotating rotor, a stationary stator and a stationary duct. All domains were meshed separately and were connected together with a sliding mesh interface (or a mixing plane in some preliminary stages of simulations). The stationary domains were those of the stator and duct, while the rotor domain rotated with an angular velocity equal to that of the actual turbine.

Three periodic boundary sets were defined, one pair for each domain volume. These periodic boundaries were defined as rotational periodic boundaries with an axis of rotation coincident with the turbines axis. Figures 6.3 and 6.4 show the periodic boundaries with respect to the rest of the model.

In order to simulate the motion of the rotor, wall boundaries were assigned specific rotational speeds. The stator and duct domains were given a rotational speed of 0 rad/s, with the associated walls following the respective domains. The rotor domain was assigned a rotational speed equal to that of the design speed of the actual turbine, along with most of the boundaries. The rotor’s casing wall boundary was assigned a global rotational speed
Figure 6.3: Boundary conditions in computational domain.

Figure 6.4: Boundary conditions in computational domain.
of 0 rad/s, to agree with the production engine.

In addition to the previously mentioned conditions, the walls were assigned an energy equation boundary condition. Due to the focus on temperature and its effects, it is important to select appropriate thermal boundary conditions for the surfaces of the stator vanes, rotor blades, and hub and casing endwalls. Sondak and Dorney (2000) found that the use of boundary conditions incorporating a conductive model resulted in surface temperature variations which were significantly lower than those obtained with adiabatic boundaries. The simulated conduction resulted in different temporal variations and time-averaged temperature results, and would thus be undesirable when time-variant thermal details are required.

Adiabatic boundary conditions were also used by Sondak et al. (2002) and Gundy-Burlet and Dorney (2000). It is recognized that the use of adiabatic boundaries is not entirely realistic and introduces some error in the calculated temperature distributions for the surfaces. If available, more realistic surface conditions would be preferred, such as constant temperature fields or specified (non-zero) heat flux distributions, as used by Dorney and Davis (1993) for film cooling. However, as noted by He et al. (2004), the use of adiabatic surfaces is not expected to significantly affect the comparative characteristics of thermal loading produced by the distinct hot streak configurations of current interest. All things considered, it was decided to specify adiabatic wall surfaces (zero heat flux) in this study.
6.4 Modelling Rotation

FLUENT 6.3.26 has several methods to model flows with rotating components. The model under study contains two stationary sections and one rotating section. This problem can be managed by using the mixing plane approach, the multiple reference frame approach, or with a sliding mesh model. However, because the interactions between the rotor blades and stator vanes are expected to be strong, the multiple reference frame approach is not recommended (Ansys (2006a)). Therefore, only the mixing plane approach and the sliding mesh model will be considered.

The conservation equations are slightly different in a rotating domain, compared to those in a stationary domain. Figure 6.5 shows a schematic diagram of a rotating frame with respect to a stationary frame. If the rotating frame is rotating around the rotation axis with an angular velocity $\omega_i$, then the relative velocity $u_{rel,i}$ (the velocity with respect to the rotational frame) is given by

$$u_{rel,i} = u_i - u_{spin,i}$$

(6.4)

where $u_i$ is the absolute velocity (the velocity with respect to the stationary frame) and $u_{spin,i} = \epsilon_{ijk}\omega_j r_k$ is the spinning velocity (the velocity due to the motion of the rotating frame; $\epsilon_{ijk}$ is the Levi-Civita tensor, which is 0 if any two indices are the same, +1 if $i, j, k$ have an even permutation of 1, 2, 3, or −1 if $i, j, k$ have an odd permutation of 1, 2, 3.

If the density based solver is used for the simulations, FLUENT 6.3.26 modifies the momentum equations to use the absolute velocity, rather than the relative velocity. If the pressure based solver is used, then the user has a choice between the absolute velocity and relative velocity formulations of the momentum equations.
6.4.1 Mixing Plane Model

The mixing plane model is the preferred choice for gas turbine simulations when computational resources are limited. This model does not require the interface to be identical on both sides, so only one rotor blade and one stator vane from each stage need to be modelled. This can greatly reduce the computational domain. In addition, the mixing plane model employs a steady solver, reducing the computational time required to obtain a solution. However, this also means that the mixing plane model cannot model unsteady effects, which makes it impossible to determine unsteady interaction effects, as well as unsteady blade loading and surface properties. The mixing plane model was used for some preliminary computations and to provide initial conditions for the final unsteady simulations.

The mixing plane model artificially mixes the flow at the interface regions by
circumferentially averaging the flow variables. The flow variables passed from the upstream domain to the downstream domain are the total pressure, flow direction cosines, total temperature, and turbulence properties. The variables passed from the downstream domain to the upstream domain are static pressure and the flow direction cosines.

6.4.2 Sliding Mesh Model

A sliding mesh was implemented to allow the rotor domain to rotate with respect to the stationary stator domain. As a result, unsteady simulations could be run and the rotor-stator interactions could be analyzed with minimal assumptions.

Two interface planes are required to employ the sliding mesh model. The planes must be geometrically identical, within a certain tolerance. However, the meshes on each of the faces need not be identical or conformal (if two meshes are conformal, then they are identical in all aspects, including size, shape, node locations, and connectivity between nodes). FLUENT 6.3.26 is capable of dealing with non-conformal interfaces when passing information from one domain to the next. An example of a sliding mesh interface is shown in Figure 6.6. When implementing the sliding mesh model, an interior zone (a new zone with fluid cells in both domains) and periodic zones are generated. In this example, a sliding mesh interface would consist of an interior zone \((d-b-e-c)\), where the two domains overlap, and a periodic zone pair \((a-d \text{ and } c-f)\), where the domains do not overlap. The fluxes of flow properties are calculated using the faces that result from the intersection of domain cell faces, such as \(d-b\), rather than the actual cell zone face, such as \(A-B\). Therefore, in Figure 6.6, the flux into cell 4 would be determined using information from cells 1 and 3. This information would be passed through faces \(d-b\) and \(b-e\), in the interior zone, in the
same manner as if the problem were steady. Faces $a-d$ and $c-f$ are used to form a periodic pair of faces and information is transferred in a similar manner as with the interior zone.

### 6.5 Simulation Methodology

After configuring all simulation parameters and boundary conditions and initializing the solution, the reference case was initially solved by FLUENT’s steady state solver. Once the steady-state configuration has sufficiently converged, it was then switched to the unsteady solver. The unsteady simulation was run with settings of increasing accuracy and
CFL number, until the results showed sufficient convergence and periodic trends. This reference simulation was used as the initial condition for the other two cases, as the geometry and nearly all of the boundary conditions are identical.

Second order temporal and spatial discretization schemes were used, for their higher accuracy and stability. Following the procedure developed by Lastiwka (2008), a lower-accuracy turbulence model was used during the initial stages of the simulation before switching to the SST model. This provides a quick intermediate estimation for the slower, more accurate model. For the solution to converge within a small number of iterations (approximately 20) in one time step, the time step was initially set to the very small value $5 \times 10^{-6} \tau_r$ ($\tau_r$ is the rotor blade passing period, which is $1/39^{th}$ of the rotor period). The time step was gradually increased to reduce the computational time while maintaining the solution’s convergence within each time step. A time step of $2 \times 10^{-3} \tau_r$ (i.e. 500 time steps per blade passing period, or 1500 time steps per rotor domain pass) was found to be sufficient for resolving the desired time varying flow features. An under-relaxation factor of 0.6 for both turbulent kinetic energy and specific dissipation rate was also found to improve the stability of the simulation, most noticeably during the initial stages of simulation.

The temporal fluctuations of mass flow rate and spatially averaged static pressure were continuously monitored at the computational outlet to visually verify that the simulations reached a temporally periodic state. In addition, quantitative tests based on the discussion by Clark and Grover (2007) were performed to determine the level of periodic convergence. Figure 6.7 shows plots of convergence levels for the mean pressure, cross-correlation factor (CCF) at zero lag, and fractional power of the power spectrum, as well
as the *overall convergence level* (OCE, i.e., the minimum value of the previous convergence levels). All examined convergence levels reached values much closer to 1 (perfect periodicity) than the *convergence threshold* (CT) of 0.95, as suggested by Clark and Grover (2007) to be sufficient for overall convergence.

Figure 6.7: Convergence levels for reference simulation

Once the reference case had converged, the simulation files were copied and the inlet boundary conditions were set to reference the UDFs which describe the inlet total temperature fields of the VI and MP cases. These two simulations were then set to run under FLUENT’s steady solver, and progressed in much the same way as the reference case, though the computation time was much reduced, as the initial conditions were much closer to the solution than those produced by FLUENT’s initialization algorithms.

The procedure for the unsteady simulations was comparable to the reference, although there was a significant increase in resources required for the VI and MP cases to
reach convergence and a periodic steady-state. Several variables were monitored for temporal periodicity, including inlet and outlet mass flow rates, mass-weighted static pressure at the rotor and duct outlets, and the drag coefficient of the stator vane. The final stages of simulation required approximately 30 to 50 iterations per time step to reach an absolute convergence level of $10^{-3}$ for continuity, velocities, and energy; the convergence levels for $k$ and $\omega$ were set to $10^{-6}$. These criteria were chosen because further reduction within the required time constraints and $10^{-3}$ is the maximum scaled residual required for a converged solution (Menter (2002)). All data used in post-processing were collected during the final cycle of simulations (one cycle period is equal to three blade passing periods, or 1500 time steps).

6.6 Simulation Uncertainty

In all CFD studies, the inevitable problems of uncertainty and error are strongly dependent upon the numerical code, computer architecture, and defining models. To clarify the issue, the American Institute of Aeronautics and Astronautics (AIAA) has defined uncertainty and error (AIAA (1998)) as

**Uncertainty** A potential deficiency in any phase or activity of the modeling process that is due to a lack of knowledge

**Error** A recognizable deficiency in any phase or activity of modeling and simulation that is not due to a lack of knowledge

The uncertainties and errors of any given simulation can be divided into two basic groups: acknowledged and unacknowledged. Acknowledged uncertainties and errors can
be identified by known methods, and can possibly be reduced, eliminated, or otherwise compensated for. Unacknowledged uncertainties and errors are those which cannot be traced. The simulation uncertainties can be further broken down as (Faragher (2004))

- Acknowledged uncertainties and errors

  - Physical approximation uncertainty
  - Computer round-off error
  - Iterative convergence error
  - Discretization errors
    * Spatial discretization error
    * Temporal discretization errors
    * Truncation errors

- Unacknowledged uncertainties and errors

  - Computer programming errors
  - Usage errors

Physical approximation uncertainty deals with uncertainties due to assumptions that are made during the generation of the model. Simplification to the geometry used for the simulations, turbulence modeling, simplifications to boundary conditions and neglecting heat transfer are all examples that introduce physical approximation uncertainty. An estimate of physical approximation uncertainty is possible through validation of the simulation using experimental results (Faragher (2004)). However, quantitatively validating all
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local flow parameters in an unsteady simulation, such as in turbomachinery, is very difficult
due to the large volume of data. It is more appropriate to quantitatively validate global
flow parameters, such as efficiency and power. Some reasons for physical approximation
uncertainty are (Mehta (1996)):

- Simulation flow is not fully understood.
- Model parameters are not known to a sufficient degree of certainty.
- Models are overly simplified.
- Validation of the simulation is not possible due to lack of experimental data.

Computer round-off error develops as a result of a computer’s inability to represent
floating point numbers to an infinite number of decimal places. In the case of a computer
that stores floating point numbers with 32 bits and single precision, which is typical of those
used for the simulations in this study, data are calculated to an accuracy of $10^{-7}$. Round-off
error is typically neglected because it is considered to be insignificant in comparison to other
uncertainties.

Iterative convergence error exists due to the nature of the iterative process; a
perfect solution will only be found after an infinite number of iterations. A criterion for
stopping the simulation must therefore be adopted, in order to obtain results within a
realistic time frame, and to ensure that the resulting solution is of sufficient quality. In
FLUENT 6.3.26, the default stopping criterion is
\[ \frac{\Phi(g)}{\Phi_{\text{max}}(g)} < 10^{-3} \]  (6.5)

\[ \Phi(g) = \sqrt{\sum_{\text{cells}} \left( \frac{\partial g}{\partial t} \right)^2 \frac{m_{\text{cells}}}{m}} \]  (6.6)

where \( \Phi(g) \) is the residual for a given flow parameter \( g \). For the density based solver in FLUENT 6.3.26, the residual is an RMS average, over all cells, of the rate of change of a given flow parameter during one internal iteration (the iterative process during one time step). The stopping criterion is then determined by scaling the residual by the maximum residual in the first 5 iterations \( \Phi_{\text{max}}(g) \). The FLUENT 6.3.26 default scaled residual is \( 10^{-3} \), and the choice for this study was discussed in Section 6.5.

Discretization errors result from applying the governing equations on discrete spatial and temporal points, and are often considered the most significant errors in CFD simulations. Spatial discretization error exists because the numerical domain is meshed with a finite number of cells, whereas temporal discretization error similarly results from the application time steps which specify the time between instantaneous solutions in unsteady simulations. Spatial and temporal discretization errors can be reduced by increasing the number of grid points or by reducing the time step size, respectively. As the spatial and temporal discretizations are refined, the solution becomes progressively less sensitive. Once the sensitivity reaches 0, the discretizations are said to be converged. If both the spatial and temporal discretizations were refined such that the respective intervals were infinitely small, then the resulting solution should, theoretically, have no discretization error. However, this is not practically possible due to the complexity of the governing equations and
computational resource limitations. Therefore, an important aspect of any simulation is an appropriate grid convergence study to determine extent of discretization error.

A more indirect aspect of discretization error is truncation error. Truncation error is the difference between the exact non-discretized governing equations, and the finite or discretized governing equations, which are numerically solvable. The truncation error is affected by the quality of the grid in relation to localized flow features (such as shocks and boundary layers), and the order of the method used to discretize the governing equations. For example, if the lowest order term that is truncated is of first order (namely, contains $\Delta x$ as in Equation 6.7), the method is first-order accurate. Similarly, if the lowest order truncated term is of second order (contains $\Delta x^2$ as in Equation 6.8), the method is second-order accurate (Faragher (2004)).

$$\frac{dg}{dx} = \frac{g_{i+1} - g_i}{\Delta x} + \frac{d^2 g}{dx^2} \frac{\Delta x}{2} - \frac{d^3 g}{dx^3} \frac{\Delta x^2}{6} + \text{higher order terms}$$

(6.7)

$$\frac{dg}{dx} = \frac{g_{i+1} - g_{i-1}}{2\Delta x} - \frac{d^3 g}{dx^3} \frac{\Delta x^2}{6} + \text{higher order terms}$$

(6.8)

With first-order accurate methods, the leading truncated term is an even order derivative and the resulting solution will be affected by numerical dissipation or artificial viscosity (Faragher (2004)). Numerical dissipation acts to artificially increase the fluid’s viscosity and smoothen out gradients. Although numerical dissipation results in inaccuracies, the fact that it also tends to stabilize the solution can be a positive attribute. Second-order accurate methods have a truncation error beginning with an odd-order derivative, meaning that the solution will show effects of numerical dispersion, which can generate oscillations.
in the solution. A combination of numerical dispersion and numerical dissipation is commonly referred to as *numerical diffusion* (Faragher (2004)). The final results of this study were found using simulations with second-order discretization methods in both the spatial and temporal domains to achieve high accuracy. However, first-order methods were used in the initial stages of the simulation to take advantage of their stabilizing characteristics and lower required resources.

Computer programming errors have not been studied intensively, as they are hard to quantify. These are errors that result from mistakes made while writing the code for a program used by the simulation. These errors can therefore only be addressed by the programmer. In an established commercial code, such as FLUENT 6.3.26, these errors are assumed to be negligible. Any errors remaining in the current user-defined UDF program have also been deemed to be negligible, as this program produced inlet total temperature distributions that matched expectation.

Usage errors can arise through the improper use of a particular CFD code or modelling method. This may occur during geometry or grid generation, or during the simulation itself. For example, usage error would affect a simulated turbulent flow if a laminar model were used by mistake, or a simulation of compressible flow if density were assumed to be constant. The likelihood of such errors occurring increases with the number of options in a CFD code.

In view of the experience and knowledge of the individuals and supervisors involved in this study, the probability of usage error effect on the results has been deemed negligible. Furthermore, the purpose of this study is to compare the results of different simulations
with different inlet conditions, all of which have been conducted using otherwise-identical settings and models. This should ensure that any deviations from the actual gas turbine operation are present at the same level in all cases, which acts favourably towards the validity of a comparative evaluation of the particular effect of interest.
Chapter 7

Reference Simulation Results

In order to study the effects of the presence and location of hot streaks on the gas turbine, it was necessary to establish a baseline for comparison. To this end, a simulation of the turbine section was performed with a uniform temperature applied to the inlet boundary, representing the common practice in turbine simulation. This uniform temperature is equal to the mass-weighted average of the hot streak temperature fields, as described in Chapter 5. All other parameters and settings were kept the same in the final, high-accuracy stages of all simulations. These conditions and the simulation procedure are explained in detail in Chapter 6. Some steady/unsteady effects are compared as well. All results refer to final unsteady simulations, unless otherwise indicated.

Many of the results presented in this chapter have been published previously (see Chang and Tavoularis (2009b) and Chang and Tavoularis (2009a)). This material has been adapted in order to document the results of the reference case so that they can be compared with the results of the hot streak simulations.
7.1 Simulation Verification

Of the several methods that were found to estimate the uncertainty in simulation results, two were considered for use in the current study: the *Grid Convergence Index* (GCI) method of Roache (1998) and the *Approximate Error Spline* (AES) method of Celik and Li (2005). The GCI method is based on the Richardson Extrapolation and estimates the relative error of the numerical solution by comparison to the estimated true value. This method provides a 90% confidence estimated error band within which the true solution lies and requires that the solutions on consecutive grids achieve monotonic convergence. The AES method is based on the GCI method and also gives a 90% confidence estimated error band, but it can be implemented in cases in which the solutions on consecutive grids follow either monotonic or oscillatory convergence. It uses an approximate error to estimate the true error, which is used to find the estimated exact value of a simulation parameter and determine the GCI.

The main advantage of the AES method is that it can be used to estimate the GCI in cases for which a simulation parameter shows non-monotonic convergence as the grid is refined. Celik and Li (2005) also carried out a comparison using flow parameters which exhibited both monotonic and oscillatory convergence behaviour. The results showed that the AES method was the best performing among four different uncertainty estimation methods. The AES method was also found advantageous when the simulation parameter exhibited oscillatory convergence and three grids were used for the simulation verification. The AES method was chosen over the basic GCI method for this study. For a more in-depth description of these two verification methods, see Lastiwka (2008).
The AES results of the steady grid convergence study is shown in Figure 7.1, for three grids of varying cell counts (1.2, 1.7, and 2.2 million), as described in Section 6.2.1. The dashed line indicates the estimated exact value computed using the AES method, and the error bars show the GCI for each of the grids. The GCI for each grid was determined to be 14.73%, 3.36%, and 1.25%, respectively, using the AES-estimated exact value.

Note that the GCI and AES data have been contributed by the author, and have not been published previously.

Figure 7.1: Flow parameter computed using three grids of decreasing cell size. Error bars show GCI for each grid, and dashed line indicates exact value as estimated by the AES method.

7.1.1 Comparison Between Steady and Unsteady Simulations

Coherent vortices identified in the rotor using RANS (Reynolds-averaged Navier-Stokes) and URANS (unsteady Reynolds-averaged Navier-Stokes) are presented in Fig. 7.2.
The sizes and the locations of the rotor casing passage vortices and the rotor hub passage vortices were comparable in both simulations. However, the horseshoe vortices and the tip leakage vortices in RANS were smaller than those in URANS. The tip leakage vortices in the URANS simulation started rolling up near the mid-chord section, while the tip leakage vortices in RANS first appeared between the mid-chords and the trailing edges of blades. Finally, the axial gap vortex observed in URANS was not at all identified using RANS.

Figure 7.2: Vortices in the rotor section, coloured by axial vorticity: (a) steady contours from RANS, (b) instantaneous contours from URANS. From Chang and Tavoularis (2009a).

Contours of the time-averaged static pressure at 50% span are depicted in Fig. 7.3 for the steady and unsteady simulations. The static pressure in the aft-midsection on the vane suction sides from RANS was lower than the corresponding time-averaged pressure from URANS. There was also a sharp increase in static pressure near the trailing edges of the vanes in RANS but not in URANS. These differences in static pressure were mainly due to the unsteadiness, which is not considered in RANS.

Figure 7.4 shows entropy distributions at 50% span for the steady and unsteady simulations. Relatively high entropy indicates high viscous losses and marks boundary
layers, wakes, and other viscous regions in the flow. While there were very few differences in the vane wakes within the stator section for both URANS and RANS, the wakes of the blades were appreciably stronger in the URANS simulation, and the losses within the blade passages were also higher in the URANS.

Figure 7.5 shows contours of the total pressure loss coefficient in the rotor reference frame. The relative total pressure loss coefficient at the rotor outlet is defined as

$$Y_r = \frac{\hat{P}_{o2r} - \hat{P}_{o3r}}{\hat{P}_{o3r} - \hat{P}_3}$$  \hspace{1cm} (7.1)$$

where the mass-weighted pressure and relative total pressure are, respectively,

$$\hat{P} = \frac{\int P \rho V \cdot dA}{\int \rho V \cdot dA} \hspace{1cm} \text{and} \hspace{1cm} \hat{P}_{or} = \frac{\int P_{or} \rho V \cdot dA}{\int \rho V \cdot dA}$$

The total pressure loss from URANS was found to be highest near the midspan of the rotor outlet, and decreased towards the endwalls. This high loss may be related to the rotor blade wakes shown in Fig. 7.4. In contrast, the total pressure losses from RANS
Figure 7.4: Contours of entropy, normalized by $R$, at 50% span: (a) steady contours from RANS, (b) time-averaged contours from URANS. From Chang and Tavoularis (2009a).

Figure 7.5: Contours of relative total pressure loss coefficient at the rotor outlet plane: (a) steady contours from RANS, (b) time-averaged contours from URANS. View is from downstream of the rotor outlet plane. From Chang and Tavoularis (2009a).
showed two peaks.

The differences in mass-weighted total pressure coefficients are shown in Table 7.1, indicating that the total pressure losses from URANS were measurably higher than those from RANS. The percent difference of the relative total pressure loss coefficients at the rotor outlet was 10.9%, which is comparable to the 10% value reported by Pullan (2006) for rotor-only simulations.

<table>
<thead>
<tr>
<th></th>
<th>Total pressure loss ($Y$) at stator outlet</th>
<th>Relative total pressure loss ($Y_r$) at rotor outlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>RANS</td>
<td>0.6053</td>
<td>0.4477</td>
</tr>
<tr>
<td>URANS</td>
<td>0.6257</td>
<td>0.5025</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>3.3</td>
<td>10.9</td>
</tr>
</tbody>
</table>

Table 7.1: Comparison of mass-weighted total pressure loss coefficients.

Figure 7.6 shows the static pressure distributions on the blade suction side, as determined using RANS and URANS. The URANS results indicated the formation of a local low-pressure region near the mid-span toward the leading edge of blades, which was isolated from the low-pressure regions formed by the two passage vortices. In the RANS results, the three low-pressure regions were more strongly connected. It was reported by Chang and Tavoularis (2009b) that the local low-pressure regions were highly correlated to the locations of blade passage vortices, tip leakage vortices, and crown vortices. Another visible difference is that the pressure near the forward part of the blade tips was stronger in the URANS simulation than under RANS.

In addition to the observed differences in time-averaged properties, unsteady simulations have the obvious advantage of resolving the temporal fluctuations of the pressure, velocity, and other properties, which can then be used in vibratory stress analyses, an es-
Figure 7.6: Contours of static pressure normalized by total inlet pressure: (a) steady contours from RANS, (b) time-averaged contours from URANS. From Chang and Tavoularis (2009a).

sential aspect of high-pressure turbine design. Consequently, the periodically-forming axial gap vortices and crown vortices were identified in the unsteady simulations, but could not be detected in the steady ones.

7.2 Coherent Vortices

Coherent structures reported in previous literature include casing and hub horseshoe vortices in the stator and rotor sections, tip leakage vortices in the rotor section, and vortices shed by the trailing edges of vanes and blades (Payne (2001)). Vortices associated with the stator section are quasi-stationary, whereas vortices related to the rotor section are quasi-stationary in the rotating frame of reference. Note that, in the present context, the term stationary is used to indicate that the position of the vortex is fixed in space and not that the vortex characteristics are statistically independent of time origin, as stationarity
signifies in turbulence theory.

For the most part, the vortical coherent structures showed very little differentiation between the reference simulation and those using non-uniform hot streak inlet conditions. Unless otherwise noted, the configuration and characteristics of the coherent structures were essentially identical for the three inlet configurations of interest.

7.2.1 Coherent Structure Identification

Due to the highly complex and turbulent flow that exists in turbomachines, it is quite difficult to distinguish coherent structures (CS) from non-coherent turbulence and mean vorticity patterns (Chang and Tavoularis (2007)). Although there is no currently accepted universal method for identifying coherent vortical structures, most of the popular criteria are based on pointwise kinematic analysis of the velocity gradient tensor, thereby making them Galilean invariant (Chakraborty et al. (2005)). Pointwise identification methods define a function to be evaluated point-by-point in order to classify each point as part of or outside a vortex, based on certain criteria. The complex, turbulent nature of turbomachine flow can prove a difficult environment in which to distinguish coherent structures from non-coherent turbulence and mean vorticity patterns (Chang and Tavoularis (2007)). For this reason, it is important to use an identification method with the capability to discern between the large-scale structures of interest and the extraneous turbulent fluid.

The $\lambda_2$ criterion (Jeong and Hussain (1995)) is based on the observation that the concept of a local pressure minimum in a plane fails to identify vortices under strong unsteady and viscous effects. By neglecting these effects, the symmetric part of the incom-
pressible Navier-Stokes equation can be expressed as

\[ S^2 + \Omega^2 = -\frac{1}{\rho} \nabla (\nabla P), \]

where \( P \) is the pressure and the equation is a representation of the pressure Hessian. To capture the region of local pressure minimum in a plane, Jeong and Hussain (1995) define the vortex core as a connected region with two positive eigenvalues of the pressure Hessian. If the eigenvalues of the symmetric tensor \( S^2 + \Omega^2 \) are ordered as \( \lambda_1 \geq \lambda_2 \geq \lambda_3 \), this definition is equivalent to the requirement that \( \lambda_2 < 0 \) at every point inside the vortex core. It has been shown that, while the \( \lambda_2 \) criterion measures the excess of rotation rate over the strain rate magnitude only on a specific plane, the following \( Q \) criterion looks for this excess in all directions.

The \( Q \) criterion (Hunt et al. (1988)) identifies vortices as flow regions with positive second invariant of \( \nabla u \). This method allows for the capture of large-scale vortical structures whose core fluid has small, if any, strain. Positive values of \( Q \) indicate regions where the vorticity overcomes strain. Although intended for use in incompressible analysis, this identification method remains valid for many compressible flows (Dubief and Delcayre (2000)). The advantage of this method is that the value of \( Q \) is not affected by wall-generated shear because the latter has equal components of rotation and strain rate. CS have been identified as surfaces on which \( Q \) is maintained above a particular value, called the threshold (Chang and Tavoularis (2007)). However, in some flows, the original \( Q \) criterion is sensitive to the choice of threshold.

An adaptation of the \( Q \) criterion was used for this study. The use of the basic method to analyze the results of the present simulation identified a large number of CS in
the near-wall regions but did not clearly identify the tip-gap vortices or the passage vortices. To resolve this issue, the parameter $Q$ was first modified by Chang and Tavoularis (2007), such that

$$Q_m = \frac{1}{2}(\Omega_{ij}\Omega_{ij} - c_qS_{ij}S_{ij})$$

(7.2)

where $c_q$ is an empirical factor near 1 that reduces the effect of the rate of strain on the coherent structure identification. Using values of $c_q \neq 1$ increases or decreases the effect of strain rate on the coherent structure identification process, which can help to identify surfaces of realistic coherent structures with less sensitivity to threshold choice. By selecting $c_q = 1.25$ and $Q = 1s^{-2}$, the tip-gap vortices and the passage vortices were identified, while the small-scale, near-wall CS were filtered out.

Another method of identifying coherent vortical structures has been developed by Zhang and Choudhury (2006), which is based on the widely-used helicity density ($H$) scheme. Their eigen helicity density ($H_e$) scheme is Galilean invariant (unlike the original $H$ scheme) and attempts to incorporate advantages of existing methods by considering the full $\nabla u$ eigen system. Zhang et al. (2007) demonstrate the suitability of their scheme for use in turbomachinery analyses, which seems to improve upon the previous popular schemes. However, this scheme is not readily implemented in the current version of Fluent, making it unsuitable for use in this study.
7.2.2 Stationary Vortices

Several large-scale vortices are known to form in high-pressure turbine stages and significantly contribute to the flow field and therefore the time dependent loading of the vanes and blades (Payne (2001)). The present simulations have successfully identified the formation of various types of quasi-stationary vortices by employing the modified $Q$ criterion (Fig. 7.7). Most of the previously-listed structures have been identified, but not the stator hub horseshoe and passage vortices. These vortices are dependent on the upstream duct geometry and it is possible that, in this computational geometry, hub vortices in the stator were relatively weak. Emphasis was not placed on the identification of these vortices, as this study is more focused on effects in the more sensitive rotor section.

The rotor passage vortices started to develop near the leading edges of the rotor blades and grew in size while moving downstream. In addition, the axis of each passage vortex shifted from the rotor hub and casing endwalls toward the mid-span region of the blades. This is illustrated by vortices 5 and 7 in Fig. 7.7d as they moved from left to right. The tip leakage vortices (number 8 in Fig. 7.7) were closer to the suction sides of the rotor blades than any other vortices (Lakshminarayana (1996)). They began rolling up near the mid-chord region and were continuously visible until they reached the trailing edge. Their identification was then intermittent over a short distance, and were identified again just downstream of the blade trailing edges.

The modified $Q$ criterion clearly identified the locations and sizes of the observed vortices, but did not discern direction of rotation. The rotational directions of vortices were identified in Fig. 7.7b-d by colouring the vortex surfaces according to the local value of
Figure 7.7: Vortices identified by the modified Q criterion: (a) vortices in the stator (green), the rotor (red) and the extended duct (light blue); (b) top view of vortices in the rotor coloured by axial vorticity value; (c) left view of vortices in the rotor; (d) right view of vortices in the rotor. Vortex types: stator casing horseshoe (1), stator casing passage (2), stator trailing edge (3), rotor hub horseshoe (4), rotor hub passage (5), rotor casing horseshoe (6), rotor casing passage (7), rotor tip leakage (8), rotor trailing edge (9), rotor crown (10), axial gap (11). From Chang and Tavoularis (2009b).
the axial component of vorticity. Within the rotor passage, streamwise vortices tended to 
move downstream as counter-rotating pairs. For example, shortly after the formation of 
the tip-leakage vortex, it was drawn closer to the counter-rotating casing passage vortex. 
Furthermore, the casing passage vortex and the hub passage vortex were initially quite 
distant, then grew in size and approach each other as they passed over the surface of the 
rotor blade.

The effects of the vortices over the rotor blade can be seen by comparing Fig. 7.8a 
to the rest of Fig. 7.8. Figure 7.8b shows pathlines as they flowed over the surface of the 
rotor blade, after being released from different surface locations. The paths show that the 
casing passage vortex induced near-wall fluid to move away from the casing, while the hub 
passage vortex caused near-wall fluid to move away from the hub. Both fluid paths reached 
near the midspan region of the blade by the time they approached the trailing edge. Three 
separation lines are easily identified, and are indicated by dashed black lines: the uppermost 
between the casing passage vortex and the tip leakage vortex; a second between the casing 
passage vortex and the core flow over the suction surface; and a third between the suction 
core flow and the hub passage vortex (the latter was also reported by Miller et al. (2003)).

Contours of surface pressure and wall shear stress are shown in Fig. 7.8c and Fig. 
7.8d, respectively. The contour patterns illustrate that the presence of all three vortices on 
the suction surface of the blade were indicated by local regions of low pressure and high 
wall shear stress.

Figure 7.9 shows cross-sections of vortices as identified at two different times down-
stream of the rotor blade trailing edges. The contours are of the modified $Q$ criterion on
Figure 7.8: Effects of vortices on the suction side of rotor blade at $t/\tau_r = 0.5$:
(a) vortices coloured by axial vorticity (red for counterclockwise rotation, blue for clockwise); (b) pathlines released from the blade surface (red lines from the blade tip, dark blue from the leading edge, light blue from the suction side, and yellow from the trailing edge of the blade; dashed black lines mark separation lines); (c) surface pressure isocontours, normalized by the total inlet pressure (d) wall shear stress. From Chang and Tavoularis (2009b).
a plane which is normal to the turbine axis, and is downstream of the rotor blade trailing edges by a distance of 10% of the axial blade chord. The two passage vortices and the tip leakage vortex were quasi-stationary with respect to the rotor reference frame, although their shapes and sizes varied somewhat with the rotor’s movement. The distance between the casing passage vortex and the hub passage vortex downstream of the indicated blade $M$ was reduced as time passed from $t/\tau_r = 0.0$ to $t/\tau_r = 0.5$. This resulted from the combined effects of size increase of both passage vortices and a spanwise shift of the hub passage vortex. One may also observe that three different portions of the hub passage vortex may be identified behind blade R at $t/\tau_r = 0.5$. This can be attributed to the vane trailing edge shock, to be discussed in Section 7.3.1.

### 7.2.3 Axial Gap Vortices

In addition to the well known quasi-stationary vortices mentioned previously, the reference simulation identified the formation and disappearance of unsteady vortices located in the axial gap between the stator and rotor sections. The axes of these axial gap vortices were roughly parallel to the stator trailing edge and the rotor leading edge, as seen in Fig. 7.10.

Observation of the motion of these vortices, showed that they were nearly stationary in space with respect to the vane reference frame, but strongly time dependent, as they appeared and dissipated with a period equal to that of a the passing blade $\tau_r$. The axial gap vortices were initially identified near the rotor hub and grew in length toward the rotor casing as time passed, until some time at which they ceased to be identified by the modified $Q$ criterion. The rotation direction of an axial gap vortex was such that, when viewed along
Figure 7.9: Modified Q contours 10% of \( c_r \) (blade axial chord) downstream of rotor trailing edge at (a) \( t/\tau_r = 0.0 \), and (b) \( t/\tau_r = 0.5 \). Identified cross-sections include that of the rotor hub passage vortex (5), the rotor casing passage vortex (7), and the tip leakage vortex (8). View is from downstream of the rotor section in the upstream direction. From Chang and Tavoularis (2009b).
its axis from the casing towards the hub, it would rotate clockwise. Thus, the vorticity of
an axial gap vortex was approximately in the same direction as the vorticity on the suction
side of the vane (clockwise) and in the opposite direction to the vorticity on the pressure
side of the vane (counterclockwise).

Figure 7.10: Illustration showing the location of the axial gap vortex (11), remaining axially
upstream of the leading edge of the rotor blade, (a) as the vortex forms at $t/\tau_r = 0.0$, and
(b) as it disappears at $t/\tau_r = 0.5$ (see 7.11 for the relative vane/blade positions at these

Based on this observation, the following scenario for the generation and disinte-
gration of the axial gap vortex was devised:

- When there is no blade in the path of the vane wake, the wake convects downstream
  with both edges maintaining their respective vorticities, which are opposite in direc-
tion.
• When a blade passes nearby such that its suction side is near the edge of the wake, it strengthens the clockwise vorticity on one side of the vane wake to the point that it develops a standing axial gap vortex.

• When the blade’s pressure side passes by, with its clockwise vorticity, the vortex dissipates.

To help visualize the effect of an axial gap vortex on the unsteady flow pattern past the blade, Fig. 7.11 shows instantaneous contours of specific entropy, which clearly mark the location of the vane wake (Miller et al. (2003)), at two representative times during one blade passing period.

![Instantaneous entropy contours](image)

Figure 7.11: Instantaneous entropy contours at 50% blade span; a white ellipse marks the location of the axial gap vortex; (a) $t/\tau_r = 0.0$ (strong vortex), (b) $t/\tau_r = 0.5$ (no vortex identified). From Chang and Tavoularis (2009b).

A strong counterclockwise axial gap vortex was present upstream of the rotor (Fig. 7.11a), when the wake faced the suction side of blade $L$. No axial gap vortex was present after blade $L$ moved away (Fig. 7.11b), and the vane wake impinged on the leading edge of blade $L$. 
Figure 7.12 shows instantaneous contours of static pressure, normalized by the total inlet pressure, at 50% of the blade span. The range of contour levels was intentionally truncated, to enable one to see details in the axial gap region between the rotor and the stator. The vane trailing edge shock location was identified by inspection and indicated for clarity by a dashed line.

Figure 7.12: Contours of instantaneous static pressure, normalized by the total inlet pressure, at 50% blade span; a white ellipse marks the location of the axial gap vortex, whereas a hand-drawn dashed black line indicates a possible shock location; (a) \( t/\tau_r = 0.0 \) (strong vortex), (b) \( t/\tau_r = 0.5 \) (no vortex identified). From Chang and Tavoularis (2009b).

A change in the average shock angle is quite noticeable from \( t/\tau_r = 0.0 \), when the shock impinged on the suction surface of blade \( R \) (Fig. 7.12a), to \( t/\tau_r = 0.5 \), when the shock passed between blades \( M \) and \( R \) (Fig. 7.12b). At \( t/\tau_r = 0.0 \), the axial gap vortex, indicated by a hand-drawn ellipse, was quite strong and just upstream of the stagnation region of blade \( L \).

The axial gap vortex was bounded by the low pressure region near the suction side of blade \( L \) and the high pressure region near the leading edge of the same blade (Fig. 7.12a). As shown in Fig. 7.12b, a strong favourable pressure gradient was present near the
forward part of the suction side of blade $R$. This promoted the following of the local flow direction along the curvature of the suction side of blade $R$, which seems to be associated with the disappearance of the axial gap vortex.

7.2.4 Crown Vortices

A second type of vortex, as yet undocumented in literature, is apparent in Fig. 7.7d and, even more clearly, in Fig. 7.8a. The axis of this vortex was aligned approximately to the turbine’s radial direction, and was located between the casing passage vortex and the hub passage vortex near the crown of the rotor blade. In the absence of any previous nomenclature, this vortex will be called the crown vortex. The formation process of this vortex is not yet entirely clear. It appeared to form when the vane wake migrated from the pressure side of the rotor blade toward the crown on the suction side of the next oncoming blade due to the pitchwise pressure gradient (see the wake passage between the blade $R$ and $M$ in Fig. 7.11b). Therefore, the crown vortex possibly formed as a result of strong shearing between the fluid of high loss and low momentum in the stator wake and the high momentum fluid in the core of the blade passage.

7.3 Flow Field Characteristics

7.3.1 Shock Waves and Potential Fields

Figure 7.13 shows contours of blade surface pressure as well as in-flow static pressure contours on planes at 50% and 10% of the blade span at two different times. The approximate locations of shock waves originating on the trailing edge of the upstream vane
are marked by dashed lines. At $t/\tau_r = 0.0$, the shock impinged on the suction side of blade R along the entire span of the blade, but, as time passed, blade R moved past the upstream vane trailing edge, moving the shock toward its leading edge.

Figure 7.13: Instantaneous contours of static pressure normalized by the total inlet pressure on blade surfaces and on two planes in the flow, at 50% and 10% span; (a) $t/\tau_r = 0.0$, (b) $t/\tau_r = 0.5$; dashed lines indicate possible vane shock locations. From Chang and Tavoularis (2009b).

Strong temporal fluctuations of surface pressure have been observed on blade suction sides, near the leading edge. These fluctuations contributed considerably to the unsteady loading of the blade and were mainly attributed to the unsteady shock impingement (Miller et al. 2003). Figure 7.13 also illustrates the strong spanwise variation of the impact of the vane shock on the blade surface, in both strength and relative position.

The variation of local static pressure in the downstream half of the blade passage is shown more clearly in Fig. 7.14, in which the range of contours has been truncated to
appropriate values.

![Figure 7.14](image)

Figure 7.14: Instantaneous contours of static pressure normalized by the total inlet pressure on two planes in the flow, at 50% and 10% span; (a) \(t/\tau_r = 0.0\), (b) \(t/\tau_r = 0.5\); dashed lines indicate likely rotor shock locations. From Chang and Tavoularis (2009b).

The pressure contours allowed for the identification of the approximate locations of rotor trailing edge shocks: one shock is evident near the trailing edge of blade \(M\) on the 10% spanwise plane at \(t/\tau_r = 0.0\) and another near the trailing edge of blade \(L\) at \(t/\tau_r = 0.5\).

The distribution of relative Mach number (contours shown in Fig. 7.15) clearly indicates that a shock appeared at the 10% span plane but not at the 50% span plane. This may be partially attributed to the transportation of low momentum, high loss fluid from the rotor hub to the middle span of the rotor blade by the rotor hub passage vortex (Fig. 7.8b), thus reducing the flow velocity near the mid-span of the rotor.

The contours of static pressure at the outlet plane of the stator, plotted in Fig.
Figure 7.15: Instantaneous contours of relative Mach number on two planes in the flow, at 50% and 10% span, and at times (a) $t/\tau_r = 0.0$, and (b) $t/\tau_r = 0.5$; hand-drawn dashed lines indicate possible rotor shock locations. From Chang and Tavoularis (2009b).
7.16, indicate that local low-pressure regions (marked by hand-drawn circles) were formed near the hub endwall on the vane outlet plane. These local low-pressure regions accelerated the flow, also contributing to the formation of rotor trailing edge shocks near the hub, as shown in Fig. 7.15. This may also be inferred by comparing Fig. 7.16 with Fig. 7.17, which shows the static pressure distribution on a plane normal to the turbine axis, downstream of the trailing edges of the rotor blades by a distance equal to 10% of the axial blade chord. The shocks near the hub section of the blade trailing edge, marked by dashed lines in Fig. 7.17, seem to be associated with the presence of low-pressure cores, marked by circles in Fig. 7.16, at the stator outlet.

Based on these observations, one may conclude that the potential field upstream of the blades affected the flow not only as it entered the blade passage, but also in the region downstream of the rotor passage.

7.3.2 Wakes

Figure 7.18 illustrates the instantaneous entropy distribution on two planes in the flow, at 50% and 10% span, and two time steps. Although the shapes of the contours changed significantly from one instant to the next, the wake patterns were consistent at both times: the wake of each vane was first compressed as it impinged on a rotor blade; then it migrated from the pressure side of one blade towards the suction side of the next on-coming blade (e.g., from blade R to blade M in Fig. 7.18b at 50% span); finally, the vane wake joined the wake of a blade (Casciaro et al. (2000)). The strength of the vane wakes seemed to be consistent until they join the blade wakes. In contrast to vane wakes, which were stronger near the hub (10% span) than at midspan (50% span), rotor wakes
Figure 7.16: Contours of static pressure normalized by the total inlet pressure on the stator outlet plane at times (a) $t/τ_r = 0.0$, and (b) $t/τ_r = 0.5$; hand-drawn dashed circles emphasize a local low-pressure region, dashed lines mark approximate locations of vane trailing edge shocks, and view is from downstream. From Chang and Tavoularis (2009b).
Figure 7.17: Contours of static pressure normalized by the total inlet pressure on a plane normal to the turbine axis at an axial location that is downstream of the rotor blade trailing edges by a distance equal to 10% of the axial blade chord, at times (a) $t/\tau_r = 0.0$, and (b) $t/\tau_r = 0.5$; view is from downstream and dashed lines mark possible blade trailing edge shocks. From Chang and Tavoularis (2009b).
were stronger at midspan than at 10% span.

Figure 7.18: Instantaneous entropy contours on two planes in the flow, at 50% and 10% span and times (a) $t/\tau_r = 0.0$, and (b) $t/\tau_r = 0.5$. From Chang and Tavoularis (2009b).

Inspection of total pressure maps downstream of the rotor (not shown here) revealed that pressure losses were higher near the midspan of the rotor outlet than towards the endwalls. Such losses are mainly attributed to the rotor blade wakes (Denton (1993)). This is also illustrated in Fig. 7.19, which shows contours of entropy on a plane normal to the turbine axis at an axial location that is 10% of the axial blade chord downstream of the rotor blade trailing edges.
Figure 7.19: Contours of entropy on a plane normal to the turbine axis at an axial location that is downstream of the trailing edges of the rotor blades by a distance equal to 10% of the axial blade chord, at times (a) $t/\tau_r = 0.0$, and (b) $t/\tau_r = 0.5$; view is from downstream. From Chang and Tavoularis (2009b).
7.4 Summary

In performing the simulation of the turbine stage with a uniform inlet temperature distribution, emphasis was placed on identifying and characterizing the following important flow features: large-scale vortices, which have been identified with the use of the modified $Q$ criterion; shock waves in the stator and the rotor, identified as surfaces across which pressure rises sharply; and the wakes of vanes and blades, identified as regions with relatively high entropy.

The sizes, senses of rotation, and strengths of well-known quasi-stationary vortices have been determined and clearly visualized. These structures include the vane casing horseshoe and passage vortices, blade casing and hub horseshoe and passage vortices, blade tip leakage vortices, and vortices shed by the trailing edges of vanes and blades. Blade passage vortices were shown to create low pressure regions on the suction side of the blade and to transport low momentum fluid from the end-walls toward the blade mid-section. A previously undocumented type of vortex, termed the axial gap vortex, was identified during part of the blade passing period, and has been associated with the interactions between vane wakes and passing blades. A second type of hitherto unknown vortex, termed the crown vortex, has been detected in the mid-section of the blade passage near the location of the blade crown.

Shock waves originating from the vane trailing edges were shown to be responsible for large surface pressure fluctuations on the upstream portion of the suction side of the blade. Shock waves have also been observed near the blade trailing edges, primarily near the hub; these shocks have been associated with local low pressure regions in the flow at
the vane outlet, whereas the absence of shocks in the blade midspan has been associated 
with spanwise transport of low momentum fluid by the passage vortices. The observed high 
total pressure losses in the turbine at blade midspan have also been connected to the action 
of passage vortices.

The trends and phenomena discussed in this chapter were found to be consistent 
with those found in the subsequent simulations, which include non-uniform inlet tempera-
ture distributions.
Chapter 8

Hot Streak Simulation Results and Discussion

This chapter presents and discusses the results of the simulations using the vane-impinging (VI) and mid-pitch (MP) non-uniform inlet fields. The VI case is the one in which hot streaks impact directly on the leading edge of the stator vanes. In the MP case, hot streaks pass between the stator vanes.

8.1 In-Flow Property Variation

In this section, the focus is on the direct effects of the hot streaks as they progressed through the turbine at roughly 70% span. At this spanwise location, the hot streak influence was determined to be strongest for both hot streak configurations. Instantaneous contours of normalized total enthalpy on a plane slightly upstream of the vane trailing edges are shown in Fig. 8.1, and instantaneous contours of relative total enthalpy (i.e., based on the
flow velocity relative to the rotating frame of the rotor) in a plane slightly downstream of the leading edges of the rotor blades are shown in Fig. 8.2.

As seen in Fig. 8.1a, the VI case, hot gas in the portion of the hot streak passing along the vane pressure side was entrained into the stator casing passage vortex (see section 7.2.2), whereas the rest of the hot gas shifted towards the hub, in response to the strong radial pressure gradient near the pressure surface of the vane. In the MP case, no significant hot streak migration was noticeable.

For the time step shown in Fig. 8.2, the vane-impacting hot streak entered the rotor passage and impinged on the leading edge of the leftmost blade, where it was split for a second time. A patch of low-enthalpy fluid passed over the suction side of the rightmost blade, with a smaller portion passing toward the pressure side. This cool streak originated from the cooler fluid between hot streaks. In the mid-pitch hot streak case, the hot streak entered the rotor section between the middle and rightmost blades without much spanwise shifting, in agreement with the findings of Qingjun et al. (2010).

Figure 8.1: Instantaneous contours of total enthalpy in a plane slightly upstream of the vane trailing edge for the (a) VI and (b) MP cases, normalized by $h_{o1}$.

Comparison of the results for the two hot streak configurations reveals significant differences in the enthalpy distributions through both the stator and the rotor. Figure
Figure 8.2: Instantaneous contours of relative total enthalpy in a plane slightly downstream of the rotor passage entrance for the (a) VI and (b) MP cases, normalized by $h_{o1}$.

8.3 shows instantaneous total enthalpy contours for the VI case at 70% span, as the gas flowed through the turbine. Figure 8.3a illustrates an instant during which the wake of a vane was aligned with a blade, whereas Fig. 8.3b illustrates an instant half a blade passing period later. Contours are shown for total enthalpy in the stator section and for relative total enthalpy in the rotor section. Note that the total and relative total contour levels in Figs. 8.3 and 8.4 were chosen to provide visual continuity across the interface. The VI hot streak clearly surrounded the stator vane, and through spanwise redistribution, lost much of its strength at this location by the time it reached the stator-rotor axial gap. Although a distorted hot streak visibly impinged on the blade’s leading edge in Fig. 8.3a, it was effectively split by the chopping action of the rotor blades, with its strength diminishing until it was barely distinguishable at the rotor exit. Whereas the hot streaks were split by the blades, the cooler fluid was clearly drawn towards the suction sides of the blades, demonstrating the well-known segregation effect (Butler et al. (1989)). This cooler fluid did not mix thoroughly with the surrounding fluid, remaining coherent at the rotor’s exit.

Figure 8.4 shows instantaneous contours for the MP hot streak case, with the
Figure 8.3: Instantaneous contours of the dimensionless total enthalpy $h_0/h_{o1}$ and relative total enthalpy $h_{o-rel}/h_{o1}$ at 70% span for the VI configuration at times (a) $t/\tau_r = 0.0$, and (b) $t/\tau_r = 0.5$.

same stator-rotor alignments as in Fig. 8.3. The hot streak maintained much of its strength through both the stator and the rotor, and the enthalpy in the axial gap region was distinctly non-uniform. Figure 8.4b particularly shows the accumulation of high-enthalpy fluid in the passage between two blades, before being convected downstream. The hot streaks remained fairly coherent and maintained their strength through the rotor section.

In general, the VI configuration had a more uniform enthalpy distribution in the rotor section, with a predominantly mid-range enthalpy at 70% span, whereas the rotor section in the MP case had alternating regions of higher and lower enthalpy at this spanwise location. This makes the VI configuration preferable for the purposes of designing the low-pressure turbine and predicting its operation, as the more even distribution would approximately conform to the commonly employed assumption of uniform inlet conditions.
Figure 8.4: Instantaneous contours of the dimensionless total enthalpy $h_o/h_{o1}$ and relative total enthalpy $h_{o-rel}/h_{o1}$ at 70% span for the MP configuration at (a) $t/\tau_r = 0.0$ and (b) $t/\tau_r = 0.5$.

Figure 8.5 shows pressure contours at 70% span for the VI configuration. Figure 8.5 is representative of all studied cases, as the pressure contours were nearly identical for the VI, MP, and reference cases. The main feature of note is the location of the vane trailing edge shock, indicated by a dashed line in the figure.

In Fig. 8.5a, the downstream shock passed through the middle of a blade passage, whereas in Fig. 8.5b the shock impinged on the leading edge of the nearby blade. The behaviour and effects of pressure and shock patterns are very similar to those in the reference case (Chang and Tavoularis (2009a)). A point of note is that although the shock’s effects are observed primarily near the leading edge of the blade suction side, the interaction extends further into the rotor passage, affecting the entire pressure side to some degree. Also note the presence of the vane’s passage shock, indicated by the discontinuity between the upper
Figure 8.5: Instantaneous contours of pressure at 70% span at (a) $t/\tau_r = 0.0$ and (b) $t/\tau_r = 0.5$, normalized by $P_{o1}$. Dotted line indicates shock location.

vane’s trailing edge and the mid-chord suction side of the lower vane.

Although the use of contours of total temperature or enthalpy to indicate the effects of the hot streak is common practice (e.g., Qingjun et al. (2010)), contours of entropy more clearly illustrate the paths of the hot streaks through the turbine. Figure 8.6 shows instantaneous contours of constant entropy for the $VI$ case, again for the same two stator-rotor alignments. The hot streak was seen clearly to move away from the vane trailing edge and enter the rotor section, where it was chopped and convected downstream, while the regions of lower entropy remained largely intact as they passed over the suction side.

Entropy contours for the $MP$ case are shown in Fig. 8.7. They indicate a comparatively wide hot streak exiting the stator section, as well as less low-entropy fluid between hot streaks. The effect of segregation on the hot streaks was evident in this case, and the
regions of lower entropy were not apparent, following mixing with the stator vane’s wake.

Note that, in Figs 8.6 and 8.7, the high-entropy fluid in the blade wakes should not be confused with hot streak effects, although the instantaneous contours of total enthalpy and entropy are similar in pattern for each hot streak configuration.

Traditionally, the design of gas turbines has been largely based on time-averaged flow properties. Figure 8.8 shows contours of time-averaged total enthalpy in the stator and relative total enthalpy in the rotor. The rotor section in the MP case (Fig. 8.8b) clearly experienced significantly higher enthalpy than in the VI case (Fig. 8.8a). The highest levels of relative total enthalpy in the rotor section appeared near the pressure side for the VI case, and over the entire forward section for the MP case. The relative total enthalpy at the rotor exit was substantially higher at this spanwise location in the MP case, although the mass-weighted, time-averaged values are not significantly different.
Figure 8.7: Instantaneous contours of entropy at 70% span for the MP configuration at (a) $t/\tau_r = 0.0$, and (b) $t/\tau_r = 0.5$, normalized by $R$.

Figure 8.8: Time-averaged contours of total enthalpy and relative total enthalpy at 70% span for the (a) VI and (b) MP cases, normalized by $h_{o1}$. 
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The standard deviation of the relative total enthalpy in the rotor section is shown in Fig. 8.9. Near the leading edge, the high fluctuations seen in the \( VI \) case were the result of the alternating high- and low-enthalpy fluid passing through this region from the stator section (Figs. 8.2a and 8.3). The variation in the \( MP \) case was lower, as the enthalpy varied from a high level to a moderate one (Figs. 8.2b and 8.4). Note that the stator section was omitted from Fig. 8.9, as it shows relatively very little deviation.

Figure 8.9: Rotor section contours of the standard deviation of relative total enthalpy at 70% span for the (a) \( VI \) and (b) \( MP \) cases, normalized by \( h_{o1} \).

The strong enthalpy fluctuations near the trailing edges of the pressure sides of the blades in the \( MP \) configuration can be attributed to the segregation of hot streaks and their subsequent replacement by moderate-enthalpy fluid. At the same location in the \( VI \) case, enthalpy fluctuations were significantly lower, because the strengths of the hot streaks were largely diminished, both by impact on the vanes, and through the chopping of the blades and mixing with cooler fluid. At this spanwise position, the enthalpy fluctuation levels at
the rotor exit were also visibly lower for the *VI* case.

Contours of time-averaged entropy in the rotor section are presented in Fig. 8.10; time-averaged contours in the stator section are not shown as they are very similar to the instantaneous contours. The fluid in the rotor for the *MP* configuration at this spanwise position had relatively high entropy, due to its mixing with fluid from the wake of the vane. The high entropy fluid near the downstream half of the suction side for both configurations was unrelated to the hot streak, but likely associated with flow separation from the blades.

![Time-averaged contours of entropy in the rotor at 70% span for the (a) VI and (b) MP cases, normalized by R.](image)

The standard deviation of the entropy at 70% span is shown in Fig. 8.11. Entropy fluctuations at the rotor inlet and throughout the blade passages were stronger in the *VI* case, for which regions of high- and low-entropy fluid alternated in time (Fig. 8.6). In the *MP* case, upstream mixing of high-entropy fluid from the vane wake with low-entropy, cooler fluid (Fig. 8.7) reduced entropy fluctuations in the rotor section.
Figure 8.11: Contours of entropy standard deviation in rotor at 70% span for the (a) VI and (b) MP cases, normalized by \( R \).

### 8.2 Surface Property Variation

#### 8.2.1 Vane Surfaces

Figure 8.12 shows contours of time-averaged enthalpy on the suction and pressure surfaces of the vane. The VI case showed evidence of the hot streak flowing over both sides, though predominantly enveloping the pressure side. On the pressure side, the influence of the hot streak was very strong over most of the vane’s span, except close to the hub; on the suction side this influence was more visible around the vane midspan. Spanwise spreading of the hot streak on the pressure side may be attributed to the combined actions of vane passage vortices and radial pressure gradient. In the MP case, the vane was clearly cooler than in the aligned case.

The enthalpy standard deviation on the vane suction side is shown in Fig. 8.13,
Figure 8.12: Time-averaged static enthalpy contours on the vane surfaces for the (a) VI and (b) MP cases, normalized by $h_{o1}$.

for both hot streak configurations. The fluctuation levels were much lower on the pressure side and are not shown here. Both cases had similar patterns, with the highest fluctuations occurring near the trailing edge and towards the hub, although the high-fluctuation area was wider in the VI case. Fluctuations increased suddenly near the 30% chord line, which was slightly downstream of the location of impingement of the passage shock originating from the neighbouring vane’s trailing edge (Fig. 8.4).

Figure 8.13: Contours of static enthalpy standard deviation on the vane suction side for (a) the VI and (b) MP cases, normalized by $h_{o1}$.
8.2.2 Blade Surfaces

Contours of the time-averaged blade surface enthalpy are shown in Fig. 8.14. On the pressure side, the enthalpy was higher in the MP case and its peak was closer to the tip. On the suction side, enthalpy peaks occurred near the tip and towards the trailing edge for both configurations, with a stronger peak for the MP case, likely due to tip leakage flow. Two pairs of small maxima and minima were seen in each case near the mid-chord of the suction side, one pair near the root and a second one near the tip. These corresponded to the locations of the casing and hub passage vortices (see section 7.2.2). In both the VI and MP cases, but not in the reference case (not shown here), one may notice some striations of lower enthalpy near the trailing edge of the blade pressure side. The cause of these striations is not clear.

![Figure 8.14: Time-averaged static enthalpy contours on the blade surfaces for (a) the VI and (b) MP cases, normalized by $h_{o1}$.

Figure 8.14: Time-averaged static enthalpy contours on the blade surfaces for (a) the VI and (b) MP cases, normalized by $h_{o1}$.](image)
Figure 8.15 shows the enthalpy standard deviation on the blade surfaces. The suction side contours show the effects of shock interaction. The dashed lines mark locations of peak pressure fluctuations (not shown presently), which are indicative of strong influence of the vane trailing edge shock waves, also generating strong enthalpy fluctuations. Below the midspan of the blade suction side, the enthalpy fluctuations were slightly stronger in the \( VI \) case, due to the spanwise spreading of the hot streak (Fig. 8.2).

Figure 8.15: Contours of static enthalpy standard deviation on the blade surfaces for the (a) \( VI \) and (b) \( MP \) cases, normalized by \( h_{o1} \).

Contours for the blade surface time-averaged pressure and its standard deviation showed very small differences between each of the two hot streak configurations and the reference case, in contrast to the finding of An et al. (2009). Thus, Fig. 8.16 is representative of the three cases of concern in this study. In a previous publication (Chang and Tavoularis (2009a)), the formation of local low-pressure regions on the suction sides of the blades has
been described, which indicate the presence and locations of tip leakage vortices and hub and casing passage vortices, as well as the crown vortices, as mentioned in section 7.2.4.

Figure 8.16: Time-averaged pressure contours on the blade surfaces, normalized by $P_{o1}$.

8.3 Rotor Inlet and Outlet Properties

Contours of the time-averaged relative total enthalpy at the rotor inlet are shown in Fig. 8.17 for the two configurations. In both cases, the enthalpy peaked at approximately 50 – 70% of the radial span but at distinctly different circumferential locations relative to the blades. In addition to the main peaks, local maxima and minima were also observed. The non-uniformity of enthalpy distribution was generally lower in the $VI$ case. Pitchwise spreading of the hot streaks was evident in both case, but it was much stronger in the $MP$ case.

Figure 8.18 shows time-averaged contours of relative total enthalpy at the rotor exit. The hot streaks remained distinct, although they had migrated toward the rotor casing from their spanwise locations at the rotor inlet. As at the rotor inlet, the enthalpy non-uniformity was lower in the $VI$ configuration. In the $MP$ case, radial diffusion of the
Figure 8.17: Time-averaged relative total enthalpy variation at rotor inlet for the (a) VI and (b) MP cases, normalized by $h_{o1}$. The view is from downstream of the rotor, with dark lines indicating blade leading edge locations.

hot streaks was not very pronounced, but pitchwise diffusion was evident.

The fluctuations of relative total enthalpy at the rotor inlet are shown in Fig. 8.19. The fluctuations were stronger in the VI case, particularly in the lower half of the blade span, where they were largely generated by the periodic passing of cooler fluid.

Figure 8.20 shows the fluctuations of relative total enthalpy at the exit of the rotor. In general, these fluctuations were weaker at the rotor exit than at the inlet (Fig. 8.19). This is true for both cases, but changes in the VI case were larger, largely due to the significant reduction in hot streak strength (Fig. 8.3). In the VI case, regions of high enthalpy had relatively weak enthalpy fluctuations. In contrast, both the enthalpy and its fluctuations in the MP case were high at approximately the same spanwise position, which would have adverse effects on subsequent turbine stages.

Table 8.1 presents mass-averaged flow properties at the rotor outlet for the three
Figure 8.18: Time-averaged relative total enthalpy variation at rotor exit for the (a) VI and (b) MP cases, normalized by $h_{o1}$. The view is from downstream of the rotor, with dark lines indicating blade trailing edge locations.

Figure 8.19: Standard deviation of relative total enthalpy at rotor inlet for the (a) VI and (b) MP cases, normalized by $h_{o1}$. The view is from downstream, with black lines indicating blade leading edge locations.
Figure 8.20: Standard deviation of relative total enthalpy at rotor exit for the (a) VI and (b) MP cases, normalized by $h_{o1}$. The view is from downstream of the rotor, with dark lines indicating blade trailing edge locations.

<table>
<thead>
<tr>
<th>Hot Streak Configuration</th>
<th>$h_3/h_{o1}$</th>
<th>$h_{o3}/h_{o1}$</th>
<th>$P_{o3}/P_{o1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vane-impinging</td>
<td>0.7331</td>
<td>0.7561</td>
<td>0.3197</td>
</tr>
<tr>
<td>Mid-pitch</td>
<td>0.7313</td>
<td>0.7561</td>
<td>0.3195</td>
</tr>
<tr>
<td>Reference case</td>
<td>0.7210</td>
<td>0.7440</td>
<td>0.3209</td>
</tr>
</tbody>
</table>

Table 8.1: Mass-averaged values at the rotor exit, normalized by the corresponding mass-averaged inlet value.

configurations. The differences in static enthalpy and total enthalpy were less than 0.3% between the two hot streak cases, and about 1.5% between them and the reference case.

Differences in total pressure were much lower. This agrees with the finding of An et al. (2009) that hot streaks have a very small effect on the time-averaged conditions at the outlet. Note that the static enthalpy comprises more than 95% of the total enthalpy. Changes in fluid flow angle (not shown here) were found to be negligible, as were differences in the velocity and pressure distributions.
8.4 Spatially-Averaged Properties

The circumferentially-averaged relative total enthalpy over the rotor domain inlet is shown in Fig. 8.21. The difference in overall average value between the two cases is less than 0.05%. Although the shapes of these profiles are qualitatively similar, the enthalpy in the MP case increases more toward the rotor casing than that in the VI case. This is due to the hot streak spreading to a greater extent in the VI case, lowering the enthalpy near the rotor casing and raising the enthalpy near the hub. The lack of spreading in the MP case results in more high-enthalpy fluid near the casing, and vice-versa.

Figure 8.21: Relative total enthalpy, circumferentially averaged across the inlet of the rotor domain for the (a) VI and (b) MP case, normalized by $h_{o1}$. The dashed/dotted lines indicate spanwise averages.

Figure 8.22 shows the circumferentially-averaged profile of relative total enthalpy on the leading edge surface of the rotor blades. The overall average is approximately 2%
higher in the VI case, though the peak is higher in the MP case. The decreased average for the MP case may be due to the increase in segregation effect, as discussed in Section 8.1, as fluid of high enthalpy tends to move past the leading edge, while the hot fluid in the VI case tends to impact on the leading edge. The peak of the profile in the MP case is shifted toward the blade tip, with a large portion of low enthalpy near the rotor hub. This is consistent with Fig. 8.21, and due to the reduced spreading of the hot streak in the MP case.

Figure 8.22: Relative total enthalpy, circumferentially averaged over the leading edge surface of the rotor domain for the (a) VI and (b) MP case, normalized by $h_{o1}$. The dashed/dotted lines indicate spanwise averages.

Table 8.2 lists the geometric averages of relative total enthalpy for each of the blade surfaces (as shown in Fig. 8.23), as well as the average over the entire surface of the blade. Although the overall averages have comparable values (within 0.5%), the averages on each surface differ by up to 5%. This is indicative of the large variation in enthalpy
distribution over the surface of the blades.

Table 8.2: Geometric average of normalized relative total enthalpy for blade surfaces.

<table>
<thead>
<tr>
<th>Surface</th>
<th>VI Case</th>
<th>MP Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leading Edge</td>
<td>0.922</td>
<td>0.900</td>
</tr>
<tr>
<td>Suction Side</td>
<td>0.903</td>
<td>0.883</td>
</tr>
<tr>
<td>Pressure Side</td>
<td>0.935</td>
<td>0.966</td>
</tr>
<tr>
<td>Trailing Edge</td>
<td>0.911</td>
<td>0.915</td>
</tr>
<tr>
<td>Tip</td>
<td>0.909</td>
<td>0.951</td>
</tr>
<tr>
<td>Total Blade</td>
<td>0.916</td>
<td>0.919</td>
</tr>
</tbody>
</table>

Figure 8.23: Designation of rotor blade surface geometry.

8.5 Turbine Efficiency

Because the specific heat ratio $\gamma$ depends on temperature, the isentropic efficiency of the turbine cannot be defined in a unique manner. For comparative purposes, we defined the total-to-total isentropic efficiency as

$$\eta_{ttis} = \frac{h_{01} - h_{03}}{h_{01} \left[ 1 - \left( \frac{C_{P3}}{C_{P1}} \right) \left( \frac{P_{03}}{P_{01}} \right)^{\frac{\gamma - 1}{\gamma}} \right]}, \quad (8.1)$$
where $\gamma$ was calculated as the average of the mass-weighted values at the stator inlet and the rotor outlet Zucker and Biblarz (2002). By comparison to its value for the reference configuration, the isentropic efficiency was found to be 3.8% lower for the $VI$ case and 3.3% lower for the $MP$ case.

An alternative definition of efficiency is the total-to-total efficiency defined by Denton (1993) and Pullan et al. (2006) as

$$\eta_{tt} = \frac{h_{01} - h_{03}}{(h_{01} - h_{03}) + T_{03}(s_3 - s_1)}$$  \hfill (8.2)

A third definition of efficiency, although rarely used, is the rational efficiency discussed by Young and Horlock (2006), which has a form similar to Eq. 8.2 but with the dead-state temperature instead of $T_{03}$. By comparison to the reference case of uniform inlet total temperature, the total-to-total efficiency was found to be 5.2% lower for the $VI$ case and 4.7% lower for the $MP$ case. This result is qualitatively consistent with the relative values of the isentropic efficiencies. Both set of results suggest that the presence of hot streaks, irrespectively of their circumferential locations, reduces the turbine’s efficiency. It is interesting to note that although Eq. 8.2 takes into account entropy changes due to the mixing of two streams of different total temperature (Denton (1993)) and Eq. 8.1 does not, both lead to the same conclusion for the relative effect of hot streaks.
Chapter 9

Conclusions and Recommendations for Future Work

9.1 Conclusions

In order to evaluate the performance effects of non-uniform inlet temperature conditions, two contrasting models with realistic total temperature distributions have been devised and applied to the inlet boundary of a simulated high-pressure turbine stage. These models correspond to the common configurations of hot streaks impinging on the stator vane leading edges (vane-impinging, VI) and of hot streaks passing between stator vanes (mid-pitch, MP). These distributions only differ from each other by an azimuthal offset, and are derived from experimental data of the time-averaged flow between a reverse-flow combustor and a transonic, high-pressure, axial turbine.

Unsteady numerical simulations have been performed, with the objective of com-
paring the results of these two cases to one another and to a reference case having uniform inlet conditions. The emphasis of this comparison was on thermal effects and overall performance, as they are the most direct results of inlet temperature non-uniformity.

In the VI configuration, the hot streaks produced a significantly higher time-averaged heat load on the vanes and a lower heat load on the blades, compared to the MP configuration, in which the highest heat load was on the surface of the blades.

As the vane-impacting hot streaks impinged on the stator vanes, they also spread in the spanwise direction under the influence of the casing passage vortices and the radial pressure gradient; this resulted in a stream entering the rotor with relatively low temperature variations. The mid-pitch hot streaks were convected undisturbed past the relatively cool vane section, imposing on the rotor inlet a temperature field with temporal and spatial fluctuations of much higher amplitude.

Relatively high time-averaged values of enthalpy were found on the pressure side of the blades in the MP configuration. The non-uniformity of the time-averaged enthalpy on the blade surfaces was lower in the VI configuration. The flow exiting the rotor section was much less non-uniform in the VI case, primarily due to the low fluctuations at the rotor inlet. However, differences in calculated efficiency were not found to be significant between the two configurations.

The fluctuations in heat loading on the vane and blade surfaces were found to be comparable for the two configurations. Fluctuations in the fluid at the inlet and the exit of the rotor section were slightly higher in the VI case, as the hot streaks spread spanwise.

The orientation of the hot streaks had no significant effect on the flow angle,
velocity, or pressure loading on the vanes and blades; these parameters were nearly identical in all studied cases.

The difference in heating of the rotor blades emphasizes that not only the existence, but also the azimuthal positioning and spacing of hot streaks need to be taken into account in gas turbine analysis and design. In general, the much stronger localization of enthalpy exiting the rotor for the MP case would likely result in more intense off-design performance of the subsequent low-pressure turbine.

9.2 Recommendations for Future Work

As the time and resources allocated to this study were limited, only two hot streak configurations were studied. An additional non-uniform inlet temperature field was proposed by P&WC, the simulation of which is under way at the time of writing. This field consists of the original radial profile applied across the entire inlet boundary without circumferential variation. The results of this simulation are beyond the scope of this study, as the simplified field is less realistic than the VI and MP cases.

It would have been desirable to study additional cases with different alignments between the hot streaks and stator vanes. More realistic cases involving non-reducing ratios of streaks-to-vanes and of vanes-to-blades would also be of interest, though they would entail simulations of the entire turbine, as there would not be any azimuthal periodicity. In the case of the studied turbine, the computational domain would increase by a factor of 13, producing a grid consisting of approximately 22.1 million cells; this would require much more time and resources than is practically available, though it may be somewhat more
representative of current engines.

A more useful and realizable recommendation would be to conduct a study similar to the completed one, though including analysis of the cooling system, primarily in the rotor section. The current interpretation of the present results is based on the assumption that increased cooling capacity in the rotor section is more expensive than in the stator section, in terms of initial design and manufacturing, as well as performance-reducing operating losses. Although this view is common in gas turbine design and analysis, a more detailed simulation would allow for the quantification of the requirements and potential losses associated with modification of the cooling system. The resources required for this supplemented simulation would be somewhat increased, but the primary hindrance may be in obtaining specifications for the cooling system and accurately implementing them in the numerical model. An incremental improvement may be the inclusion of more realistic model of the axial gap region between the stationary and rotating sections, such as a stepped gap and coolant injection.

This study has mainly focused on the evaluation of thermal effects and overall performance, but the scope of analysis of the results could be extended. For example, a detailed analysis of the segregation effect may illuminate slight differences in coherent structure evolution and convection that were not observed in the current study that only examined general trends.

The addition of subsequent turbine stages would allow for the analysis of the effects of the different previously-mentioned levels of rotor exit non-uniformity. While periodic non-uniformities of higher amplitude were reasoned to be detrimental to the performance
downstream stages, conclusive results would require additional simulations. This case could be composed either by adding a second stage to the current geometry, or by implementing the time-periodic exit field as the inlet condition in a separate computational domain.
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