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A. Güneş  Koru, University of Maryland, Baltimore County

Results from our 
global Web survey 
of IT departments 
in 2005 and 2007 
suggest that, 
although the overall 
project failure rate 
is high, word of a 
software crisis is 
exaggerated.

T
he prevailing view that there’s a software crisis arose when the Standish 
Group published its 1994 Chaos report,1 which indicated a high cancella-
tion rate for software projects. But a number of practitioners and researchers 
have questioned its findings2,3 and criticized it for not disclosing its methodol-

ogy, lack of peer review, inconsistent reporting, and misconceptions about the definition 
of failure.4 Since 1994, other researchers have published evidence on project cancellation 
(see the sidebar). However, this evidence is somewhat equivocal because many of these 

studies weren’t peer reviewed and didn’t publish 
their methodologies, which makes judging the evi-
dence’s quality difficult.

So, the software community still needs a reli-
able global estimate of software project cancellation 
rates that will help us determine whether there’s a 
software crisis. Knowing the project cancellation 
rate will let software organizations benchmark 
their performance to see how they compare to oth-
ers in the industry.

We conducted a replicated international Web sur-
vey of IT departments (developing management in-
formation systems) in 2005 and 2007. We aimed to

estimate IT projects’ actual cancellation rates,
determine what factors have the biggest impact 
on cancellation,
estimate the success rate of projects that deliver, 
and
determine whether project size affects cancella-
tion rates and project success.

■

■

■

■

Methods
Project cancellations aren’t always a bad thing. Can-
celled projects could lead to substantial learning or 
produce artifacts applicable to future projects.5 
Nonetheless, project cancellations waste corporate 
resources, and they are often difficult to deal with 
because they require special management skills and 
critical business decisions.6

We also need to consider that project cancella-
tion and performance might depend on size. Smaller 
projects tend to have lower cancellation rates,7–9 
and of projects that deliver, smaller projects tend to 
perform better in terms of quality, being on budget, 
and being on schedule.7,10

Measurement
The unit of measurement for this study was the 
software project (not process improvement, organi-
zational change, or business-process-reengineering 
projects). We measured cancellation, project size, 
and project performance.
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We measured cancellation using a binary ques-
tion. We considered a project to be cancelled if it 
didn’t deliver any usable functionality by the first 
release. (This is consistent with previous definitions, 

which considered a project cancelled if it was can-
celled before completion or delivered functionality 
that wasn’t used.1)

We measured size in terms of the duration to 

Table A summarizes the existing evidence. There’s a general 
decreasing trend over time, with the most recent estimates 
mostly below the 20-percent level. However, there’s variation 
within a narrow range.

We also wanted to determine the software community’s 
perceptions of the software project cancellation rate to see if 
it matched the evidence. We sent a brief email survey to IEEE 
Software’s 2006 reviewers to determine their perceptions 
of the average cancellation rate for software projects. The 
response rate was 37.33 percent (84 out of 225 targeted), 
which is consistent with other electronic surveys.11 Figure A 
shows the responses’ distribution.

The largest cancellation rate category was 11 to 20 per-
cent, estimated by 27.38 percent of the respondents. This 
is consistent with evidence from recent studies in Table A. 
However, 60.71 percent of respondents estimated the aver-
age cancellation rate to be above 20 percent, which is higher 
than the evidence in Table A would suggest. There was a 
wide spread for those responses, with some estimating the 
average cancellation rate to be above 50 percent.

So, in summary, existing evidence is consistent and shows 
a decreasing trend, and the community perception of cancel-
lation rates tends to be higher than the evidence. This suggests 
a gap in our understanding that requires some bridging.
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perceived cancellation rates (n = 84). 
This gives the software community’s 
perceptions about where the industry 
stands today and serves as a useful 
comparison to the results of our 
survey of actual projects.

Table A
A summary of evidence  

on software project cancellation rates*
Study, year, and location Cancellation/abandonment rate (%)

Standish Group, 1994, US 31

Standish Group, 1996, US 40

Standish Group, 1998, US 28

Jones,8 1998, US (systems projects) 14

Jones,8 1998, US (military projects) 19

Jones,8 1998, US (other projects) > 24

Standish Group, 2000, US 23

Standish Group, 2002, US 15

Computer Weekly,9 2003, UK 9

UJ,10 2003, South Africa 22

Standish Group, 2004, US 18

Standish Group, 2006, US 19

*The Standish Group data comes from various reports.1–7
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first release in months (henceforth “duration”) and 
peak staffing. We counted duration from the proj-
ect’s initial concrete conception (for example, when 
a formal business requirement is made and a proj-
ect approved). For both variables, the respondents 
chose among different size intervals. For cancelled 

projects, we measured duration until the project 
cancellation date.

For projects that weren’t cancelled, we measured 
project performance using five success criteria: user 
satisfaction, ability to meet budget targets, ability 
to meet schedule targets, product quality, and staff 
productivity. We used a four-point Likert scale (ex-
cellent, good, fair, and poor) for the response cate-
gories. This type of subjective performance measure 
has been used extensively in the past.11,12

In the 2007 survey, we also collected data on the 
reasons for cancellation.

Data collection
We collected the data for this study through a Web 
survey of Cutter Consortium (www.cutter.com) cli-
ents. We targeted midlevel and senior-level project 
managers in IT departments who would have first-
hand knowledge and involvement in software proj-
ects. We sent email invitations with reminders for 
nonrespondents, both in spring 2005 and 2007. We 
asked respondents to complete the questions for the 
most recent project that they worked on.

We obtained 232 responses for the 2005 survey 
and 156 responses for the 2007 survey. Because 
the response rate would reveal the size of the Cut-
ter Consortium’s customer base, we can’t report 
it. However, to gauge whether there was a nonre-
sponse bias, we statistically compared the early re-
sponses with the late ones for all variables13 using 
a Mann-Whitney U test.14 Any difference would 
point to the possibility that if the nonrespondents 
actually had responded, the results could be differ-
ent. There was no statistically significant difference 
between the early and late responses for any of our 
variables in either 2005 or 2007 using a two-tailed 
test at an alpha level of 0.05. So, there’s no evidence 
of nonresponse bias.

Data analysis
We present cancellation rates descriptively (as a per-
centage) with 95-percent confidence intervals.

We examined the relationship between cancel-
lation and size using ridit analysis.15 This is suit-
able when evaluating the relationship between a 
categorical and binary variable. The ridit value is 
the probability that a randomly selected cancelled 
project is larger than a randomly selected com-
pleted project as measured by duration or peak 
staffing. If the ridit value is equal to 0.5, there is no 
relationship.

To investigate the relationship between size and 
project performance (for delivered projects), we 
used the Gamma statistic.14 This is a form of cor-
relation coefficient for ordered (for example, ques-

Table 1
The distribution of companies  

where the projects were performed*
Year Domain Percentage

2005 Financial services 22

Computer consulting and systems integration 21

Computer software publisher 12.5

Government (nonmilitary) 9

Telecommunications 5

Outsourcing/Web services 5

2007 Computer consulting and systems integration 19

Financial services 18

Computer software publisher 12

Government (nonmilitary) 6

Medical and health services 4.5

Colleges and universities 4.5

*We only show the largest business domain categories.

Table 2
The distribution of respondents by their title in 
2005 (n = 232) and their role in 2007 (n = 156)*
Year role or title Percentage

2005 Project manager 26

External consultant 16

Director 14

Software engineer 9

Quality assurance management 7

Vice president/chief executive officer 6

Other 22

2007 Project manager 26

External consultant 24

Architect or lead technical role 13

Sponsor 9

Developer 5

End user or end-user representative 5

Other 18

*In the intervening years, the Cutter Consortium changed how it characterized its clients, causing the respondents’ characterization 
to change.
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tionnaire) variables. We performed statistical tests 
at a Bonferroni-adjusted alpha level of 0.05. This 
approach adjusts for finding spurious correlations 
when we do many statistical tests.

Results
Here, we present our descriptive results. We then ex-
amine the project cancellation rate and the perfor-
mance of delivered projects that weren’t cancelled.

Descriptive results
Table 1 shows the distribution of companies in the 
2005 and 2007 surveys, and Table 2 shows the in-
dividual respondents according to their titles and 
roles. Financial services, consulting and systems in-
tegration, and software publishing companies rep-
resented the largest business domains covered. The 
largest groups of respondents were project manag-
ers and external consultants (who had key responsi-
bilities on the projects).

In the 2005 survey, the largest number of re-
spondents came from the US (37 percent), followed 
by Australia (11 percent), the UK (8 percent), and 
Canada (4 percent). In the 2007 survey, the larg-
est number of responses came from the US (38 
percent), followed by India (14 percent), Canada 
(10 percent), and the UK (6 percent). Compared 
to the 2005 numbers, the percentages for Canada 
and India were higher, further flattening the global 
distribution.

Figure 1a and Figure 1b show the distribution 
of the projects as measured by duration and peak 
staffing. There’s considerable consistency in the dis-
tributions across the two years.

Approximately half the projects lasted nine 
months or less. So, there was no clear preponder-
ance of short projects versus long projects. The 
most common number of developers was between 
three and 10. Most projects had fewer than 10 
developers.

Project cancellations
Of all the projects, 15.52 percent were cancelled 
in 2005 and 11.54 percent were cancelled in 2007, 
before they delivered anything. This decrease over 
time was not statistically significant (p = 0.19 using 
a binomial test).

Our ridit analysis found no statistically signifi-
cant difference in the cancellation probability for 
project duration or peak staffing. Figure 2 shows 
the ridit plots for 2005 and 2007.

As we mentioned before, our 2007 survey also 
asked about the reasons for project cancellation. 
Table 3 (see p. 88) summarizes the results. The 
two most common reasons were requirements and 

scope changes and lack of senior management in-
volvement, both chosen by 33 percent of the respon-
dents. These were followed by budget shortages and 
lack of project management skills, both chosen by 
28 percent of the respondents.

Project success
Figure 3 (see p. 88) classifies the project perfor-
mance responses as a failure if the respondents rated 
them “poor” or “fair.” Most respondents felt that 
user satisfaction, product quality, and staff produc-
tivity were either good or excellent. Approximately 
one-third or fewer of the respondents perceived that 
the project success was either poor or fair for those 
three criteria.

In 2005, approximately half of the respondents 
characterized their projects’ ability to meet budget 
and schedule targets as fair or poor. In 2007, around 
37 percent rated the ability to meet budget targets 
as fair or poor, and 47.10 percent rated “meeting 

(a)

0–1 2–3 4–6 7–9 10–12 >12

50
40
30
20
10

0

Number of months

Pe
rc

en
ta

ge
 o

f p
ro

je
ct

s

2005

2007

2005

2007

(b)

0–2 3–10 11–20 21–50 51–100 101–200

50
40
30
20
10

0

Number of technical staff

Pe
rc

en
ta

ge
 o

f p
ro

je
ct

s
>200

Figure 1. The distribution of projects according to (a) duration (in 
months) and (b) peak staffing (number of technical staff). This will 
help us interpret the later results showing project outcomes.
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schedule targets” as fair or poor. As we can see, 
2007 saw a marked improvement in meeting bud-
get targets. The most critical performance problem 
in delivered software projects is therefore estimating 
the schedule and managing to that estimate.

To get a more holistic view of each delivered 
project’s performance, we counted the perfor-
mance criteria for which the responses were poor or 
fair. Then, we categorized the projects as success-
ful (rated poor or fair on zero or one performance 
criterion), challenged (poor or fair on two or three 
performance criteria), or unsuccessful (poor or fair 
on four or five performance criteria). Figure 4 shows 

the percentages and 95-percent confidence intervals 
for these categories. The results for both years were 
very similar, with little change over time.

Between 48 percent and 55 percent of delivered 
projects were considered successful, whereas be-
tween 17 percent and 22 percent were considered un-
successful. A binomial test of the difference between 
2005 and 2007 in the proportion of unsuccessful 
projects wasn’t statistically significant, so there’s no 
evidence that the actual failure rate of completed 
projects has decreased. The combined cancellation 
plus unsuccessful project rate was approximately 34 
percent in 2005 and 26 percent in 2007.

We evaluated whether project duration and peak 
staffing load were correlated with any of the five 
success criteria. Correlation analysis results indi-
cate a statistically significant and moderately sized 
Gamma correlation14 between duration and bud-
get for 2005 ( = 0.189) and 2007 ( = 0.243). We 
found a statistically significant correlation in 2005 
between duration and schedule ( = 0.188), as well 
as duration and productivity ( = 0.197). We didn’t 
find a significant correlation between peak staffing 
and any of the success criteria.

Discussion
Project failure/success surveys help the community 
understand the status of software development out-
comes and can be useful for benchmarking pur-
poses. In addition to presenting up-to-date data, 
this study attempted to address some of the criti-
cisms of previous work in this area.

Project failure rates
The IT project cancellation rate ranged from 11.5 to 
15.5 percent. Despite the differences in the type of 
projects and methodology, these numbers don’t dif-
fer much from the results of recent surveys shown 
in the sidebar. Our results are also consistent with 
the mode response from the perceptions of commu-
nity experts.

The cancellation rates for the 2005 and 2007 
surveys were similar, with no statistically signifi-
cant difference, indicating that no improvement 
occurred during these two years. However, since 
1994, there has been a clear trend of decreasing 
cancellation rates across all studies, despite the dif-
ferences in types of projects and methodologies. It’s 
unlikely that the cancellation rate will converge to 
zero someday because developers will always need 
to cancel projects, even if only owing to changes in 
business needs. It’s an empirical question whether 
we have reached a plateau, however.

We didn’t find a relationship between proj-
ect size and the cancellation rate. These findings 

Table 3
Reasons for project cancellation  

with percentages and 95% confidence intervals  
for the 2007 respondents (n = 18)*

reason for cancellation
Percentage of respondents  
(95% confidence interval)

Senior management not sufficiently involved 33 (13, 59)

Too many requirements and scope changes 33 (13, 59)

Lack of necessary management skills 28 (10, 54)

Over budget 28 (10, 54)

Lack of necessary technical skills 22 (6, 48)

No more need for the system to be developed 22 (6, 48)

Over schedule 17 (4, 41)

Technology too new; didn’t work as expected 17 (4, 41)

Insufficient staff 11 (1, 35)

Critical quality problems with software 11 (1, 35)

End users not sufficiently involved 6 (0, 27)

*The 95% confidence interval is usually wide because we’re looking at only 18 cancelled projects. The respondents had the option of add-
ing qualitative information as well as the predefined categories.
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contradict a common software engineering belief 
that shorter projects will less likely be cancelled, 
perhaps because their scope is usually small and 
there’s less communication complexity among the 
team members. You also could argue that the sig-
nificant sunk investment in longer projects makes 
cancelling them more difficult—it’s easier to cancel 
a recent project or one with little investment. Previ-
ous studies only presented their results descriptively 
and didn’t evaluate whether the observed differ-
ences were likely by chance, which is one plausible 
explanation for other previous studies finding a 
project size effect.

Changes in requirements and scope were pri-
mary reasons for project cancellation. You could 
argue that if the business requirements change and 
a system is no longer needed, you should cancel the 
project. So, this reason doesn’t necessarily mean 
that an inability to manage changes drove cancel-
lation. Going over budget, however, was a key rea-
son why projects were cancelled. Surprisingly, given 
that many respondents were in management posi-
tions, the lack of senior management commitment 
and inappropriate management skills were also key 
reasons for project cancellation. The former sug-
gests a misalignment between IT and the business. 
Poor project management skills can cause and exac-
erbate all these problems.

Meeting schedule targets was consistently the 
most challenging outcome for delivered software 
projects. This highlights the importance of transi-
tioning better estimation techniques into projects. 
Shorter projects tended to have a greater chance of 
meeting budget targets, with equivocal evidence on 
their ability to meet schedule targets and have high 
productivity.

Between 16 and 22 percent of delivered projects 
were considered unsuccessful on the basis of their 
performance. This is a relatively large number for 
projects that management decided not to cancel. 
The combined rate of cancelled plus unsuccessful 
projects was between 26 percent and 34 percent. 
By most standards, this would be considered a high 
failure rate for an applied discipline.

Limitations
One important limitation of this study is its repre-
sentativeness. The Cutter Consortium client base is 
likely to contain organizations interested in learning 
about and implementing good software engineering 
practices. So, the sampled projects will more likely 
perform better compared to the whole software en-
gineering industry.

Another limitation of doing a survey with this 
subpopulation is that the projects are mainly run 

in IT departments. This group deals with few, if 
any, real-time embedded systems, for example. 
You could argue that non-IT projects may have a 
different cancellation and failure profile. Further-
more, our respondents included few large projects, 
which could be related to the Cutter Consortium 
focus on agile practices, which tend to be deployed 
on smaller projects. Finally, most respondents were 
from Western countries; consequently, to the extent 
that national culture helps determine project suc-
cess, the results might be different for projects with 
different cultural traditions.

Many factors can affect cancellation rates and 
project success. Organizational maturity, methodol-
ogy, and project management experience will affect 
project success. However, our limited objective was 
to get an overall aggregate value across IT projects 
in the software industry. Had we segmented proj-
ects by the these factors, we would have seen more 
variation, with some types of projects performing 
better or worse than the numbers presented here.

One concern with the project performance vari-
ables is that specific respondent roles could be bi-
ased toward certain project outcomes. Should that 
be the case, you could justifiably question our find-
ings. For example, the project manager might be in-
clined to inflate the project’s success compared to 
the end user or sponsor.

To check for possible role-specific bias in the proj-
ect outcome responses, we tested whether responses 
differed on the five project outcome variables (satis-
faction, budget, schedule, quality, and productivity) 
among different role types. For the 2005 survey, we 
compared internal versus external employees (con-
sultants); for the 2007 survey, we compared inter-
nal versus external employees and technical staff 
versus user staff. We used a nonparametric Mann- 
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Whitney U test.15 In all cases, we found no statisti-
cally signifi cant difference (alpha = 0.05, 2-tailed). 
This indicates that there’s no evidence of role-
specifi c biases in the outcome measures.

C onsidering IT software projects only, our 
results suggest that most projects actually 
deliver. Talk of a software crisis with the 

majority of projects cancelled is perhaps exagger-
ated. If we consider overall failures (cancelled proj-
ects plus delivered projects with unsuccessful per-
formance), the most up-to-date numbers indicate 
that 26 percent to 34 percent of IT projects fail.

There’s clearly room for improvement because 
the overall project failure rate is high for an applied 

discipline. Despite many years of research, estima-
tion skills remain a key challenge to IT projects ei-
ther because practitioners aren’t using the best es-
timation tools and techniques available or because 
the best tools and techniques available require 
further improvements before practitioners can use 
them effectively.
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