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Abstract

The Transmission Line Matrix (TLM) numerical algorithm, based on the discrete Huygens' principle, has been extensively used to solve electromagnetic structure problems. The major advantage of this method is its simplicity and flexibility as the vectorial Maxwell's Equations are transformed into a simple numerical model of digital signal processing system.

In this thesis, new and efficient numerical modeling concepts and procedures have been developed for the analysis of electromagnetic structures with the TLM method:

- With the introduction of the equivalent field quantities defined between nodes, the TLM Method has been shown to be exactly equivalent to a finite-difference time-domain (FD-TD) formulation. Therefore, the numerical foundation of the TLM approach has been fully demonstrated and the basis for mathematically understanding the TLM method has been provided. As a result, the conventional TLM boundary conditions has been verified theoretically, and hence a systematic way for constructing the TLM boundary conditions has been developed. In addition, a new boundary description for the TLM method has been proposed, which renders TLM method more flexibility in its boundary treatments.

- Based on the equivalence between the TLM method and the FD-TD method, an absorbing and a connecting boundary formulations have been developed for TLM simulations. With these formulations, the TLM method can be applied for solving more realistic scattering and radiation problems with open structures. The computation examples given in this thesis are with the structures of waveguides, two-dimensional and three-dimensional obstacles illuminated by plane waves. The numerical results show good agreement with those obtained with the Method of Moment, and thus validate the boundary conditions developed.
By using the discrete Fourier Transform, a new algorithm has been developed for interfacing the TLM method with the frequency-domain solutions. The technique employ the prior knowledge of frequency-domain solutions at boundaries and combine them with TLM simulations, leading to considerable decrease in memory and CPU time. It also allows the TLM method to be used with highly conductive materials for solving shielding problems. The good results were obtained with significant reduction of the computation expenditure.
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Chapter 1

Introduction

Numerical models for electromagnetic structures consisting of transmission media and their boundaries are needed for computer simulation of wave propagation. In the past, various analytical methods such as Green's function technique, conformal mapping, variational methods, Fourier transform method, Fourier integral approach, spectral domain method, and mode matching technique have been used to solve electromagnetic problems. However, these methods can not be applied to the problems with arbitrary geometry. Furthermore, the realistic features such as finite metallization thickness, mounting groove, and irregularities caused during manufacturing, cannot be easily accounted for. Therefore, very accurate characterization numerical techniques are essential to model the problems.

Numerical techniques such as the Finite Element Method (FEM), the Method of Moment (MoM), the Boundary Element Method (BEM), the Finite-Difference Frequency-Domain (FD-FD) Method, the Transmission Line Matrix (TLM) Method, and the Finite-Difference Time-Domain (FD-TD) Method have evolved in the last two decades. Recent advances in modeling concepts and technology have expanded the scope, accuracy and speed of these methods thanks to the development of powerful computers. Programs based on these techniques can be applied to solve problems with structures which the analytical approaches can not deal with. Two very useful reviews and extensive lists of references in this area can be found in [1] and [2].

As one of the numerical techniques, the TLM method has received growing international attention and found wide range of applications since P. B. Johns introduced it for solving electromagnetic structure problems in 1971 [3]. The reasons are that, firstly, the solution is solved in a sequential manner, and therefore, is very appropriate for computer operations and programming; secondly, it can be applied easily to problems with com-
plex structures which would be very difficult to solve with either analytical approaches or the other numerical techniques (the electromagnetic problem need not to be reformulated for every new structure; its parameters are simply entered in a general-purposed program in the form of codes for boundaries, permeabilities, permittivities, and excitation of the fields); Thirdly, it provides direct time-domain solutions for transient problems (as a result, to obtain the frequency-domain results over a wide range of spectrum, only one simulation or a single shot of computation are needed). Fourthly, it can account, without changing the basic algorithm significantly, for inhomogeneous, lossy, anisotropic, nonlinear, time-varying and even dispersive media. The main disadvantage of the method is its requirement for large computer memory space and long computation time for three-dimensional and large scale two dimensional problems. Overcoming of the difficulty rests on two aspects: the development of super computers and improvement on the method itself.

1.1 State of the Art

As early as in the forth decade of this century, several researchers made use of electrical networks to simulate electromagnetic wave propagation in two-dimensional (2D) waveguides [4]-[6]. The principle involved in these methods was based on the similarity between the behavior of electromagnetic fields and voltages and currents in spatial electrical networks. Inspired by these techniques, P.B. Johns and his co-workers proposed, in 1971, a novel numerical procedure [3] to solve the 2D electromagnetic problems, in which both space and time are discretized. Later on in his paper [7], P.B. Johns showed that the method is actually the time-domain model embodying the Huygens' principle in discretized form. It uses an equivalent network, or matrix, of either shunt or series interconnecting two-wire transmission lines (the method is then called the Transmission-Line-Matrix (TLM) method). At the interconnecting points (or nodes) of the transmission lines, a number of stubs, whose electrical properties are used to represent the electrical characteristics of propagation space, are attached. Analysis of the transmission line matrix leads to a system of equations. These equations can be identified with the 2D Maxwell's equations by drawing equivalences between circuit quantities in the 2D TLM network (such as node voltages, currents, line constants, and stub parameters), and the field quantities in the media (such as electric fields, magnetic fields, permittivity and permeability). The numerical procedure
entails by exciting the network, or mesh, at specific points with impulses. Then, at each subsequent time step, these impulses propagate through the transmission lines connecting two neighbor nodes, scatter at the nodes and bounce back at the boundaries. The output, which is taken from a chosen node, consists of a series of impulses separated by a constant time interval. The Fourier transform of this output function can be performed to obtain the spectral domain solution.

By the end of 1974, Johns and Akhtarzad [8, 9] had extended the 2D TLM scheme to three dimensions (3D) by alternatively shunt and series interconnecting the two-wire transmission lines in 3D space. The voltages and currents at the interconnecting points (or nodes) are equivalent to electric and magnetic fields, respectively. In this way, the equivalent six E and H field components are defined in space alternatively and separately with each other. The model is called the 3D TLM expanded or distributed node.

In 1982, Saguet and Pic [10] developed the 3D asymmetrical condensed node structure by modifying the 3D expanded node model. The network topology is simply a three-dimensional Cartesian mesh with two pairs of two-wire transmission lines, corresponding to two polarizations, in each branch. It follows that all of the field components are defined at one point (condensed), and boundary conditions can be applied halfway between nodes. However, this node model is asymmetrical in the sense that the first connection in the node is either shunt or series depending upon the direction of view. Although the errors caused by the asymmetry are insignificant for most problems [12], it does mean that boundaries viewed in one direction have slightly different properties when viewed in another. In 1986, P.B. Johns [13, 14] took yet another step and described the development of a 3D symmetrical condensed node for TLM modeling with lossless media. This node eliminates the disadvantages of asymmetry while preserving the advantages of the condensed node working. Based on this, Naylor and Desai [15] (1990) have added the loss feature to the 3D TLM symmetrical condensed node to account for lossy media. At this stage, basic formulations for the 2D and 3D TLM models have been fully developed.

Building upon the work of these authors, other researchers added other kinds of features and improvements. For example, variable mesh size [16, 17, 18] allows the propagation space to be irregularly graded for discretization according to the nature of problems under investigation. Simplified nodes [19] uses a scalar TLM network to simulate a single field component or a Hertzian potential rather than all the field components. Error correction
techniques [20] employs extrapolation techniques to obtain good accuracy. Time-domain diakoptics [22] apply substructuring techniques to store information for substructures and to form the solution by later on reconnecting the substructures. And stub techniques change stub parameters in the TLM models to solve anisotropic media [23] and non-linear problems [24]. A very useful review of the TLM method of analysis was presented in [25] by Hoefer in 1985. Ever since then, a number of new developments for the TLM method were achieved. Among them are the use of discrete time-domain Green's function (Johns matrix) [26, 27, 28], application of wide-band absorbing boundaries [29, 30], combination of fine-coarse mesh [31], computation time reduction technique with Prony-Pisarenko method [32], modeling of nonlinear active regions [33, 34], simulation of dispersive media[35], Hexagonal TLM model with less numerical dispersion [36] and numerical synthesis by reversing TLM algorithm [37].

1.2 The Motivation and the Original Contributions

In spite of many successful applications and developments of the TLM method [3]-[54], the theoretical foundation of TLM, especially for the 3D symmetrical condensed node model, has not been fully demonstrated, although some work was done by P.B. Johns for the expanded node [61, 62]. In other words, the physical relationships between the field quantities and voltage impulses in the TLM network have not been fully explained, at least mathematically. This had lead to some confusions of understanding the TLM modeling as indicated in [7].

Meanwhile, over the past decades, another numerical time-domain technique, the finite-difference time-domain (FD-TD) method, has been widely used for solving electromagnetic problems. This FD-TD method, introduced by Yee [55], is an approximate discrete mathematical model and is formulated by directly differencing Maxwell's equations under Yee's grid arrangements. The applications of this method have been ranging from solutions of scattering fields [56, 57] to determination of characteristics of planar circuits [58]. A useful introduction and review of this technique was presented by Taflve in [59] and [60].

While the origins of the TLM method and the FD-TD method are different, both of them present the same kind of numerical time-stepping technique and yield practically identical results. Therefore, they would be equivalent in a certain way. Indeed, an equiva-
lence under certain conditions was shown between the 3D TLM expanded node model and the 3D FD-TD method based on Yee’s scheme [62]. However, for the TLM symmetrical condensed node, no equivalence has been reported so far. The issue is addressed in this thesis and the equivalence between the TLM method and a new FD-TD formulation has been demonstrated in general. In other words, any TLM algorithm can be rewritten in an equivalent FD-TD form (Chapter 2). Therefore, the theoretical foundation of the TLM has been explored. Based on this, new concepts and procedures for the TLM simulations have been developed in this thesis:

- The conventional boundary conditions of TLM method have been verified theoretically for the first time; a systematic way to construct the boundary conditions for the TLM method is developed; and the conversion of the TLM solutions is presented. In addition, a new boundary description for the TLM method has been proposed where boundaries are placed at nodes instead of half-way between nodes. It renders the TLM method more flexibility in treating, or positioning, its boundaries (Chapter 3).

- As a consequence of the equivalence between the FD-TD approach and the TLM method, numerical techniques employed in the FD-TD method and the TLM method can be trans-implemented into each other after appropriate modifications. Hence, the absorbing boundary conditions and connecting boundary conditions developed for the FD-TD method have been modified and reformulated for TLM modeling. The instabilities resulting from the spurious modes in the TLM model were discussed and additional factors were introduced into the absorbing boundary conditions to suppress the spurious effects. Validations of these boundary conditions were obtained with conducting obstacles illuminated by plane waves in two and three dimensions (Chapter 4).

- A new procedure for interfacing the TLM method with frequency-domain solutions is proposed. It employs the prior knowledge of frequency-domain solutions at boundaries and incorporated them with the TLM simulations. Consequently, it achieves considerable reduction of memory and computation time. This implies that the difficulties in some applications of the TLM method can be circumvented by taking advantage of the other techniques. For example, practically impossible implementation of TLM network in a highly conductive sheet (which would require too many
nodes and iterations) can now be accomplished by incorporating a lossy transmission line section with the TLM mesh. The simulation results have demonstrated the efficiency of the proposed procedure (Chapter 5).

1.3 Organization of This Thesis

This thesis is divided into six chapters, where Chapter II, III, IV and V contain the main original contributions of my work.

In Chapter II, the equivalence between the TLM method and a finite-difference time-domain formulation is explored. It is concluded that the TLM method can be generally formulated in a finite-difference form. Therefore, the quantities, such as impulses, in the TLM modeling are directly related to field quantities. Additionally, the conversion of the TLM solutions to its supposed simulation solutions is derived theoretically.

In chapter III, general boundary treatments for the TLM method have been presented as result of Chapter II. The conventional boundary conditions of the TLM method are verified theoretically. A new boundary description for the TLM simulation, where the boundaries are placed at nodes rather than half-way between nodes, is proposed.

In Chapter IV, the general absorbing boundary conditions and connecting boundary conditions for the TLM method are formulated based on the corresponding FD-TD scheme. Since spurious modes exist in the 3D SCN model, unstable solutions may occur if the absorbing boundary conditions for FD-TD method are directly implemented. Consequently, additional conditions have been introduced in order to suppress the spurious effects. Validations are shown with scattering problems of obstacles illuminated by plane waves in two dimensions and three dimensions.

In Chapter V, a new procedure for interfacing the TLM method with frequency-domain solutions is described. It can be used with problems where boundary conditions in frequency-domain are known. A complete set of the formulations and some numerical results have been given. It is found that in certain situations, memory and CPU time are significantly reduced with this approach.

Finally, Chapter VI contains the overall review, conclusions and future work.
Chapter 2

Numerical Modeling: The TLM Method And The Equivalent New Finite-Difference Time-Domain (FD-TD) Formulations

2.1 Introduction

The TLM method is one of the most appropriate techniques for digital computer simulation of wave motion and has found many applications in microwave and millimeter-wave circuits, such as resonators [42], dielectric-loaded waveguides [20], microstrip lines on isotropic and anisotropic substrates [23, 41]. As mentioned before, due to different techniques used, different TLM models, such as 2D shunt and series node [3], 3D expanded node [8, 9], 3D asymmetric condensed node [10] and more recently 3D symmetrical condensed node (SCN) [14, 15], have been developed. Each model retains its own advantages and disadvantages.

In 1987, Johns [61, 62] showed that under certain conditions, the TLM expanded-node model is equivalent to the FD-TD algorithm of Yee's scheme [55]. In 1990, Voelker and Lomax [63] actually formulated the 3D expanded-node TLM model in a FD-TD form and successfully applied it to solve a nonlinear device problem. However, to the best of author's knowledge, the direct relationships between quantities of the TLM algorithm and the field components have not been fully demonstrated so far, especially for the 3D symmetrical condensed node.

This chapter shows the numerical equivalence between the symmetrical condensed code used in the TLM method and a new FD-TD formulation which is different from the FD-
TD approach of Yee’s scheme [55]. That is, the TLM method can be shown to be exactly correspondent to a finite-difference formulation. Hence, the numerical foundation of the TLM is fully demonstrated and the work presented by P.B. Johns for showing equivalence between the expanded TLM-node model and the FD-TD formulations is complemented. It is concluded that due to computation of more field components and fulfillment of continuity conditions, the TLM symmetrical condensed node achieves more accurate modelling and less 3D numerical dispersion than the FD-TD method presently used. In the last section, conversion of the TLM solutions to their corresponding field solutions has been studied.

2.2 The New FD-TD Formulation for Maxwell’s Equations

2.2.1 The two-dimensional (2D) case

First consider the 2D Maxwell’s equations for transverse magnetic (TM-to-y) waves in a stationary, lossless and sourceless medium.

\[ E_x = E_z = 0, \quad H_y = 0, \quad (2.1) \]

\[ -\mu \frac{\partial H_z}{\partial t} = \frac{\partial E_y}{\partial x}, \quad (2.2) \]

\[ +\mu \frac{\partial H_x}{\partial t} = \frac{\partial E_y}{\partial x}, \quad (2.3) \]

\[ +\varepsilon \frac{\partial E_y}{\partial t} = \frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x}, \quad (2.4) \]

where \( \mu \) and \( \varepsilon \) are the permittivity and permeability of the medium to be modeled.

Following Yee’s notation [55], one can denote a Cartesian grid of points on the x-z plane as

\[ (i_x, i_z) = (i_x \delta x, i_z \delta z) \quad (2.5) \]

and any function of discrete space and time as

\[ F(i_x \delta x, i_z \delta z, n \delta t) = n F(i_x, i_z) \quad (2.6) \]
where \( \delta x = \delta z = \delta = c_0 \Delta t \) are the space discretization units (taken to be the same for simplicity), \( \delta t \) is the time increment, \( \mu = \mu_r \mu_o \), \( \varepsilon \) can be chosen to be equal to either \( \varepsilon_r \varepsilon_o \) or \( 2\varepsilon_r \varepsilon_o \) (\( \mu_o \) and \( \varepsilon_o \) are the permeability and permittivity of the vacuum media, respectively), and \( i_x, i_z, n \) are integers.

Now, the 2-D region is discretized into a mesh shown in Fig.2.1. Unlike Yee’s scheme [55], all three nonzero field components, \( E_y, H_x \) and \( H_z \), are defined at a node located at the center of the 2D cell, while at the points in between two neighboring nodes (on the boundary contour \( S \)), only the magnetic field components tangential to the contour and the electric field normal to the mesh area are considered. As a result, the \( E \) and \( H \)-field components are not separated in space but are all defined at the same grid points. This grid arrangement ensures that both the tangential \( E \) and \( H \) field components are continuous across the interface of two adjacent cells.

The finite-difference formulations of the 2D Maxwell’s equations at node \( (i_x, i_z) \), (2.1) to (2.4), are, therefore, as follows:

\[
-\mu \frac{n+1}{\delta t} H_z(i_x, i_z) - n H_z(i_x, i_z) = \frac{n+\frac{1}{2}}{\delta x} E_y(i_x + \frac{1}{2}, i_z) - \frac{n+\frac{1}{2}}{\delta x} E_y(i_x - \frac{1}{2}, i_z)
\]  
(2.7)

\[
+\mu \frac{n+1}{\delta t} H_x(i_z, i_z) - n H_x(i_z, i_z) = \frac{n+\frac{1}{2}}{\delta z} E_y(i_x, i_z + \frac{1}{2}) - \frac{n+\frac{1}{2}}{\delta z} E_y(i_x, i_z - \frac{1}{2})
\]  
(2.8)

\[
+\varepsilon \frac{n+1}{\delta t} E_y(i_z, i_z) - n E_y(i_z, i_z) = \frac{n+\frac{1}{2}}{\delta z} H_x(i_x + \frac{1}{2}, i_z) - \frac{n+\frac{1}{2}}{\delta z} H_x(i_x - \frac{1}{2}, i_z)
\]

(2.9)

From the above equation, the updated values of \( n+1 E_y(i_z, i_z), n+1 H_x(i_z, i_z) \) and \( n+1 H_x(i_z, i_z) \) at nodes can be obtained from the values of \( E \) and \( H \)-fields at the previous time step.

In order to update the \( E \) and \( H \)-field components at the boundary contour of each cell, additional operations are needed. Here, the following averaging process over time and space, which will be shown to be equivalent to the averaging process in the TLM models, is taken:
Field components defined (for TM-to-y wave):

at $(i_x,i_z)$ : $E_y, H_x, H_z$

at $(i_x \pm \frac{1}{2}, i_z)$ : $E_y, H_z$

at $(i_x,i_z \pm \frac{1}{2})$ : $E_y, H_x$

Figure 2.1: Grid Positions for the 2D FD-TD Formulation
\[ nE_y(i_x, i_z) - Z_0 \ nH_x(i_x, i_z) = \]
\[ \frac{[n+\frac{1}{2}E_y(i_x, i_z + \frac{1}{2}) - Z_0 \ n+\frac{1}{2}H_x(i_x, i_z + \frac{1}{2})] + [n-\frac{1}{2}E_y(i_x, i_z - \frac{1}{2}) - Z_0 \ n-\frac{1}{2}H_x(i_x, i_z - \frac{1}{2})]}{2} \]
\] (2.10)

\[ nE_y(i_x, i_z + 1) + Z_0 \ nH_x(i_x, i_z + 1) = \]
\[ \frac{[n+\frac{1}{2}E_y(i_x, i_z + \frac{1}{2}) + Z_0 \ n+\frac{1}{2}H_x(i_x, i_z + \frac{1}{2})] + [n-\frac{1}{2}E_y(i_x, i_z + \frac{3}{2}) + Z_0 \ n-\frac{1}{2}H_x(i_x, i_z + \frac{3}{2})]}{2} \]
\] (2.11)

\[ nE_y(i_x, i_z) + Z_0 \ nH_x(i_x, i_z) = \]
\[ \frac{[n+\frac{1}{2}E_y(i_x + \frac{1}{2}, i_z) + Z_0 \ n+\frac{1}{2}H_x(i_x + \frac{1}{2}, i_z)] + [n-\frac{1}{2}E_y(i_x - \frac{1}{2}, i_z) + Z_0 \ n-\frac{1}{2}H_x(i_x - \frac{1}{2}, i_z)]}{2} \]
\] (2.12)

\[ nE_y(i_x + 1, i_z) - Z_0 \ nH_x(i_x + 1, i_z) = \]
\[ \frac{[n+\frac{1}{2}E_y(i_x + \frac{1}{2}, i_z) - Z_0 \ n+\frac{1}{2}H_x(i_x + \frac{1}{2}, i_z)] + [n-\frac{1}{2}E_y(i_x + \frac{3}{2}, i_z) - Z_0 \ n-\frac{1}{2}H_x(i_x + \frac{3}{2}, i_z)]}{2} \]
\] (2.13)

Consequently, the field components between nodes (or on the boundary contour of the 2D cell) can be obtained:

\[ n+\frac{1}{2}E_y(i_x, i_z + \frac{1}{2}) = \]
\[ nE_y(i_x, i_z) - Z_0 \ nH_x(i_x, i_z) + nE_y(i_x, i_z + 1) + Z_0 \ nH_x(i_x, i_z + 1) \]
\[ - \frac{1}{2}[n-\frac{1}{2}E_y(i_x, i_z - \frac{1}{2}) - Z_0 \ n-\frac{1}{2}H_x(i_x, i_z - \frac{1}{2})] \]
\[ + n-\frac{1}{2}E_y(i_x, i_z + \frac{3}{2}) + Z_0 \ n-\frac{1}{2}H_x(i_x, i_z + \frac{3}{2})] \]
\] (2.14)
\[ Z_o \ n+\frac{1}{2} H_x(i_x, i_z + \frac{1}{2}) = \]
\[ = -n \ E_y(i_x, i_z) + Z_o \ n H_x(i_x, i_z) + n \ E_y(i_x, i_z + 1) + Z_o \ n H_x(i_x, i_z + 1) \]
\[ - \frac{1}{2} \left[-n-\frac{1}{2} E_y(i_x, i_z - \frac{1}{2}) + Z_o \ n-\frac{1}{2} H_x(i_x, i_z - \frac{1}{2}) \right] \]
\[ + n-\frac{1}{2} E_y(i_x, i_z + \frac{3}{2}) + Z_o \ n-\frac{1}{2} H_x(i_x, i_z + \frac{3}{2}) \]  
(2.15)

\[ n+\frac{1}{2} E_y(i_x + \frac{1}{2}, i_z) = \]
\[ = n E_y(i_x, i_z) + Z_o \ n H_x(i_x, i_z) + n E_y(i_x + 1, i_z) - Z_o \ n H_x(i_x + 1, i_z) \]
\[ - \frac{1}{2} \left[n-\frac{1}{2} E_y(i_x - \frac{1}{2}, i_z) + Z_o \ n-\frac{1}{2} H_x(i_x - \frac{1}{2}, i_z) \right] \]
\[ + n-\frac{1}{2} E_y(i_x + \frac{3}{2}, i_z) - Z_o \ n-\frac{1}{2} H_x(i_x + \frac{3}{2}, i_z) \]  
(2.16)

\[ Z_o \ n+\frac{1}{2} H_z(i_x, i_z + \frac{1}{2}) = \]
\[ = n E_y(i_x, i_z) + Z_o \ n H_z(i_x, i_z) - n E_y(i_x + 1, i_z) + Z_o \ n H_z(i_x + 1, i_z) \]
\[ - \frac{1}{2} \left[n-\frac{1}{2} E_y(i_x - \frac{1}{2}, i_z) + Z_o \ n-\frac{1}{2} H_z(i_x - \frac{1}{2}, i_z) \right] \]
\[ - n-\frac{1}{2} E_y(i_x + \frac{3}{2}, i_z) + Z_o \ n-\frac{1}{2} H_z(i_x + \frac{3}{2}, i_z) \]  
(2.17)

where \( Z_o = \frac{\sqrt{\mu}}{\sqrt{\epsilon}} \) if \( \epsilon = \varepsilon_o \varepsilon_r \) is chosen, or, \( Z_o = \sqrt{\frac{\mu}{\epsilon_o}} \) if \( \epsilon = 2\varepsilon_o \varepsilon_r \) is chosen. It is recommended that \( Z_o = \sqrt{\frac{\mu}{\epsilon_o}} \) and \( \epsilon = 2\varepsilon_o \varepsilon_r \) be chosen (and henceforth applied in this thesis) since (2.10) to (2.17) would be independent of permittivity. Note in this case, the FD-TD scheme virtually simulates a medium of relative permittivity 2\( \varepsilon_r \) rather than \( \varepsilon_r \).

The above averaging process over time and space for (2.10) to (2.13) observes a certain rule: if the cross product of unit vector of E-component and unit vector of H-component points to the directions at which the averaging takes place, averaging of \( E - Z_o H \) is considered; otherwise, \( E + Z_o H \) is considered. For example, one may consider \( E_y \) and \( H_x \) at the boundary point \( (i_x, i_z + \frac{1}{2}) \) of two cells centered at nodes \( (i_x, i_z) \) and \( (i_x, i_z + 1) \) as shown in Fig.2.2, respectively. Then take \( E_y \pm Z_o H_x \) as the quantities to be averaged. When the averaging is taken with the quantities at point \( (i_x, i_z) \) and \( (i_x, i_z - \frac{1}{2}) \) (thus, the direction of averaging is \( -a_z \)), \( E_y - Z_o H_x \) is considered noting that \( (a_y \times a_x) \) points to the direction of the averaging process \( -a_z \). When the averaging is taken with the
quantities at point \((i_x + 1, i_z)\) and \((i_x, i_z + \frac{3}{2})\) (the direction of averaging is \(a_x\)), \(E_y + Z_0 H_z\)
is considered noting that \(a_y \times a_x = -a_x\) points to the opposite direction of the averaging
process. The resultant are (2.10) and (2.11)

For the transverse electric waves (TE-to-y), similar equations can be obtained.

2.2.2 The three-dimensional (3D) case

For three-dimensional cases, Maxwell’s curl equations in a stationary, lossless and sourceless
medium in the time-domain are

\[
\mu \frac{\partial \mathbf{H}}{\partial t} = -\nabla \times \mathbf{E}, \tag{2.18}
\]

\[
\varepsilon \frac{\partial \mathbf{E}}{\partial t} = \nabla \times \mathbf{H} \tag{2.19}
\]

In a rectangular coordinate system, (2.18) and (2.19) become the following system of
scalar equations:

\[
\mu \frac{\partial H_x}{\partial t} = \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} \tag{2.20}
\]

\[
\mu \frac{\partial H_y}{\partial t} = \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} \tag{2.21}
\]

\[
\mu \frac{\partial H_z}{\partial t} = \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} \tag{2.22}
\]

\[
\varepsilon \frac{\partial E_x}{\partial t} = \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} \tag{2.23}
\]

\[
\varepsilon \frac{\partial E_y}{\partial t} = \frac{\partial H_z}{\partial x} - \frac{\partial H_x}{\partial z} \tag{2.24}
\]

\[
\varepsilon \frac{\partial E_z}{\partial t} = \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \tag{2.25}
\]

Just like in the 2D case, a Cartesian grid of points is denoted as

\[(i_x, i_y, i_z) = (i_x \delta x, i_y \delta y, i_z \delta z) \tag{2.26}\]
Figure 2.2: Averaging Process for the FD-TD Formulation
and any function of discrete space and time as

\[ F(i_x, i_y, i_z, n \delta t) = n F(i_x, i_y, i_z) \tag{2.27} \]

\[ \delta x = \delta y = \delta z = c_0 \delta t \] are the space discretization units (taken to be the same for simplicity), \( \delta t \) is the time increment, \( \varepsilon \) and \( \mu \) can be chosen as either \( \varepsilon = \varepsilon_r \varepsilon_0 \) and \( \mu = \mu_r \mu_0 \) or \( \varepsilon = 2 \varepsilon_r \varepsilon_0 \) and \( \mu = 2 \mu_r \mu_0 \) and \( i_x, i_y, i_z, n \) are integers.

In contrast to Yee's scheme [55] (see Fig.2.3), the six field components of \( \mathbf{E} \) and \( \mathbf{H} \) are defined at a node located at the center of the 3D cell, while at the points on the boundary surface of the 3D cell, only the field components tangential to the surface are considered (Fig.2.4). As in the 2D case, the \( \mathbf{E} \)-field and \( \mathbf{H} \)-field components are not separated in space, and both the tangential \( \mathbf{E} \) and \( \mathbf{H} \) field components are continuous across the interface of two adjacent cells.

By differencing 3D Maxwell's equation, (2.20) to (2.25), one can easily obtain a finite-difference formulation for Maxwell's equations.

For example, considering (2.23), one has

\[ \varepsilon n+1 E_z(i_x, i_y, i_z) - n E_z(i_x, i_y, i_z) = \]

\[ \frac{\varepsilon n+1 H_z(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} H_0(i_x, i_y, i_z - \frac{1}{2}, i_z)}{\delta y} - \frac{n+\frac{1}{2} H_y(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} H_y(i_x, i_y, i_z - \frac{1}{2}, i_z)}{\delta z} \tag{2.28} \]

Thus, \( n+1 E_z(i_x, i_y, i_z) \) at the cell center can be updated from the values of \( \mathbf{E} \) and \( \mathbf{H} \)-field components at the previous time step.

The remaining finite difference equations corresponding to (2.20), (2.21), (2.22),(2.24) and (2.25) can be similarly constructed.

Again, in order to update both \( \mathbf{E} \) and \( \mathbf{H} \) on the boundary of a 3D cell, the averaging process over space and time is applied just as in the 2D situation. As a result, one has:

\[ n E_z(i_x, i_y, i_z) - Z_0 n H_z(i_x, i_y, i_z) = \]

\[ \frac{1}{2} [n+\frac{1}{2} E_z(i_x, i_y + \frac{1}{2}, i_z) - Z_0 n+\frac{1}{2} H_z(i_x, i_y + \frac{1}{2}, i_z) + n-\frac{1}{2} E_z(i_x, i_y - \frac{1}{2}, i_z) - Z_0 n-\frac{1}{2} H_z(i_x, i_y - \frac{1}{2}, i_z)] \tag{2.29} \]
Figure 2.3: Positions of the Field Components about a Unit Cell of the Yee Lattice
Figure 2.4: Positions of the Field Components about a 3D Cell of the FD-TD Formulation
\[ n E_z(i_x, i_y + 1, i_z) + Z_0 \cdot n H_z(i_x, i_y + 1, i_z) = \]

\[
\frac{1}{2}[n_{+\frac{1}{2}} E_z(i_x, i_y + 1, i_z) + Z_0 \cdot n_{+\frac{1}{2}} H_z(i_x, i_y + 1, i_z) + \]

\[+ n_{-\frac{1}{2}} E_z(i_x, i_y + \frac{3}{2}, i_z) + Z_0 \cdot n_{-\frac{1}{2}} H_z(i_x, i_y + \frac{3}{2}, i_z)] \]

(2.30)

From above, \( E_z \) and \( H_z \) on the boundary surface of the 3D cell can be obtained as follows:

\[ n_{+\frac{1}{2}} E_z(i_x, i_y + \frac{1}{2}, i_z) = \]

\[ n E_z(i_x, i_y, i_z) - Z_0 \cdot n H_z(i_x, i_y, i_z) + n E_z(i_x, i_y + 1, i_z) + Z_0 \cdot n H_z(i_x, i_y + 1, i_z) \]

\[ -\frac{1}{2}[n_{-\frac{1}{2}} E_z(i_x, i_y - \frac{1}{2}, i_z) - Z_0 \cdot n_{-\frac{1}{2}} H_z(i_x, i_y - \frac{1}{2}, i_z) \]

\[+ n_{-\frac{1}{2}} E_z(i_x, i_y + \frac{3}{2}, i_z) + Z_0 \cdot n_{-\frac{1}{2}} H_z(i_x, i_y + \frac{3}{2}, i_z)] \]

(2.31)

\[ Z_0 \cdot n_{+\frac{1}{2}} H_z(i_x, i_y + \frac{1}{2}, i_z) = \]

\[ [-n E_z(i_x, i_y, i_z) + Z_0 \cdot n H_z(i_x, i_y, i_z) + n E_z(i_x, i_y + 1, i_z) + Z_0 \cdot n H_z(i_x, i_y + 1, i_z)] \]

\[ -\frac{1}{2}[-n_{-\frac{1}{2}} E_z(i_x, i_y - \frac{1}{2}, i_z) + Z_0 \cdot n_{-\frac{1}{2}} H_z(i_x, i_y - \frac{1}{2}, i_z) \]

\[+ n_{-\frac{1}{2}} E_z(i_x, i_y + \frac{3}{2}, i_z) + Z_0 \cdot n_{-\frac{1}{2}} H_z(i_x, i_y + \frac{3}{2}, i_z)] \]

(2.32)

where \( Z_0 = \sqrt{\frac{\mu}{\varepsilon}} \) if \( \varepsilon = \varepsilon_r \varepsilon_0 \) and \( \mu = \mu_r \mu_0 \) are chosen, or, \( Z_0 = \sqrt{\frac{\mu_0}{\varepsilon_0}} \) if \( \varepsilon = 2 \varepsilon_r \varepsilon_0 \) and \( \mu = 2 \mu_r \mu_0 \) are chosen. Again, it is recommended that \( Z_0 = \sqrt{\frac{\mu_0}{\varepsilon_0}} \) and \( \varepsilon = 2 \varepsilon_r \varepsilon_0 \) and \( \mu = 2 \mu_r \mu_0 \) be chosen (and henceforth applied in this thesis) since (2.29) to (2.32) would be independent of the medium permeability and permittivity. Note in this case, the FD-TD scheme virtually simulates a medium of relative permittivity \( 2 \varepsilon_r \) and permeability \( 2 \mu_r \) rather than \( \varepsilon_r \) and \( \mu_r \).

The equations pertaining to updated values of other tangential E and H field components on the other boundary surfaces of a 3D cell can be constructed in a similar way or can be obtained by simply permuting subscripts (z, y, x) and coordinates (i_z, i_y, i_x) in the above equations.

As one can see, equations (2.7) to (2.17) and (2.28) to (2.32) constitute a recursive finite-difference formulation for time-dependent Maxwell's equations based on a new grid arrangement and the averaging process. When boundaries are placed half-way between
two neighboring cells (ie. at the boundary surface of a 3D cell), the boundary conditions can be fulfilled by simply enforcing them in (2.10), (2.12) for two dimensions, or (2.29) for three dimensions. Generally speaking, this finite-difference formulation ensures the continuity of both tangential electric and magnetic field components across the interfaces of cubic cells. Therefore, the energy flowing in the whole network will be conserved and a stable non-dissipative solution will be generated. For a more general Finite-Difference Time-Domain formulations including loss and variable mesh size, see Appendix A.

2.3 Theory and Application of the TLM method

The Transmission-Line-Matrix method is a time-domain numerical technique for solving network and field problems. The theory of the method and its applications to electromagnetic problems have been well established [64] since its first formulation by P. B. Johns and his co-workers [3]. In principle, the electromagnetic problem is modeled by filling the field space with a network of interconnecting two-wire transmission lines (Fig.2.5). The voltage and current impulses at all intersection points, or nodes, are made equivalent to the electric and magnetic fields in the discretized space. Thus, the behavior of electromagnetic fields can be easily modeled quantitatively by the voltages and currents in the network of transmission lines or TLM models. Any inhomogeneity in the form of dielectric or magnetic materials can be accounted for by introducing further lengths of transmission lines as shunt or series stubs to the network. The numerical calculations start with exciting the network, or mesh, at specific points in terms of voltage or current impulses. Then, at each subsequent time step, these impulses propagate through the transmission lines connecting two neighbor nodes, scatter at the nodes and bounce back at the boundaries. The output, which is taken from a chosen node, consists of a series of impulses separated by a constant time interval. The Fourier transform of this output function can be performed and useful information about the frequency behavior of the structure extracted. The details of the TLM method and an extensive list of references on this subject can be found in [67].
(a) A 2D TLM network (or matrix)

(b) A 3D TLM network (or matrix)

Figure 2.5: A TLM Network
2.4 Voltage and Current Relations in the TLM Symmetrical Condensed Node and Its Equivalence to the Finite-Difference Approach

Various types of nodes have been proposed for the TLM model. For 2D problems, the shunt node and the series node model [7] can be used, and for 3D problems, the expanded-node [9], the asymmetrical condensed node [10, 11] and the more recently developed symmetrical condensed node model [14] exist.

2.4.1 The 2D TLM node

Consider a 2D TLM shunt node model [3] without inductive, capacitive and loss stubs (Fig.2.6). For simplicity, suppose that each link line has the same length, $\Delta l/2$ (regular mesh), and that all the assumptions made by Johns are valid here. In addition, similarly to the denotation used in the FD-TD formulation, function of voltage $V(i_x \Delta l, i_z \Delta l, n \Delta t)$ is denoted as $V(i_x, i_z)$. Note that the total voltages and currents at mid points between two adjacent nodes are the sum or difference of the incident and reflected voltages on the link line, according to transmission line theory. For instance, if on link line 2, at time $(n + \frac{1}{2})\Delta t$ and position $(i_x, i_z - \frac{1}{2})$, $n_{-\frac{1}{2}} V_2(i_x, i_z - \frac{1}{2})$ is the voltage impulse going toward the node with position $(i_x, i_z)$ and $n_{+\frac{1}{2}} V_2^r(i_x, i_z - \frac{1}{2})$ is the voltage impulse going away from the same node, then the total voltage at $(i_x, i_z - \frac{1}{2})$ is:

$$n_{+\frac{1}{2}} V_2(i_x, i_z - \frac{1}{2}) = n_{+\frac{1}{2}} V_2^r(i_x, i_z - \frac{1}{2}) + n_{+\frac{1}{2}} V_2^r(i_x, i_z - \frac{1}{2})$$  \hspace{1cm} (2.33)

and the total current at position $(i_x, i_z - \frac{1}{2})$ flowing along the z direction (in link line 2) is,

$$n_{+\frac{1}{2}} I_2(i_x, i_z - \frac{1}{2}) = [n_{+\frac{1}{2}} V_2^r(i_x, i_z - \frac{1}{2}) - n_{+\frac{1}{2}} V_2^r(i_x, i_z - \frac{1}{2})]/Z_0$$  \hspace{1cm} (2.34)

where $Z_0$ is the characteristic impedance of the link line.

Similar voltage and current definitions and relations with their corresponding equations can be derived on the other link lines at mid-points between the nodes. Together with the relations between voltages, currents at nodes and incidents impulses on link lines [67], it is not difficult to verify that the following relations exist in the 2D TLM shunt node (see Appendix B):

21
Two transmission lines shunt connected with each other

Figure 2.6: A Two-Dimensional TLM Shunt Node
\[ -L \frac{n+1}{\Delta t} I_x(i_x, i_z) - n I_x(i_x, i_z) = \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x + \frac{1}{2}, i_z) - \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x - \frac{1}{2}, i_z) \]  
\tag{2.35} 

\[ -L \frac{n+1}{\Delta t} I_x(i_x, i_z) - n I_x(i_x, i_z) = \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x, i_z + \frac{1}{2}) - \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x, i_z - \frac{1}{2}) \]  
\tag{2.36} 

\[ 2 C \frac{n+1}{\Delta t} V_y(i_x, i_z) - n V_y(i_x, i_z) = \] 
\[ \frac{n+\frac{1}{2}}{\Delta l} I_x(i_x, i_z + \frac{1}{2}) - \frac{n+\frac{1}{2}}{\Delta l} I_x(i_x, i_z - \frac{1}{2}) - \frac{n+\frac{1}{2}}{\Delta l} I_x(i_x + \frac{1}{2}, i_z) - \frac{n+\frac{1}{2}}{\Delta l} I_x(i_x - \frac{1}{2}, i_z) \]  
\tag{2.37} 

and

\[ n V_y(i_x, i_z) + Z_0 n I_x(i_x, i_z) = \] 
\[ \left[ \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x, i_z + \frac{1}{2}) + Z_0 n+\frac{1}{2} I_x(i_x, i_z + \frac{1}{2}) \right] + \left[ \frac{n-\frac{1}{2}}{\Delta l} V_y(i_x, i_z - \frac{1}{2}) + Z_0 n-\frac{1}{2} I_x(i_x, i_z - \frac{1}{2}) \right] \]  
\tag{2.38} 

\[ n V_y(i_x, i_z + 1) - Z_0 n I_x(i_x, i_z + 1) = \] 
\[ \left[ \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x, i_z + \frac{1}{2}) - Z_0 n+\frac{1}{2} I_x(i_x, i_z + \frac{1}{2}) \right] + \left[ \frac{n-\frac{1}{2}}{\Delta l} V_y(i_x, i_z + \frac{3}{2}) - Z_0 n-\frac{1}{2} I_x(i_x, i_z + \frac{3}{2}) \right] \]  
\tag{2.39} 

\[ n V_y(i_x, i_z) + Z_0 n I_x(i_x, i_z) = \] 
\[ \left[ \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x + \frac{1}{2}, i_z) + Z_0 n+\frac{1}{2} I_x(i_x + \frac{1}{2}, i_z) \right] + \left[ \frac{n-\frac{1}{2}}{\Delta l} V_y(i_x - \frac{1}{2}, i_z) + Z_0 n-\frac{1}{2} I_x(i_x - \frac{1}{2}, i_z) \right] \]  
\tag{2.40} 

\[ n V_y(i_x + 1, i_z) - Z_0 n I_x(i_x + 1, i_z) = \] 
\[ \left[ \frac{n+\frac{1}{2}}{\Delta l} V_y(i_x + \frac{1}{2}, i_z) - Z_0 n+\frac{1}{2} I_x(i_x + \frac{1}{2}, i_z) \right] + \left[ \frac{n-\frac{1}{2}}{\Delta l} V_y(i_x + \frac{3}{2}, i_z) - Z_0 n-\frac{1}{2} I_x(i_x + \frac{3}{2}, i_z) \right] \]  
\tag{2.41} 

or,
$n_{\frac{1}{2}} V_y(i_x, i_z + \frac{1}{2}) = $
$- \frac{1}{2} [n_{-\frac{1}{2}} V_y(i_x, i_z - \frac{1}{2}) - Z_o n_{-\frac{1}{2}} I_z(i_x, i_z - \frac{1}{2}) - Z_o n_{-\frac{1}{2}} I_z(i_x, i_z + \frac{3}{2})]

(2.42)$

$Z_o n_{\frac{1}{2}} I_z(i_x, i_z + \frac{1}{2}) =$
$[n V_y(i_x, i_z) - Z_o n I_z(i_x, i_z) + n V_y(i_x, i_z + 1) - Z_o n I_z(i_x, i_z + 1)]$
$- \frac{1}{2} [n_{-\frac{1}{2}} V_y(i_x, i_z - \frac{1}{2}) - Z_o n_{-\frac{1}{2}} I_z(i_x, i_z - \frac{1}{2}) - Z_o n_{-\frac{1}{2}} I_z(i_x, i_z + \frac{3}{2})]

(2.43)$

$n_{\frac{1}{2}} V_y(i_x + \frac{1}{2}, i_z) =$
$n V_y(i_x, i_z) + Z_o n I_x(i_x, i_z) + n V_y(i_x + 1, i_z) - Z_o n I_x(i_x + 1, i_z)$
$- \frac{1}{2} [n_{-\frac{1}{2}} V_y(i_x - \frac{1}{2}, i_z) + Z_o n_{-\frac{1}{2}} I_x(i_x - \frac{1}{2}, i_z) - Z_o n_{-\frac{1}{2}} I_x(i_x + \frac{3}{2}, i_z)]

(2.44)$

$Z_o n_{\frac{1}{2}} I_x(i_x + \frac{1}{2}, i_z) =$
$[n V_y(i_x, i_z) + Z_o n I_x(i_x, i_z) - n V_y(i_x + 1, i_z) + Z_o n I_x(i_x + 1, i_z)]$
$- \frac{1}{2} [n_{-\frac{1}{2}} V_y(i_x - \frac{1}{2}, i_z) + Z_o n_{-\frac{1}{2}} I_x(i_x - \frac{1}{2}, i_z) - Z_o n_{-\frac{1}{2}} I_x(i_x + \frac{3}{2}, i_z)]

(2.45)$

where $Z_o = \sqrt{\frac{L}{C}}$, $\frac{\theta l}{\Delta t} = \frac{1}{\sqrt{L/C}}$, $L$ is the inductance per unit length of the link line and $C$ is the capacitance per unit length of the link line. Note that in fact, (2.38) to (2.41) can be considered as the result of an averaging process over time and space for the voltages and currents in the TLM model.

Assume that at any time and grid point, one has the following correspondences:
\[ V_y \equiv E_y, \quad (2.46) \]
\[ I_x \equiv H_z, \quad (2.47) \]
\[ I_z \equiv -H_x, \quad (2.48) \]
\[ 2C \equiv \varepsilon, \quad (2.49) \]
\[ L \equiv \mu, \quad (2.50) \]
\[ \Delta l = \delta x = \delta z = \delta \quad (2.51) \]
\[ \Delta t = \delta t \quad (2.52) \]

Then, (2.35) to (2.45), which were derived from the 2D TLM shunt node formulation, are exactly the same as (2.7) to (2.17) pertaining to the new FD-TD scheme for the two-dimensional case. That is, the 2D TLM shunt node model is equivalent to the FD-TD formulation.

In the case of a series node model, or if stubs are added for simulation of materials, it is not difficult to prove, by following a similar procedure, that the same conclusions can be drawn.

It should be pointed out here that the achievement of the equivalence between the 2D TLM nodes and the FD-TD approach is attributed to the introduction of the total voltage and current definitions as represented by (2.33) and (2.34).

### 2.4.2 The 3D TLM symmetrical condensed node

Consider a symmetrical condensed node without inductive, capacitive and loss stubs [14]. Each link line has the same length, \( \Delta l/2 \) (regular mesh) (Fig.2.7). Also, denote \( V(i_x \Delta l, i_y \Delta l, i_z \Delta l, n \Delta t) \) as \( nV(i_x, i_y, i_z) \). Then, similar to the 2D case, the total voltages and currents at mid points between two adjacent nodes are expressed as the sum or difference of the incident and reflected voltages on the link line. For instance, the total voltage at \((i_x, i_y - \frac{1}{2}, i_z)\) on link line 1 is:

\[ n_{+\frac{1}{2}} V_{e1}(i_x, i_y - \frac{1}{2}, i_z) = n_{+\frac{1}{2}} V_{i1}^r(i_x, i_y - \frac{1}{2}, i_z) + n_{+\frac{1}{2}} V_{i1}^r(i_x, i_y - \frac{1}{2}, i_z) \quad (2.53) \]

and the total current at position \((i_x, i_y - \frac{1}{2}, i_z)\) flowing along the y direction (in link line 1) is
Figure 2.7: A Three-Dimensional Symmetrical Condensed Node
\[ n + \frac{1}{2} f_{y1}(i_x, i_y - \frac{1}{2}, i_z) = \left[ n + \frac{1}{2} V^i_x(i_x, i_y - \frac{1}{2}, i_z) - n + \frac{1}{2} V^i_x(i_x, i_y - \frac{1}{2}, i_z) \right] / Z_0 \] (2.54)

where \( Z_0 \) is the characteristic impedance of the link line.

Again, with \( Z_0 = \sqrt{\frac{E}{C}} \) and \( \frac{\Delta l}{\Delta t} = \frac{1}{\sqrt{2C}} \), one can easily verify the following relations (see Appendix C):

\[ 2 C \left[ n + \frac{1}{2} V_x(i_x, i_y, i_z) - n V_x(i_x, i_y, i_z) \right] = \frac{\Delta t}{\Delta l} \left[ n + \frac{1}{2} f_{y1}(i_x, i_y + \frac{1}{2}, i_z) - n + \frac{1}{2} f_{y1}(i_x, i_y - \frac{1}{2}, i_z) + \frac{\Delta l}{\Delta l} \left[ n + \frac{1}{2} f_{y2}(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} f_{y2}(i_x, i_y, i_z - \frac{1}{2}) \right] \right] \] (2.55)

and

\[ n V_x(i_x, i_y, i_z) + Z_0 \ n f_{y1}(i_x, i_y, i_z) = \frac{1}{2} \left[ n + \frac{1}{2} V_{x12}(i_x, i_y + \frac{1}{2}, i_z) + Z_0 \ n + \frac{1}{2} f_{y12}(i_x, i_y + \frac{1}{2}, i_z) \right] + \frac{1}{2} \left[ V_{x1}(i_x, i_y - \frac{1}{2}, i_z) + Z_0 \ n - \frac{1}{2} f_{y1}(i_x, i_y - \frac{1}{2}, i_z) \right] \] (2.56)

or,

\[ n V_x(i_x, i_y + 1, i_z) - Z_0 \ n f_{y1}(i_x, i_y + 1, i_z) = \frac{1}{2} \left[ n + \frac{1}{2} V_{x12}(i_x, i_y + \frac{3}{2}, i_z) - Z_0 \ n + \frac{1}{2} f_{y12}(i_x, i_y + \frac{3}{2}, i_z) \right] + \frac{1}{2} \left[ V_{x1}(i_x, i_y + \frac{3}{2}, i_z) - Z_0 \ n - \frac{1}{2} f_{y1}(i_x, i_y + \frac{3}{2}, i_z) \right] \] (2.57)

or,

\[ n + \frac{1}{2} f_{y12}(i_x, i_y + \frac{1}{2}, i_z) = n V_x(i_x, i_y, i_z) + Z_0 \ n f_{y1}(i_x, i_y, i_z) + n V_x(i_x, i_y + 1, i_z) - Z_0 \ n f_{y1}(i_x, i_y + 1, i_z) \]

\[ -\frac{1}{2} \left[ n - \frac{1}{2} V_{x1}(i_x, i_y - \frac{1}{2}, i_z) + Z_0 \ n - \frac{1}{2} f_{y1}(i_x, i_y - \frac{1}{2}, i_z) \right] + n - \frac{1}{2} V_{x12}(i_x, i_y + \frac{3}{2}, i_z) - Z_0 \ n - \frac{1}{2} f_{y12}(i_x, i_y + \frac{3}{2}, i_z) \] (2.58)
\[-Z_o n \frac{1}{2} I_{y12}(i_x, i_y + \frac{1}{2}, i_z) = \]
\[-n V_x(i_x, i_y, i_z) - Z_o n I_{x1y}(i_x, i_y, i_z) + n V_x(i_x, i_y + 1, i_z) - Z_o n I_{x1y}(i_x, i_y + 1, i_z) \]
\[-\frac{1}{2}[n-I_{x1y}(i_x, i_y - \frac{1}{2}, i_z) - Z_o n - \frac{1}{2} I_{y1}(i_x, i_y - \frac{1}{2}, i_z) \]
\[+n - \frac{1}{2} I_{x1y}(i_x, i_y + \frac{3}{2}, i_z) - Z_o n - \frac{1}{2} I_{y1}(i_x, i_y + \frac{3}{2}, i_z)] \quad (2.59)\]

If one assumes that voltages and currents defined above are associated with the appropriate field components as indicated in [14]:

\[V_x \equiv E_x \quad \text{at} \quad (i_x, i_y, i_z) \quad \text{and} \quad (i_x, i_y + \frac{1}{2}, i_z) \quad (2.60)\]

\[I_{x1y} \equiv H_x \quad \text{at} \quad (i_x, i_y, i_z) \quad (2.61)\]

\[I_z \equiv H_y \quad \text{at} \quad (i_x, i_y, i_z + \frac{1}{2}) \quad (2.62)\]

\[I_y \equiv H_z \quad \text{at} \quad (i_x, i_y + \frac{1}{2}, i_z) \quad (2.63)\]

\[2 C \equiv \varepsilon \quad (2.64)\]

\[\Delta l = \delta x = \delta z = \delta \quad (2.65)\]

\[\Delta t = \delta t \quad (2.66)\]

at any time step, then (2.55) to (2.59) are exactly the same as (2.28) to (2.32), one of the new finite-difference formulae for Maxwell's equations.

The remaining equations can be derived in a similar manner by assuming \( V_y \equiv E_y, \ V_z \equiv E_z, \ \mu \equiv 2L \) and permutation of subscripts \((x, y, z)\) and coordinates \((i_x, i_y, i_z)\) in (2.60) to (2.63) for current and H-field components \((L \text{ and } C \text{ are the inductance and capacitance per unit length of the link lines, respectively})\). Thus, it has been shown that the 3D symmetrical condensed node TLM model is numerically equivalent to the finite-difference equations for Maxwell's equations. One can easily verify that the same conclusion will be reached by following a similar procedure for a condensed node with stubs, including loss stubs. Again, the achievement of the equivalence is very much attributed to the introduction of the total voltage and current definitions as represented by (2.53) and (2.54).
So far it has been shown that the 2D TLM node and the 3D symmetrical condensed TLM node are each numerically equivalent to a finite-difference formulation. On the other hand, the 3D expanded node TLM model was shown to be correspondent to Yee's finite-difference method [61, 62, 63]. For the 3D asymmetrical condensed node model, the equivalent FD-TD scheme can be found in a similar way since the 3D asymmetrical condensed node is a reduction of the 3D expanded node model. As a result, the equivalence between TLM and FD-TD formulations is now fully demonstrated in general. This suggests that any TLM algorithm can be formulated exactly in a finite-difference form and vice versa.

2.5 Conversion of the TLM Solutions

2.5.1 Conversion of the standard TLM solutions

Two-dimensional case Consider the 2D shunt node model in Fig.2.6 (which is most used for the 2D problems). Usually, \( L \equiv \mu \) and \( C \equiv \varepsilon_0 \varepsilon_r \) (\( \varepsilon_r \) is the relative permittivity of the medium to be modeled) are chosen for TLM simulations. According to (2.46) to (2.52) and (2.7) to (2.9), the equivalent FD-TD formulations associated with the permittivity would be:

\[
-\mu \frac{n+1}{\delta t} H_z(i_x, i_z) - n H_z(i_x, i_z) = \frac{n+\frac{1}{2}}{\delta x} E_y(i_x + \frac{1}{2}, i_z) - \frac{n}{\delta x} E_y(i_x - \frac{1}{2}, i_z)
\]  
(2.67)

\[
\mu \frac{n+1}{\delta t} H_x(i_x, i_z) - n H_x(i_x, i_z) = \frac{n+\frac{1}{2}}{\delta z} E_y(i_x, i_z + \frac{1}{2}) - \frac{n+1}{\delta z} E_y(i_x, i_z - \frac{1}{2})
\]  
(2.68)

\[
2\varepsilon_r \varepsilon_0 \frac{n+1}{\delta t} E_y(i_x, i_z) - n E_y(i_x, i_z) = \frac{n+\frac{1}{2}}{\delta z} H_x(i_x, i_z + \frac{1}{2}) - \frac{n+\frac{1}{2}}{\delta z} H_x(i_x, i_z - \frac{1}{2}) - \frac{n+\frac{1}{2}}{\delta x} H_z(i_x + \frac{1}{2}, i_z) - \frac{n-\frac{1}{2}}{\delta x} H_z(i_x - \frac{1}{2}, i_z)
\]  
(2.69)

with \( \delta x = \delta z = \Delta l \). Note (2.10) to (2.17) are independent of permittivity as indicated before.

It can be seen that the 2D TLM shunt node is virtually simulating the medium of \( 2\varepsilon_r \) instead of the actual medium of \( \varepsilon_r \). Therefore, the TLM solutions need to be converted to those with the actual medium of \( \varepsilon_r \).
In fact, (2.67) to (2.69) can be rewritten as:

\[
-\mu \frac{n+1}{\sqrt{2}} H_z(i_x, i_z) - n H_z(i_x, i_z) = \frac{\sqrt{2} n+\frac{1}{2} E_y(i_x + \frac{1}{2}, i_z) - \sqrt{2} n+\frac{1}{2} E_y(i_x - \frac{1}{2}, i_z)}{\delta x}
\]  

(2.70)

\[
\mu \frac{n+1}{\sqrt{2}} H_x(i_x, i_z) - n H_x(i_x, i_z) = \frac{\sqrt{2} n+\frac{1}{2} E_y(i_x, i_z + \frac{1}{2}) - \sqrt{2} n+\frac{1}{2} E_y(i_x, i_z - \frac{1}{2})}{\delta z}
\]

(2.71)

\[
\varepsilon_0 \frac{\sqrt{2} n+1 E_y(i_x, i_z) - \sqrt{2} n E_y(i_x, i_z)}{\delta t} = \frac{n_{+\frac{1}{2}} H_x(i_x, i_z + \frac{1}{2}) - n_{+\frac{1}{2}} H_x(i_x, i_z - \frac{1}{2})}{\delta z} - \frac{n_{+\frac{1}{2}} H_x(i_x + \frac{1}{2}, i_z) - n_{+\frac{1}{2}} H_x(i_x - \frac{1}{2}, i_z)}{\delta x}
\]

(2.72)

On the other hand, the 2D Maxwell's equations for medium of \(\varepsilon_r\) can be expressed in difference form as follows:

\[
-\mu \frac{n+1}{\sqrt{2}} H_z(i_x, i_z) - n H_z(i_x, i_z) = \frac{n_{+\frac{1}{2}} E_y(i_x + \frac{1}{2}, i_z) - n_{-\frac{1}{2}} E_y(i_x - \frac{1}{2}, i_z)}{\delta x}
\]

(2.73)

\[
\mu \frac{n+1}{\sqrt{2}} H_x(i_x, i_z) - n H_x(i_x, i_z) = \frac{n_{+\frac{1}{2}} E_y(i_x, i_z + \frac{1}{2}) - n_{-\frac{1}{2}} E_y(i_x, i_z - \frac{1}{2})}{\delta z}
\]

(2.74)

\[
\varepsilon_0 \frac{n+1 E_y(i_x, i_z) - n E_y(i_x, i_z)}{\delta t} = \frac{n_{+\frac{1}{2}} H_x(i_x, i_z + \frac{1}{2}) - n_{+\frac{1}{2}} H_x(i_x, i_z - \frac{1}{2})}{\delta z} - \frac{n_{-\frac{1}{2}} H_x(i_x + \frac{1}{2}, i_z) - n_{-\frac{1}{2}} H_x(i_x - \frac{1}{2}, i_z)}{\delta x}
\]

(2.75)

Consequently, by comparing the above equations with (2.70)-(2.72), one can easily obtain the solutions for the medium of \(\varepsilon_r\) from the correspondent TLM solutions in the following way:

\[
E \text{ of actual medium} = \sqrt{2} (E \text{ of TLM solutions})
\]

(2.76)

\[
H \text{ of actual medium} = H \text{ of TLM solutions}
\]

(2.77)

\[
\delta t \text{ of actual medium} = (\Delta t \text{ of TLM solutions})/\sqrt{2}
\]

(2.78)

\[
\sigma \text{ of actual medium} = (\sigma \text{ of TLM solutions})/\sqrt{2} \text{ (if applicable)}
\]

(2.79)
For the 2D TLM series node, a similar conclusion can be obtained.

Three-dimensional case  Still consider the 3D TLM symmetrical condensed node as shown in Fig. 2.7. Usually, \( L \equiv \mu_0 \mu_r \) and \( C \equiv \varepsilon_0 \varepsilon_r \) are chosen (\( \mu_r \) and \( \varepsilon_r \) are the relative permeability and permittivity of the medium to be modeled). Then, according to (2.60) to (2.66) and (2.28), one of the equivalent FD-TD formulations associated of \( \mu_r \) and \( \varepsilon_r \) would be:

\[
2\varepsilon_0\varepsilon_r \frac{n+1}{n} E_x(i_x, i_y, i_z) - n E_x(i_x, i_y, i_z) = \frac{\delta t}{n+\frac{1}{2}} H_z(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} H_z(i_x, i_y - \frac{1}{2}, i_z) - \frac{\delta y}{n+\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{1}{2}) - n+\frac{1}{2} H_y(i_x, i_y, i_z - \frac{1}{2}) \frac{\delta z}{n+\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{1}{2}) - n+\frac{1}{2} H_y(i_x, i_y, i_z - \frac{1}{2})
\]

(2.80)

with \( \delta x = \delta y = \delta z = \Delta l \). Note (2.29) to (2.30) are independent of \( \mu_r \) and \( \varepsilon_r \) as indicated before.

It is not difficult to derive the other equivalent accompanying FD-TD equations as described in Section 2.3.2.

For example, one may obtain:

\[
-2\mu_0\mu_r \frac{n+1}{n} H_x(i_x, i_y, i_z) - n H_x(i_x, i_y, i_z) = \frac{\delta t}{n+\frac{1}{2}} E_z(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} E_z(i_x, i_y - \frac{1}{2}, i_z) - \frac{\delta y}{n+\frac{1}{2}} E_y(i_x, i_y, i_z + \frac{1}{2}) - n+\frac{1}{2} E_y(i_x, i_y, i_z - \frac{1}{2}) \frac{\delta z}{n+\frac{1}{2}} E_y(i_x, i_y, i_z + \frac{1}{2}) - n+\frac{1}{2} E_y(i_x, i_y, i_z - \frac{1}{2})
\]

(2.81)

The above two equations can be rewritten as:

\[
\varepsilon_0\varepsilon_r \frac{n+1}{n} E_x(i_x, i_y, i_z) - n E_x(i_x, i_y, i_z) = \frac{\delta t}{n+\frac{1}{2}} H_z(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} H_z(i_x, i_y - \frac{1}{2}, i_z) - \frac{\delta y}{n+\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{1}{2}) - n+\frac{1}{2} H_y(i_x, i_y, i_z - \frac{1}{2}) \frac{\delta z}{n+\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{1}{2}) - n+\frac{1}{2} H_y(i_x, i_y, i_z - \frac{1}{2})
\]

(2.82)
and

\[-\mu_0\mu_r \frac{n+\frac{1}{2}\bar{E}_z(i_x, i_y, \frac{1}{2}i_z) - n\bar{H}_z(i_x, i_y, i_z)}{\delta z} = \]

\[= \frac{n+\frac{1}{2}\bar{E}_z(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2}\bar{E}_z(i_x, i_y - \frac{1}{2}, i_z)}{\delta y} \]

\[\delta z \]

\[\frac{n+\frac{1}{2}\bar{E}_y(i_x, i_y, i_z) + \frac{1}{2}) - n+\frac{1}{2}\bar{E}_y(i_x, i_y, i_z - \frac{1}{2})}{\delta z} \]

(2.83)

By comparing these two equations with Maxwell’s equations in difference form for the actual medium of \(\mu_r\) and \(\varepsilon_r\), one can obtain the solutions for the actual medium of \(\varepsilon_r\) and \(\mu_r\) from the corresponding TLM solutions as follows:

\[E \text{ of actual medium} = E \text{ of TLM solutions} \quad (2.84)\]

\[H \text{ of actual medium} = H \text{ of TLM solutions} \quad (2.85)\]

\[\delta t \text{ of actual medium} = (\Delta t \text{ of TLM solutions})/2 \quad (2.86)\]

\[\sigma \text{ of actual medium} = \sigma \text{ of TLM solutions} \quad (if \ applicable) \quad (2.87)\]

For the 3D TLM expanded node and 3D TLM asymmetrical condensed node, the same conclusions can be drawn.

2.5.2 Conversion of the TLM solutions for dual modes

Sometimes it is necessary to make an H-field equivalent to the voltage in the 2D TLM shunt node model to simulate TE waves (TE-to-y). In this case, the variable capacitance is equivalent to a variable permeability instead of a variable permittivity as indicated in [39]. Therefore, for a dielectric-loaded structure, conversion of the simulation solutions is dispensable.

Still consider a 2D TLM shunt node model shown in Fig.2.6. The corresponding FD-TD formulations for the voltages and currents are (2.35) to (2.45).

On the other hand, TE waves can be expressed by the following equations:

\[H_x = H_z = 0, \quad E_y = 0, \quad (2.88)\]
\[
\frac{\partial H_y}{\partial x} = \varepsilon_0 \varepsilon_r \frac{\partial E_z}{\partial t}, \tag{2.89}
\]
\[
\frac{\partial H_y}{\partial z} = -\varepsilon_0 \varepsilon_r \frac{\partial E_z}{\partial t}, \tag{2.90}
\]
\[
\frac{\partial E_x}{\partial z} - \frac{\partial E_z}{\partial x} = -\mu_r \mu_0 \frac{\partial H_y}{\partial t} \tag{2.91}
\]

or,

\[
H_x = H_z = 0, \quad E_y = 0, \tag{2.92}
\]
\[
\frac{\partial (-B_y)}{\partial x} = -\mu_0 \frac{\partial D_z}{\partial t}, \tag{2.93}
\]
\[
\frac{\partial (-B_y)}{\partial z} = +\mu_0 \frac{\partial D_z}{\partial t}, \tag{2.94}
\]
\[
\frac{\partial D_x}{\partial z} - \frac{\partial D_z}{\partial x} = \mu_r \varepsilon_r \varepsilon_0 \frac{\partial (-B_y)}{\partial t} \tag{2.95}
\]

where \( D_x = \varepsilon_r \varepsilon_0 E_x, \ D_z = \varepsilon_r \varepsilon_0 E_z \) and \( B_y = \mu_0 H_y \).

By finite-differencing the above equations and doing the similar averaging process as in Section 2.3, one can easily derive the FD-TD formulations for the TE waves which are exactly the same as (2.35) to (2.45) under the following correspondence:

\[
B_y \text{ of actual medium} \equiv -\sqrt{2} V_y, \tag{2.96}
\]
\[
D_x \text{ of actual medium} \equiv I_x, \tag{2.97}
\]
\[
D_z \text{ of actual medium} \equiv -I_z, \tag{2.98}
\]
\[
\delta x = \delta z = \delta \text{ of actual medium} = \Delta l \tag{2.99}
\]
\[
\mu_0 \equiv L \tag{2.100}
\]
\[
\mu_r \varepsilon_r \varepsilon_0 \equiv C \tag{2.101}
\]
\[
\delta t \text{ actual medium} = \Delta t/\sqrt{2}. \tag{2.102}
\]
That is, the above equations have to be applied to compute the field components when the 2D TLM shunt node is used for TE waves with a H-field equivalent to the voltage in the TLM mesh. Note that \( C \) in the TLM model is now corresponding to the product of \( \varepsilon_r \) and \( \mu_r \). This implies that adding stubs to increase \( C \) in the TLM dual mode simulations corresponds to changing either permittivity or permeability of the medium to be modeled.

### 2.6 Numerical Results

The new FD-TD formulation (or TLM method) and Yee’s FD-TD method have been compared for the 2D case by computing the normalized cutoff frequency of the finned waveguide shown in Fig.2.8. Normal Impulse excitations are chosen for the new FD-TD (or TLM) simulations while the Yee’s FD-TD simulations are excited by updating the field quantities at source points as described in [56].

Table 2.1 shows that both numerical solutions converge to the result given by transverse resonance method [46] as the number of mesh points is increased while the number of iterations remains the same for both methods. It can be seen that the new formulation has slightly better accuracy than Yee’s finite-difference method. The reason is believed to be that in the new model, more field components, including both tangential electric and magnetic field components at points between nodes, are computed or taken into account. Furthermore, the field components are not separated in space, and they are all defined at a single location in the new formulation. As a consequence, the TLM method renders more accurate modelling than Yee’s FD-TD scheme, especially at source points and boundaries.

Fig.2.9 shows the convergence of the numerical solutions with increasing number of iterations for \( b/\Delta l = 4 \). It can be seen that the new FD-TD formulation converges more rapidly than Yee’s FD-TD method in term of number of iterations. This is achieved at the expense of increased computational expenditure since each iteration with the new FD-TD formulation takes slightly more time due to the fact that more field components of each cell are calculated. It was found that the total CPU time required for both methods was almost the same for the similar accuracy. Even in this case, the new formulation provides better field resolution due to the fact that the field components are evaluated in a larger number of positions in space. In addition, as the number of iterations increases, the new algorithm converges smoothly to its stable solution while Yee’s scheme displays
(a) Cross-section of a finned rectangular waveguide

(b) Two-dimensional mesh arrangement for the waveguide shown in (a). Through Introduction of symmetry conditions, only one half of the cross section is required for the analysis of the TE_{10} mode. Note that the boundaries are dual to those in the real structure.

Figure 2.8: Geometry of the Finned Waveguide
### Table I

The normalized cutoff frequency of the finned waveguide obtained with the new FD-TD or TLM method and the TD-FD on Yee's scheme.

<table>
<thead>
<tr>
<th>b/Δl</th>
<th>Results of New FD-TD or TLM b/λc</th>
<th>Results of the FD-TD of Yee's scheme b/λc</th>
<th>Result of the Transverse Resonance b/λc</th>
<th>Errors compared with the Transverse Resonance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>The New FD-TD method or TLM</td>
</tr>
<tr>
<td>4</td>
<td>0.2051</td>
<td>0.2050</td>
<td></td>
<td>8.80</td>
</tr>
<tr>
<td>8</td>
<td>0.2155</td>
<td>0.2155</td>
<td></td>
<td>4.18</td>
</tr>
<tr>
<td>12</td>
<td>0.2189</td>
<td>0.2174</td>
<td></td>
<td>2.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2249</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.2206</td>
<td>0.2196</td>
<td></td>
<td>1.91</td>
</tr>
<tr>
<td>20</td>
<td>0.2217</td>
<td>0.2184</td>
<td></td>
<td>1.42</td>
</tr>
<tr>
<td>24</td>
<td>0.2224</td>
<td>0.2221</td>
<td></td>
<td>1.11</td>
</tr>
</tbody>
</table>

Table 2.1: Numerical Results for the Normalized Cutoff Frequencies of the Finned Waveguide
Figure 2.9: The Convergence of the Numerical Solutions with Increasing Number of Iterations
some oscillatory convergence in this case. This can be explained again by the fact already mentioned that in the new FD-TD formulation (or the TLM model), more field components are computed. It would lead to different ways of excitations and boundary treatments from the Yee’s FD-TD scheme, generating different solution path for convergence.

2.7 Conclusion

In this chapter, a new FD-TD formulation for Maxwell’s equation, which is different from that of Yee’s scheme presently used, has been proposed. The new finite-difference scheme, formulated by the finite-difference Maxwell’s equations and an averaging process, forms a kind of ‘condensed’ model in which both electric and magnetic field components are defined at nodes and between nodes. As a result, more accurate modeling than Yee’s scheme for solving electromagnetic problems are obtained. This has been verified by comparing the two finite-difference formulations for the 2D cases in computing the normalized cutoff frequency of a finned waveguide. For 3D case, the 3D TLM symmetrical condensed node has been proven to have less numerical dispersion than the 3D FD-TD method of Yee’s scheme [66].

While the origins of the FD-TD method and the TLM Symmetrical Condensed Node (SCN) algorithm are different, their equivalence has been demonstrated. In other words, the TLM (SCN) algorithm can be exactly rewritten in finite difference recursive forms, and vice versa. Generally speaking, any TLM scheme, for instance, the Hexagonal TLM node [36], could or can find their equivalent FD-TD formulation since both schemes resemble the same kind of time-stepping approach. The equivalence between the FD-TD and TLM method actually implies a mapping between field quantities and circuit parameters. For the TLM method, the field quantities in Maxwell’s equations are mapped to the correspondent circuit parameters such as voltages, currents, capacitance, inductance and so on.

On the other hand, in spite of the equivalence, both the TLM algorithm and FD-TD scheme are believed to be the two parallel numerical techniques for solving transient electromagnetic problems. Both methods retain their respective advantages when implementing boundaries, dispersive constitutive parameters, and nonlinear devices. The finite-difference formulation has a simpler algorithm in the sense that constitutive parameters are directly introduced while the TLM model has certain advantages in the modeling of boundaries.
and the partitioning of the computational domain using Johns Matrix techniques. The choice between TLM or FD-TD is based more on personal preferences and familiarity with one or the other method rather than on objective criteria.
Chapter 3

Boundary Treatments Of The TLM Method Based On Its FD-TD Formulations

3.1 Introduction

Boundary treatments play a very important role in both the 2D and 3D TLM simulations. The conventional boundary conditions deal with electric wall, magnetic wall, non-reflecting wall for plane waves and interface between two dielectric media. They have been applied for many years without explicit theoretical verifications. By employing the equivalence between the FD-TD scheme and the TLM method, this problem has been resolved as shown in the following sections. Consequently, a much more systematic way to derive the boundary conditions for the TLM method has been developed. As a by-product, a new boundary description for the TLM method has been proposed where boundaries are placed at nodes rather than halfway between nodes. This renders the TLM scheme more flexibility in positioning its boundaries.

3.2 Theoretical Verification of the Conventional TLM Boundary Conditions

Various types of boundary conditions have been proposed and applied for many problems. These boundary conditions can be verified theoretically as shown in the following sections.
3.2.1 Boundary conditions for perfect reflecting walls

Denote $E_t$ and $H_t$ as the tangential electric and magnetic field components at the boundary, respectively. Then, for the perfect reflecting wall (Fig.3.1a), one has:

$$E_t = 0 \quad \text{if } C \text{ is an electric wall} \quad (3.1)$$

$$H_t = 0 \quad \text{if } C \text{ is a magnetic wall} \quad (3.2)$$

As mentioned in Section 2.4, the total voltages and currents halfway between nodes are the sum and difference of incident and reflected impulses; hence, the voltage and current at the boundary (Fig.3.1b) are $V = V^i + V^r$ and $I = (V^i - V^r)/Z_o$. According to the equivalence equations, (2.46) to (2.48) and (2.60) to (2.63), $E_t \equiv V = V^i + V^r$ and $H_t \equiv \pm I = \pm (V^i - V^r)/Z_o$. Consequently, the boundary conditions in TLM models corresponding to (3.1) and (3.2) are:

$$V^r = -V^i \quad \text{if } C \text{ is an electric wall} \quad (3.3)$$

$$V^r = V^i \quad \text{if } C \text{ is a magnetic wall} \quad (3.4)$$

which are indeed the conventional boundary conditions [3] already used for many applications. $V^i$ is the impulse incident on the boundary while $V^r$ is the impulse reflected by the boundary and determined by the boundary condition.

3.2.2 Non-reflecting boundary conditions for plane waves

For a uniform plane wave shown in Fig.3.2, non-global reflection condition requires that

$$\frac{E_t}{H_t} = \pm \frac{Z}{\cos(\theta)} \quad (3.5)$$

where $\theta$ is the incident angle of the plane wave (angle between the wave propagation direction and the inward normal vector of the boundary) and $Z$ is the intrinsic wave impedance of the medium virtually being modeled by the TLM mesh. Again, since $E_t \equiv V = V^i + V^r$ and $H_t \equiv \pm I = \pm (V^i - V^r)/Z_o$ ($Z_o$ is the characteristic impedance of link lines of the TLM network),
(a) A Perfect Reflecting Wall

(b) TLM Simulation with the Perfect Reflecting Wall

Figure 3.1: A Boundary Wall
(a) Wave propagating at $\theta$ to the matching boundary

(b) The TLM Simulation with the matching boundary

Figure 3.2: The TLM Simulation of a Uniform Plane Wave with a Matching Boundary
\[ \frac{V}{I} = \frac{V^i + V^r}{\pm (V^i - V^r)/Z_0} = \pm \frac{Z}{\cos(\theta)} \]  

Then

\[ V^r = \frac{1 - \cos(\theta)(Z/Z_0)}{1 + \cos(\theta)(Z/Z_0)} V^i \]  

which is exactly the conventional boundary condition for the uniform plane wave. For example, consider a 2D TLM shunt node simulating a plane wave normally incident on the boundary \((\theta = 0)\). Then, \(Z = Z_0/\sqrt{2}\) for free space. Consequently, \(V^r = \frac{1-\sqrt{2}}{1+\sqrt{2}} V^i\).

Numerical simulations have shown the good absorption of this condition.

### 3.2.3 Interfacing conditions between two different media

For the interface of two media modeled by two TLM networks with link line characteristic impedances \(Z_{01}\) and \(Z_{02}\) (Fig.3.3), respectively, the continuity conditions require that

\[ E_{1t} = E_{2t} \]  
\[ H_{1t} = H_{2t} \]

Once again,

\[ E_{1t} \equiv V_1 = V_1^i + V_1^r \]  
\[ H_{1t} \equiv \pm I_1 = \pm (V_1^i - V_1^r)/Z_{01} \]

\[ E_{2t} \equiv V_2 = V_2^i + V_2^r \]  
\[ H_{2t} \equiv \pm I_2 = \mp (V_2^i - V_2^r)/Z_{02} \]

Then

\[ V_1^i + V_1^r = V_2^i + V_2^r \]  
\[ (V_1^i - V_1^r)/Z_{01} = -(V_2^i - V_2^r)/Z_{02} \]

where \(V_k^i\) is the impulse incident on the interface from region \(k\) and \(V_k^r\) is the impulse scattered into region \(k\) from the interface, \(k = 1, 2\).
(a) An interface between two media with different permittivities and permeabilities

(b) TLM simulation for (a)

Figure 3.3: An Interface of Two Media with Different Intrinsic Impedances
As a result, one can have the following TLM interface conditions:

\[ V_1' = \Gamma_{11} V_1' + T_{12} V_2' \quad (3.16) \]
\[ V_2' = T_{21} V_1' + \Gamma_{22} V_2' \quad (3.17) \]

With

\[ \Gamma_{11} = \frac{1 - r}{1 + r} \quad (3.18) \]
\[ T_{21} = \frac{2}{1 + r} \quad (3.19) \]
\[ \Gamma_{22} = \frac{r - 1}{r + 1} \quad (3.20) \]
\[ T_{12} = \frac{2r}{1 + r} \quad (3.21) \]

where \( r = Z_{01}/Z_{02}, \Gamma_{ji} \) and \( T_{ji} \) are the voltage reflection and transmission coefficients of a pulse incident on medium \( j \) from medium \( i \), and \( i, j = 1, 2 \).

If \( Z_{01} = Z_{02}, r = 1, \Gamma_{11} = 0, T_{21} = 1, \Gamma_{22} = 0, \) and \( T_{12} = 1 \). This means that the impulses are simply transmitted through the interface without any reflections and losses. Note that the TLM networks mentioned above are either the 3D TLM node models or 2D TLM node models for non-dual mode simulations.

In the case of dual modes for the 2D TLM simulations, the situation is different since the H-field is made equivalent to the voltage as discussed in Section 2.5.2. Suppose that there exist two media with different permittivities and permeabilities \( (\varepsilon_0 \varepsilon_r, \mu_0 \mu_r), (\varepsilon_0 \varepsilon_r, \mu_0 \mu_r) \), respectively.

Still, the boundary conditions at the interface require:

\[ E_{1t} = E_{2t} \quad (3.22) \]
\[ H_{1t} = H_{2t} \quad (3.23) \]

However, according to the equivalence equations, (2.96) to (2.98),

\[ E_{1t} = \frac{D_{1t}}{\varepsilon_r \varepsilon_0} \equiv \pm \frac{I}{\varepsilon_r \varepsilon_0} = \pm \frac{V_1' - V_1'}{Z_{01} \varepsilon_r \varepsilon_0} \quad (3.24) \]
\[ H_{1t} = \frac{B_{1t}}{\mu_0} \equiv \frac{V}{\mu_0} = \frac{V_1 + V_r}{\mu_0} \]  
(3.25)

\[ E_{2t} = \frac{D_{2t}}{\varepsilon_\varepsilon_0} \equiv \pm \frac{I}{\varepsilon_\varepsilon_0} = \mp \frac{V_2 - V_2^r}{Z_{02} \varepsilon_\varepsilon_0} \]  
(3.26)

\[ H_{2t} = \frac{B_{2t}}{\mu_0} \equiv \frac{V}{\mu_0} = \frac{V_2 + V_2^r}{\mu_0} \]  
(3.27)

Therefore, one has:

\[ \Gamma_{11} = \frac{1 - r}{1 + r} \]  
(3.28)

\[ T_{21} = \frac{2}{1 + r} \]  
(3.29)

\[ \Gamma_{22} = \frac{r - 1}{r + 1} \]  
(3.30)

\[ T_{12} = \frac{2r}{1 + r} \]  
(3.31)

with \( r = \frac{\varepsilon_{\varepsilon_1} Z_{01}}{\varepsilon_{\varepsilon_2} Z_{02}} \). For instance, assume that \( Z_{01} = Z_{02}, \mu_1 = 1, \varepsilon_{\varepsilon_1} = 1, \mu_2 = 1 \) and \( \varepsilon_{\varepsilon_2} = 2.45 \). Then \( r = 1/2.45 \). If \( \mu_{\varepsilon_1} = 1, \varepsilon_{\varepsilon_1} = 1, \mu_{\varepsilon_2} = \sqrt{2.45}, \varepsilon_{\varepsilon_2} = \sqrt{2.45} \). Then \( r = 1/\sqrt{2.45} \). These results are exactly the same as in [39]

At this point, the most often used conventional boundary conditions for the TLM method has been verified theoretically. It should be pointed out that any boundary conditions, which are expressed in terms of field quantities, can be transformed into the corresponding conditions for the TLM simulations by following a similar procedure of derivations as shown above. Therefore, a systematic way to construct boundary conditions for TLM simulations has been developed.

### 3.3 The New Boundary Description for the TLM Models

Unlike the conventional TLM treatments where the boundaries are placed halfway between nodes, the new boundary conditions are formulated by enforcing the boundary conditions across nodes. In a TLM model, the voltages and currents at nodes are equivalent to the electric and magnetic fields in the real structures. Therefore, by imposing the field boundary conditions upon voltages and currents on the boundary or interface nodes of the TLM model, the new boundary representation can be easily obtained. In the followings,
this procedure will be discussed for the case of a 2D TLM shunt-connected network for simplicity although it can be expanded to the 3D TLM simulations in a similar way.

### 3.3.1 Representation of perfect electric walls

Consider the empty half-space bounded by a perfect electric wall to the y-z plane, as shown in Fig.3.4a. Assuming that \( \partial / \partial y = 0 \), one can model this half-space by a shunt-connected 2D TLM mesh in which the node voltage \( V_y \) simulates the y-component of the electric field \( E_y \) (See Fig.3.4b). Unlike the conventional arrangement, the mesh position is such that a row of nodes coincides with the electric wall. The boundary condition, \( E_y = 0 \), is now simulated by numerically forcing \( V_y \) to vanish at each iteration at all boundary nodes. Referring to Fig.3.4c, the value of \( V_y \) at the kth iteration is \([67]\)

\[
\kappa E_y \equiv \kappa V_y = \frac{1}{2} (\kappa V'_1 + \kappa V'_2 + \kappa V'_3 + \kappa V'_4) = 0 \quad (\text{at the boundary nodes}) \tag{3.32}
\]

where \( \kappa V'_j \) is the incident voltage on the jth branch of the node on the boundary at the kth iteration. Since in this case, \( \kappa V'_1, \kappa V'_2, \) and \( \kappa V'_4 \) have been computed at the previous iteration, the impulse \( \kappa V'_3 \) to be injected via the ‘outside branch’ is

\[
\kappa V'_3 = -(\kappa V'_1 + \kappa V'_2 + \kappa V'_4) \tag{3.33}
\]

Once \( \kappa V'_3 \) is determined, the impulse voltage scattered from the node on the four branches are obtained in the same way as at all the other nodes of the mesh. The impulse \( \kappa + 1 V'_3 \) leaving the boundary node via ‘outside branch’ is simply absorbed by a matched load. Note that this boundary description is a purely numerical procedure, performed only at discrete node locations along the boundary. The TLM mesh lines that lie in the boundary plane (boundary branches) are not physically short-circuited by the wall (except at the nodes). To the contrary, they form an integral part of the TLM network and carry the tangential fractions of the discretized Huygens waves emanating from the boundary nodes.

It can be easily shown that this boundary algorithm conserves the energy in the system. The reflected impulse voltage \( \kappa + 1 V'_3 \) absorbed in the outside branch at each iteration is

\[
\kappa + 1 V'_3 = \frac{1}{2} (\kappa V'_1 + \kappa V'_2 + \kappa V'_3 + \kappa V'_4) - \kappa V'_3 \tag{3.34}
\]
Field space

(a) An Electric Wall

(b) The TLM Simulation With Electric Wall Placed Across the Nodes

(c) The Electric Wall Placed Across a Node

Figure 3.4: A Perfect Electric Wall
Replacing $kV_3^i$ in the bracket by (3.33), one obtains

$$k_{+1}V_3^r = -kV_3^i$$  \hspace{1cm} (3.35)

Since the energy content of each impulse is proportional to the square of the voltage, the energy lost at each iteration at a boundary node is equal to the energy injected, thus ensuring conservation. The boundary treatment can be generalized for a 2D TLM mesh which is equipped with permittivity and lossy stubs. A boundary node in such a mesh is shown in Fig.3.5. Again, the node voltage $kV_y$ must vanish at each iteration:

$$kV_y = \frac{2}{y}(kV_1^i + kV_2^i + kV_3^i + kV_4^i + yo kV_5^i)$$ \hspace{1cm} (3.36)

which yields the impulse voltage to be injected via the ‘outside’ branch as

$$kV_3^i = -(kV_1^i + kV_2^i + kV_4^i + yo kV_5^i)$$ \hspace{1cm} (3.37)

where $kV_j^i$ is the incident voltage on the jth branch of the node on the boundary at the kth iteration ($j = 1, \ldots 5$), $y = 4 + yo + g_o$, $yo$ is the normalized characteristic admittance of the permittivity stub, and $g_o$ is the normalized characteristic admittance of loss stub. In both case, the normalizing admittance is the characteristic admittance of the link lines.

Since there exists a dual two-dimensional TLM model in which the currents correspond to the electric fields, we have [67]:

$$kE_z \equiv kI_x = kV_3^i - kV_1^i = 0$$ \hspace{1cm} (3.38)

which leads to

$$kV_3^i = kV_1^i$$ \hspace{1cm} (3.39)

(3.37) and (3.39) are the new boundary descriptions for a perfect electric wall in which the unknown incident voltage $kV_3^i$ injected via an ‘outside’ branch is determined in terms of the incident voltages on the other branches, rather than in terms of reflection coefficients.

### 3.3.2 Representation of perfect magnetic walls

A similar arrangement can be made for perfect magnetic walls where the normal component of the electric field or the tangential component of the magnetic field must vanish. If the
Figure 3.5: A TLM Boundary Node with Stubs
boundary C in Fig.3.4a is a perfect magnetic wall, one can set:

\[ kV_3^i = kV_1^i \]  \hspace{1cm} (3.40)

where the currents in the TLM mesh correspond to magnetic fields, and

\[ kV_3^i = -(kV_1^i + kV_2^i + kV_4^i + y_o kV_5^i) \]  \hspace{1cm} (3.41)

where the voltages in the TLM mesh correspond to the magnetic fields. It is obvious that (3.40) and (3.41) are similar in the form to (3.39) and (3.37), given the dual properties of electric and magnetic walls. Thus, only two formulas are needed in the new boundary representation to describe both electric and magnetic walls.

### 3.3.3 Representation of interfaces between dielectric regions

In the case of two dielectric regions Fig.3.6, two separate TLM networks for modeling region 1 and region 2 are needed. The connection of the two TLM networks on the interface should be done in consistency with the field boundary conditions. Also, one must account for the dual TLM models. When the electric fields are equivalent to the voltages in the TLM mesh [67], one has

\[ kE_{1i} \equiv kV_{1y} = \frac{2}{y_1} (2V_1^i + V_2^i + V_3^i + V_4^i + 1 y_o V_5^i) \]  \hspace{1cm} (3.42)

\[ kH_{1i} \equiv kI_{1x} = V_3^i - kV_1^i \]  \hspace{1cm} (3.43)

\[ kE_{2i} \equiv kV_{2y} = \frac{2}{y_2} (2V_1^i + 2V_2^i + 2V_3^i + 2V_4^i + 2 y_o V_5^i) \]  \hspace{1cm} (3.44)

\[ kH_{2i} \equiv kI_{2x} = V_3^i - 2V_1^i \]  \hspace{1cm} (3.45)

where \( \frac{2}{k} V_j^i \) is the incident voltage on branch \( j \) in the TLM network for region \( n \) \((n = 1, 2, \text{and } j = 1, \ldots, 5) \) at the \( k \)th iteration. \( y_n = 4 + n y_o + n g_o, n y_o \) is the normalized characteristic admittance of the permittivity stub for region \( n \), and \( g_o \) is the normalized characteristic admittance of the lossy stub of the TLM network for region \( n \). In order to satisfy the continuity conditions for the tangential electric and magnetic fields on the interface,

\[ kV_{1y} = kV_{2y} \]  \hspace{1cm} (3.46)
Figure 3.6: Two Regions with Different Dielectrics
\[ k I_{1x} = k I_{2x} \]  \hspace{1cm} (3.47)

which leads to the following boundary representations:

\[ \frac{1}{k} V_1^i = \frac{(p + q)/(s + 1)}{k} V_3^i = \frac{(s q - p)/(s + 1)} \hspace{1cm} (3.48) \]

where \( s = y_2/y_1 \)

\[ p = \left( \frac{1}{k} V_1^i + \frac{1}{k} V_2^i + \frac{1}{k} V_4^i + 2 y_1 y_0 \frac{1}{k} V_5^i \right) - s \left( \frac{1}{k} V_2^i + \frac{1}{k} V_3^i + \frac{1}{k} V_4^i + y_0 \frac{1}{k} V_5^i \right) \]

and \( q = \frac{1}{k} V_3^i + \frac{2}{k} V_1^i \).

When the magnetic fields are equivalent to the voltage on the TLM mesh as shown in (2.96) to (2.98). Then,

\[ k H_{1t} = -\sqrt{2} \frac{k V_{1y}}{\mu_0} = -\frac{2 \sqrt{2}}{y_1 \mu_0} \left( \frac{1}{k} V_1^i + \frac{1}{k} V_2^i + \frac{1}{k} V_3^i + \frac{1}{k} V_4^i + y_0 \frac{1}{k} V_5^i \right) \hspace{1cm} (3.50) \]

\[ k E_{1t} = \frac{k I_{1x}}{\varepsilon_0 \varepsilon_{r1}} = \frac{1}{\varepsilon_{r1}} \varepsilon_0 \left( \frac{1}{k} V_3^i - \frac{1}{k} V_1^i \right) \hspace{1cm} (3.51) \]

\[ k H_{2t} = -\sqrt{2} \frac{k V_{2y}}{\mu_0} = -\frac{2 \sqrt{2}}{y_2 \mu_0} \left( \frac{2}{k} V_2^i + \frac{2}{k} V_3^i + \frac{2}{k} V_4^i + \frac{1}{k} V_5^i \right) \hspace{1cm} (3.52) \]

\[ k E_{2t} = \frac{k I_{2x}}{\varepsilon_0 \varepsilon_{r2}} = \frac{1}{\varepsilon_{r2}} \varepsilon_0 \left( \frac{2}{k} V_2^i - \frac{2}{k} V_1^i \right) \hspace{1cm} (3.53) \]

Then, the field boundary conditions of the interface require that

\[ k V_{1y} = k V_{2y} \hspace{1cm} (3.54) \]

\[ k I_{1x}/\varepsilon_{r1} = k I_{2x}/\varepsilon_{r2} \hspace{1cm} (3.55) \]

which leads to the following:

\[ \frac{1}{k} V_1^i = \frac{p + q}{s_1 + s_2} \hspace{1cm} (3.56) \]

\[ \frac{2}{k} V_3^i = \frac{s_1 q - s_2 p}{s_1 + s_2} \hspace{1cm} (3.57) \]
where $s_1 = y_2/y_1$, $s_2 = \varepsilon_2/\varepsilon_1$,

$p = (\frac{1}{2}V_1^i + \frac{1}{2}V_2^i + \frac{1}{2}V_4^i + y_0 \frac{1}{2}V_5^i) - s_1(\frac{1}{2}V_2^i + \frac{1}{2}V_3^i + \frac{1}{2}V_4^i + y_0 \frac{1}{2}V_5^i),$

and $q = s_2 \frac{1}{2}V_3^i + \frac{1}{2}V_1^i$.

Equations (3.48),(3.49),(3.56) and (3.57) are the new interface conditions formulated for two adjacent dielectric regions. (3.48) and (3.49) is the special case of (3.56) and (3.57) with $s_2 = 1$. Therefore, only two formulas are needed to describe the interface conditions between two dielectric regions.

So far, the new TLM boundary representations have been derived for dielectric interfaces and for ideal electric and magnetic walls. By following the similar procedure, it is not difficult to obtain the new boundary formulas for the series node network and for other kinds of boundary conditions, for example the interface conditions between two regions with two different permeabilities. In addition, the new boundary conditions can be applied to lossy boundaries, 3D TLM analysis and to TLM models used in other areas such as thermodynamics, optics, and acoustics.

### 3.3.4 Numerical results

The new boundary description has been verified by applying it to three typical 2D problems and comparing the results with values obtained from the conventional TLM method using the same mesh size and number of iterations.

Fig.3.7(b) gives the normalized cutoff frequencies for TM modes in a square waveguide with sizes $10\Delta l$, shown in Fig.3.7a.

The slow-wave properties of the transmission-line matrix gives automatically the solutions for a medium of relative permittivity of 2 within the guide. The calculations have been performed for 500 iterations.

Fig.3.8(b) shows the normalized cutoff frequencies of the dominant mode of the simple inhomogeneously filled waveguide in 3.S(a) computed with 100 iterations. The results are compared with the reference values used by Johns [39]. The width of the guide ranges from $5\Delta l$ to $20\Delta l$, with a dielectric permittivity of 2.45. The interface conditions described in section 2.3 above have been applied.

Fig.3.9(b) shows the normalized dominant mode cutoff frequency of the finned waveg-
(a) Configuration of the Rectangular Waveguide

NORMALIZED CUTOFF FREQUENCY OF
HIGH ORDER MODES IN SQUARE WAVEGUIDE

<table>
<thead>
<tr>
<th>Mode</th>
<th>Result from this method</th>
<th>Result from conventional TLM</th>
<th>Analytical result</th>
<th>Error of this method</th>
<th>Error of conventional TLM</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM12</td>
<td>0.0788</td>
<td>0.0788</td>
<td>0.0791</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>TM22</td>
<td>0.0999</td>
<td>0.0999</td>
<td>0.1000</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>TM32</td>
<td>0.1103</td>
<td>0.1104</td>
<td>0.1118</td>
<td>1.34</td>
<td>1.25</td>
</tr>
<tr>
<td>TM42</td>
<td>0.1270</td>
<td>0.1299</td>
<td>0.1275</td>
<td>0.39</td>
<td>0.47</td>
</tr>
<tr>
<td>TM13</td>
<td>0.1418</td>
<td>0.1414</td>
<td>0.1455</td>
<td>2.74</td>
<td>3.02</td>
</tr>
<tr>
<td>TM23</td>
<td>0.1499</td>
<td>0.1498</td>
<td>0.1550</td>
<td>0.07</td>
<td>0.13</td>
</tr>
<tr>
<td>TM33</td>
<td>0.1556</td>
<td>0.1558</td>
<td>0.1581</td>
<td>1.45</td>
<td>1.45</td>
</tr>
<tr>
<td>TM43</td>
<td>0.1760</td>
<td>0.1790</td>
<td>0.1788</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>TM24</td>
<td>0.1840</td>
<td>0.1841</td>
<td>0.1904</td>
<td>3.26</td>
<td>3.31</td>
</tr>
<tr>
<td>TM34</td>
<td>0.1987</td>
<td>0.1986</td>
<td>0.2000</td>
<td>0.15</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Maximum truncation error not greater than 0.2 %

(b) Normalized Cutoff Frequency of Higher Order Modes in the Square Rectangular Waveguide

Figure 3.7: Normalized Cutoff Frequencies in the Square Rectangular Waveguide
NORMALIZED CUTOFF FREQUENCIES OF QUASI- H₁₀ MODE
IN INHOMOGENEOUSLY FILLED RECTANGULAR CAVITY

<table>
<thead>
<tr>
<th>Guide width L</th>
<th>Result from this method</th>
<th>Result from conventional</th>
<th>Analytical result</th>
<th>Maximum truncation error</th>
<th>Maximum velocity error</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔL</td>
<td>ΔL / λc</td>
<td>ΔL / λc</td>
<td>ΔL / λc</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>5</td>
<td>0.0784</td>
<td>0.0781</td>
<td>0.0791</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>0.0890</td>
<td>0.0922</td>
<td>0.0939</td>
<td>0.8</td>
<td>1.6</td>
</tr>
<tr>
<td>7</td>
<td>0.0921</td>
<td>0.0925</td>
<td>0.0930</td>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>10</td>
<td>0.0518</td>
<td>0.0519</td>
<td>0.0518</td>
<td>1.2</td>
<td>0.9</td>
</tr>
<tr>
<td>20</td>
<td>0.0411</td>
<td>0.0413</td>
<td>0.0415</td>
<td>1.8</td>
<td>0.5</td>
</tr>
</tbody>
</table>

( b) Numerical Results for the Inhomogeneously Filled Waveguide

Figure 3.8: Numerical Results for the Inhomogeneously Filled Waveguide
(a) A Simplified Geometry of a Finned Waveguide

![Diagram of a finned waveguide with annotations showing open and short circuits.]

<table>
<thead>
<tr>
<th>Result of this method</th>
<th>Result of conventional TIM</th>
<th>Analytical result</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b / \lambda_c )</td>
<td>( b / \lambda_c )</td>
<td>( b / \lambda_c )</td>
</tr>
<tr>
<td>0.224</td>
<td>0.206</td>
<td>0.225</td>
</tr>
</tbody>
</table>

(a/b=2, a/\Delta l = 8)

(b) Comparison of Different Results for the Finned Waveguide

Figure 3.9: Comparison of Different Results for the Finned Waveguide
uide in Fig.3.9(a) obtained with three different methods: the analytical approach using the transverse resonance technique, the TLM method with the conventional boundary conditions and with the new boundary descriptions. It can be seen that the TLM with the new boundary representation gives a more accurate solution than the conventional TLM. This may be explained by the fact that one node placed on the conductor edge produces large (but not infinite) field values. This certainly contributes to a better field description around the fin, hence yielding a better accuracy for parameter evaluations.

The above results show that TLM with the new and traditional boundary representations give results of similar accuracy in general. Furthermore, it has been verified by calculations that the solutions with the new boundary representation converge to the exact solutions when the number of iteration is increased. This indicates that the new boundary description does not introduce convergence problems, instability or spurious solutions and thus is not inferior to the traditional boundary formulation.

3.4 Conclusion

The equivalent field components in the TLM model are defined not only at the nodes (cell centers) but also between the nodes (boundaries of the cells). As a result, the conventional boundary conditions for the TLM simulations has been verified theoretically for the first time, and a systematic way for constructing boundary conditions has been developed. Moreover, a new boundary condition has been described, where the boundaries can be placed just across the nodes. Hence, the TLM schemes become more flexible in positioning its boundaries and all the values of field components at the boundaries would be available directly from the simulations. For this reason, solutions with better accuracy could be obtained for some cases (for example, computation of cutoff frequencies of a finned waveguide). Recently, a moving boundary algorithm, where the boundaries are moved along any points between two neighboring nodes [68], has been achieved. The conventional boundary treatment with boundaries half-way between nodes and the new boundary description with boundaries across nodes are simply the two limit cases of this moving boundary scheme.

Finally, it should be pointed that the results and conclusions from this chapter for developing the TLM boundary conditions can be extended to 3D cases although numerical simulations were done only for the 2D cases.
Chapter 4

Absorbing And Connecting Boundary Conditions In The TLM Simulations

4.1 Introduction

In this chapter, another development for the TLM method, the implementation of absorbing and connecting boundary conditions, is presented. Connecting boundaries are the boundaries which separate scattered field from total fields (of incident and scattered fields) while absorbing boundaries are the boundaries which can simulate the truncated infinite region and allow the waves to propagate through it with minimum reflections. These two conditions are badly needed to limit the computational domain in computer simulation of scattering and radiation problems involving open structures.

To the best of the author's knowledge, not very much has been reported on the implementation of absorbing and connecting boundary conditions in the TLM simulations, except for the work of Eswarappa et. al [30] and Simons [69, 70]. Eswarappa et. al have developed a wideband absorbing boundary scheme by using a dissipation region to gradually damp the wave striking the boundary. However, to get substantial absorption over a wide range of incident angles and wavelengths of striking waves, the dissipation must occupy a region which is several of the largest wavelengths in width. Therefore, it would take much of memory and is not practical for solving the general problems. Simon has employed two other techniques to have absorbing conditions for 2D problems: one is to change the reflection coefficients, at each simulation time step, with the wave incident angles which are predicted by a special field extrapolation routine. The quality of absorption depends
very much on the extrapolation algorithm used. Also, it may not work very well if several plane waves with different incident angles strike the boundary simultaneously; another is to directly apply Higdon's absorbing conditions for the FD-TD method into the 2D TLM simulations. However, this approach doesn't work with 3D TLM symmetrical condensed node due to quickly generated unstable solutions.

On the other hand, various approaches have been developed to implement absorbing boundaries in the FD-TD method in many publications [71]-[88]. Some claimed good absorptions. Among them are Engquist and Majda's [76], Liao's [79], Higdon's [82] and Lindman's [73] absorbing boundary conditions where extrapolation techniques over space and time are employed by approximating the so-called one-way equation. The performance of these conditions in the FD-TD simulation has been studied thoroughly by Blaschak, Kriegsmann [83] and Fang [87], where Lindman's and Higdon's conditions have been shown to have smaller reflections than the others. Recently, a much more simpler absorbing boundary condition has been proposed by Saguet [88], where Taylor's expansion technique is used.

Since each TLM scheme is equivalent to a FD-TD formulation as studied in Chapter II, the absorbing conditions for the FD-TD method can be trans-implemented in the TLM simulations. In this chapter, Higdon's conditions and Taylor's expansion approach are modified and implemented into the 2D and 3D TLM simulations due to their good absorption and simplicity. Validation has been shown with structures of waveguides and two and three dimensional scattering problems.

4.2 One-Way Equation and Its FD-TD Formulations

Numerical modeling and simulations need so called absorbing boundaries, either in the time-domain or frequency-domain, to truncate the volumetric computational domain while keeping the electromagnetic properties of the corresponding original unbounded problems unchanged. They are essential in computer simulations of unbounded problems. One of the efficient techniques used so far is by extrapolation, where filed quantities at boundaries are predicted by a function of field quantities inside the boundaries. A very useful paper for reviewing the developments in this area was presented in the paper by Moore [89]. As described in the paper, two types of absorbing boundary operators exist basically: mode
annihilating and one-way equation technique. Each of these operators possesses different characteristics and forms. Because its easy implementation in Cartesian coordinates (which is more suitable for TLM rectangular mesh models), one-way equation technique is henceforth employed.

One-way equation is a partial differential equation which permits wave propagation only in certain directions. It can be derived analytically. The basic principle is the following: The wave equation in three dimensions can be compactly written as

$$LU = 0$$

(4.1)

where \( L \) is the wave operator and \( U = U(x, y, z, t) \) is the wave function.

The wave operator \( L \) can be factored in the following manner:

$$LU = L^+ L^- U = 0$$

(4.2)

While \( L^+ U = 0 \) at the boundary allows the wave traveling inward, the application of one-wave operator \( L^- \) to the wave function \( U \) on the boundary, \( L^- U = 0 \) at the boundary, exactly absorbs the wave traveling outward the boundary surface. Generally speaking, the one-wave operator \( L^- \) is nonlocal in both the space and time variables and requires a lot of memory and computation time. To overcome this, localized and simplified approximating formulations for \( L^- \), were proposed. Different ways of constructing the approximation have lead to different absorbing boundary formulations and quality of absorption. As mentioned in the introduction of this chapter, the absorbing condition by Taylor’s expansion and Higdon’s absorbing boundary conditions are chosen to be implemented into the TLM simulations.

Consider the wave equation

$$\frac{\partial^2 U}{\partial x^2} + \frac{\partial^2 U}{\partial y^2} + \frac{\partial^2 U}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 U}{\partial t^2} = 0$$

(4.3)

for \( t > 0 \) on the spatial domain \( \Omega = (x, y, z), x < 0 \), where \( c = 1/\sqrt{\mu\varepsilon} \) with that \( \mu \) and \( \varepsilon \) are the permeability and permittivity of the medium being modeled. The goal is to find boundary conditions that cause wave motions from the interior of \( \Omega \) to pass through the boundary at \( x = 0 \) with zero or at least minimum reflection (as shown in Fig.4.1). Mathematically, it means to update (or predict) the values of the wave function at the boundary in such a way that the reflections would be minimum.
The spatial domain | The truncated region

Ω(x,y,z), x<0

U(x,y,z,t)
or \ nU(i_x,i_y,i_z)

The absorbing boundary

Figure 4.1: A Spatial Domain with an Absorbing Boundary
Taylor’s expansions Assuming that the wave propagates along the positive X direction, one can have \( x - ct = \text{constant} \), or \( \Delta x / \Delta t = c \) (\( \Delta x \) and \( \Delta t \) are the space and time increments, respectively) for the wave function \( U = U(x, y, z, t) \). Then, \( U = U(x, y, z, t) \) can be expanded by Taylor’s series (Taylor’s expansion) along the plane of \( x - ct = \text{constant} \). As a result, one has:

\[
U(0, y, z, t) \approx U(0 - \Delta x, y, z, t - \Delta t) + \sum_{i=1}^{P} \frac{1}{i!} \frac{\partial^i U(0 - \Delta x, y, z, t - \Delta t)}{\partial x^i}(\Delta x)^i
\]

(4.4)

where integer \( P \) is the order of expansion.

By replacing \( U(x, y, z, t) \) with \( nU(i_x, i_y, i_z) \) (= \( U(i_x \, \Delta x, i_y \, \Delta y, i_z \, \Delta z, n \, \Delta t) \)) and the differential with backward difference, one can easily have the updated value of the wave function at the boundary:

\[
nU(0, i_y, i_z) \approx n_{-1}U(0 - 1, i_y, i_z) + \sum_{i=1}^{P} \frac{1}{i!} \frac{\nabla_i \, n_{-1}U(0 - 1, i_y, i_z)}{\nabla x^i}(\Delta x)^i
\]

(4.5)

The backward differences are computable since they are evaluated inside the spatial domain \( \Omega \). Therefore, the above condition is feasible as the absorbing boundary and can be rewritten as:

\[
nU(0, i_y, i_z) \approx \sum_{i=1}^{P} a_{i, i_{-1}}U(0 - i, i_y, i_z)
\]

(4.6)

or,

\[
(\sum_{i=0}^{P} a_{i, i} \, D_{x}^{-i}K^{-i}) \, nU(0, i_y, i_z) = 0 \quad a_{0, 0} = -1
\]

(4.7)

where \( a_{i, i}, i=0,...,P \), is the constant, \( (\sum_{i=0}^{P} a_{i, i} \, D_{x}^{-i}K^{-i}) \) can be considered as the approximation of the one-way operator \( L^{-} \), and \( D_{x}^{-i} \) and \( K^{-i} \) are the space and time shifting operator defined as follow:

\[
D_{x}^{-i} \, nU(i_x, i_y, i_z) = nU(i_x - i, i_y, i_z)
\]

(4.8)

\[
K^{-i} \, nU(i_x, i_y, i_z) = n_{-i}U(i_x, i_y, i_z)
\]

(4.9)

Table 4.1 shows the different set of \( a_{i, i} \) with different orders of the boundaries.

The quality of the above absorbing boundary can be evaluated by examining the reflection coefficients of the boundary. Since the general propagating waves can usually be
<table>
<thead>
<tr>
<th>Order of the Absorbing Boundary P</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a_{11} = 1.0000$</td>
</tr>
</tbody>
</table>
| 2                                | $a_{11} = 2.0000$
|                                  | $a_{22} = -1.0000$ |
| 3                                | $a_{11} = 2.5000$
|                                  | $a_{22} = -2.0000$
|                                  | $a_{33} = 0.5000$ |
| 4                                | $a_{11} = 2.6667$
|                                  | $a_{22} = -2.5000$
|                                  | $a_{33} = 1.0000$
|                                  | $a_{44} = -0.1667$ |
| 5                                | $a_{11} = 2.7083$
|                                  | $a_{22} = -2.6667$
|                                  | $a_{33} = 1.2500$
|                                  | $a_{44} = -0.3333$
|                                  | $a_{55} = 0.0417$ |

Table 4.1: Coefficients for Different Orders of Taylor’s Expansions
expanded as sum of plane waves with different propagation constants, an arbitrary plane wave striking on the boundary can be chosen for this evaluation.

Without loss of generality, suppose that a plane wave $U$ near the boundary at $x = 0$ consists of the wave incident on the boundary with unity amplitude and the wave reflected by the boundary with amplitude of $R$. That is,

$$
nU(i_x, i_y, i_z) = e^{i(\omega n \Delta t - k_x i_x \Delta x + k_y i_y \Delta y + k_z i_z \Delta z)} + R e^{i(\omega n \Delta t + k_x i_x \Delta x + k_y i_y \Delta y + k_z i_z \Delta z)} \quad (4.10)
$$

where $k_z = k \cos(\theta)$ ($\theta$ is the incident angle and $k$ is the wave number). By substituting (4.10) into (4.7), one can easily obtain the reflection coefficients $R$ of the Taylor's expansion boundary conditions. Fig.4.2 shows the reflection coefficients of Taylor's expansions at $\Delta x/\lambda = \Delta l/\lambda = 0.025$ for a medium of $\mu_r = 1$ and $\varepsilon_r = 2$. As one can see, a zero reflection is achieved at $45^\circ$ incident angle while only a small amount of reflection is generated for incident angles below $55^\circ$. Besides, the reflection coefficients do not improve for the boundaries with order beyond three. For this reason, the second or third order boundary condition are recommended and applied for the applications henceforth.

Higdon's absorbing boundary conditions R. L. Higdon [82] and R. G. Keys [80] proposed the following form of absorbing conditions:

$$\prod_{i=1}^{P} \left( \frac{\partial}{\partial x} + \frac{\cos(\theta_i)}{c} \frac{\partial}{\partial t} \right) U(x, y, z, t) = 0 \quad (4.11)$$

where $\theta_i$, $i=1,...,P$ is the incident angle at which the wave is supposed to be exactly absorbed. The above condition has been claimed to provide a general and optimal representation among those absorbing boundary conditions based on a systematic rational approximation to the portion of the dispersion relation corresponding to outgoing waves [82]. In other words, (4.11) is the optimized boundary conditions for wide-angle absorptions. In this sense, $\theta_i$ can be chosen the same as those obtained in [84] with the different optimization criteria for wide-angle absorption. However, in general, the choice of $\theta_i$ depends on the configuration of the problem in order to have best absorption. For example, $\theta_i$ may be chosen to take advantage of a prior information about the directions from which the particular wave motions approach the boundary.

Now, take difference approximations to both $\frac{\partial}{\partial x}$ and $\frac{\partial}{\partial t}$; the difference equation of (4.11)
Reflection Coefficients of Taylor's Expansions

Figure 4.2: Reflection Coefficients of Taylor's Expansions
is:
\[
\prod_{i=1}^{P} \left( \frac{1 - D_x^{-1}}{\Delta x} \right) \left( \frac{1 + K^{-1}}{2} \right) + \frac{\cos(\theta_i)}{c} \left( \frac{1 - K^{-1}}{\Delta t} \right) \left( \frac{1 + D_x^{-1}}{2} \right) \right) nU(0, i_y, i_z) = 0 \quad (4.12)
\]

The above equation can also expressed in another way:
\[
nU(0, i_y, i_z) = \sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} n_{-i_1,i_2} U(0 - i_1, i_y, i_z) \quad a_{0,0} = 0 \quad (4.13)
\]
or,
\[
\left( \sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} D_x^{-i_1} K^{-i_2} \right) nU(0, i_y, i_z) \quad a_{0,0} = -1 \quad (4.14)
\]
where \(a_{i_1,i_2}\) is the constant independent of different problems, \(\left( \sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} D_x^{-i_1} K^{-i_2} \right)\) can be considered as the approximation of the one-way operator \(L_x^n\), and \(nU(0, i_y, i_z)\) is the updated value of the wave function.

Table 4.2 gives some values of \(a_{i_1,i_2}\) for a medium of \(\varepsilon_r = 2\) and \(\mu_r = 1\) as references.

Similarly to the computation for Taylor’s expansion, the reflection coefficients of Higdon’s absorbing conditions can be evaluated. The results are shown in Fig.4.3 and Fig.4.4. It can be seen from Fig.4.4 that the Higdon’s conditions has slightly smaller reflections than Taylor’s expansion.

In fact, both Higdon’s conditions and Taylor’s expansion can be generally expressed mathematically by (4.14). That is, the wave at the boundary is predicted by a linear function of waves inside and on the boundary at the previous time steps. While the different ways of deriving constants, \(a_{i_1,i_2}\), as a consequence of different types of approximations, have lead to different types of absorbing conditions, they are essentially the method of extrapolation. The wave function is expanded, under certain conditions, in space and time domain and the unknown is then expressed by a function of known values. Higdon’s conditions and Taylor’s expansion can be considered as the wave expansion along plane \(x - ct = \text{const.}\) while some other approaches used the multidimensional expansion, in which tangential components are also employed to obtain the unknown, for instance, Lindman’s conditions [73]. An extensive list of different absorbing boundaries and their qualities can be found in [83] and [87]. In the author’s point of view, Higdon’s absorbing boundary condition and Taylor’s expansion pose two of the best absorbing conditions so far. The reasons are that firstly, they are easy to be implemented in the numerical time-stepping modeling and have generally good wave absorption; secondly, they do not encounter so called ‘corner
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<table>
<thead>
<tr>
<th>Order of the Absorbing Boundary P</th>
<th>Coefficients $[a_{i1}, i2]$ $i1, i2 = 0, 1, \ldots, P$</th>
<th>$\theta_i = 0^\circ$ $i = 1, \ldots, P$</th>
<th>$\theta_i = 45^\circ$ $i = 1, \ldots, P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\begin{bmatrix} -1.000 &amp; -0.1716 \ 0.1716 &amp; 1.000 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 \ 0 &amp; 1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 \ 0 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td>2</td>
<td>$\begin{bmatrix} -1.000 &amp; -0.3431 &amp; -0.02944 \ 0.3431 &amp; 2.059 &amp; 0.3431 \ -0.02944 &amp; -0.3431 &amp; 1.000 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 \ 0 &amp; 2 &amp; 0 \ 0 &amp; 0 &amp; -1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 \ 0 &amp; 2 &amp; 0 \ 0 &amp; 0 &amp; -1 \end{bmatrix}$</td>
</tr>
<tr>
<td>3</td>
<td>$\begin{bmatrix} -1.000 &amp; -0.4902 &amp; -0.08010 &amp; -0.004363 \ 0.4902 &amp; 3.017 &amp; 0.9468 &amp; 0.07629 \ -0.08010 &amp; -0.9468 &amp; -2.874 &amp; -0.4446 \ 0.004363 &amp; 0.07629 &amp; 0.4446 &amp; 0.8638 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 3 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; -3 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; -1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 3 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; -3 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; -1 \end{bmatrix}$</td>
</tr>
<tr>
<td>4</td>
<td>$\begin{bmatrix} -1.000 &amp; -0.6239 &amp; -0.1460 &amp; -0.01518 &amp; -0.0005919 \ 0.6238 &amp; 3.928 &amp; 1.747 &amp; 0.2678 &amp; 0.01380 \ -0.1460 &amp; -1.747 &amp; -5.493 &amp; -1.588 &amp; -0.1206 \ 0.01518 &amp; 0.2678 &amp; 1.588 &amp; 3.247 &amp; 0.4687 \ -0.0005919 &amp; -0.01380 &amp; -0.1206 &amp; -0.4687 &amp; -0.6830 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 4 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; -6 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 4 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; -1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 4 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; -6 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 4 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; -1 \end{bmatrix}$</td>
</tr>
<tr>
<td>5</td>
<td>$\begin{bmatrix} -1.000 &amp; -0.7149 &amp; -0.2044 &amp; -0.02923 &amp; -0.002089 &amp; -0.00005975 \ 0.7149 &amp; 4.576 &amp; 2.471 &amp; 0.5194 &amp; 0.04901 &amp; 0.001741 \ -0.2044 &amp; -2.471 &amp; -7.979 &amp; -3.125 &amp; -0.4329 &amp; -0.02030 \ 0.02923 &amp; 0.5194 &amp; 3.125 &amp; 6.649 &amp; 1.716 &amp; 0.1183 \ -0.002089 &amp; -0.04901 &amp; -0.4329 &amp; -1.716 &amp; -2.648 &amp; -0.3448 \ 0.00005975 &amp; 0.001741 &amp; 0.02030 &amp; 0.1183 &amp; 0.3448 &amp; 0.4019 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 5 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; -10 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 10 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; -5 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} -1 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 5 &amp; 0 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; -10 &amp; 0 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 10 &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; -5 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

$\varepsilon_r = 2$ and $\mu_r = 1$

Table 4.2: Coefficients for Higdon’s Absorbing Boundary Conditions
Reflection Coefficients of Higdon's Conditions
($\theta_i = 45^\circ$, $i = 1, 2, ..., P$)

Figure 4.3: Reflection Coefficients of Higdon's Absorbing Boundaries
Figure 4.4: Comparisons of Reflection Coefficients of Taylor's Expansion and Higdon's Conditions
problem’—tangential components, which are needed for some absorbing conditions, are not available at edges or corners; thirdly, Higdon’s conditions allow the incident angles at which the wave is exactly absorbed to be specified according to prior knowledge of the users. Thus, the best absorption of the boundary conditions can be achieved.

4.3 Implementation of the Absorbing Boundary Conditions in the TLM simulations

Consider a spatial domain $\Omega = (x, y, z), x \leq \frac{1}{2} \Delta l$ (Fig.4.5), in which a TLM mesh is positioned and an absorbing boundary is placed at $z = \frac{1}{2} \Delta l$. The objective is to find the impulse reflected by the boundary while maintaining reflections of the wave the impulse represents minimum.

As shown in Chapter II, the impulse in the TLM mesh is actually equivalent to the linear combination of electric and magnetic field components. For example, in Fig.4.5,

$$
n_{+} V'(0 + \frac{1}{2}, i_y, i_z) = n_{+} V(0 + \frac{1}{2}, i_y, i_z) + Z_o n_{+} I(0 + \frac{1}{2}, i_y, i_z)
$$

$$
= n_{+} E_y(0 + \frac{1}{2}, i_y, i_z) \mp Z_o n_{+} H_z(0 + \frac{1}{2}, i_y, i_z) \quad (4.15)
$$

Since $E_y$ and $H_z$ satisfy the wave equation (4.3), the absorbing boundary conditions can be applied to either of them and to the linear combination of them (e.g. $n_{+} V'(0 + \frac{1}{2}, i_y, i_z)$ in this case) such that waves propagate through the boundary with minimum reflections. Therefore, the absorbing boundary conditions presented can be generally applied to the impulses in the TLM network directly. That is, in the formulations of the absorbing condition by Taylor’s expansion and Higdon’s conditions as shown in the last section, wave function $U$ can be considered as impulses $V$ on the link lines of the TLM meshes including to be found at the absorbing boundary in the TLM network. This results in the formulations of the absorbing boundary conditions for the TLM simulations.

4.3.1 Absorbing boundaries for the 2D TLM node

Implementation of the absorbing boundaries in the 2D TLM simulation is relatively easy since the absorbing boundary conditions mentioned above can be directly applied to evaluate the unknown impulses reflected by the boundaries. For instance, consider the 2D TLM
Figure 4.5: An Absorbing Boundary in a TLM mesh
shunt node model as shown in Fig. 4.6, an absorbing boundary is placed at \( x = 0 + \frac{1}{2} \Delta x \) (halfway between nodes). The impulse \( n + \frac{1}{2} V_3'(0 + \frac{1}{2}, i_z) \), reflected by the absorbing boundary and to be injected back to the TLM network, can be easily found according to (4.14):

\[
n + \frac{1}{2} V_3'(0 + \frac{1}{2}, i_z) = \sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} n + \frac{1}{2} i_2 V_3'(0 + \frac{1}{2} - i_1, i_z) = 0 \quad a_{0,0} = 0 \quad (4.16)
\]

or,

\[
\sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} D_x^{-i_1} K^{-i_2} n + \frac{1}{2} V_3'(0 + \frac{1}{2}, i_z) = 0 \quad a_{0,0} = -1 \quad (4.17)
\]

where \( a_{i_1,i_2} \) are pertinent to different types of absorbing boundaries used.

For the 2D TLM series node, a similar condition can be developed.

### 4.3.2 Absorbing boundaries for the 3D TLM expanded node and asymmetrical condensed node

Since the 3D expanded node model and the 3D asymmetrical condensed model are evolved from the 2D TLM shunt and series node models, the absorbing boundary conditions for them can be constructed in a similar way to that in the 2D TLM simulation. That is, the impulse, reflected by the boundaries and to be injected back into the TLM network, can be found by the same equation as (4.17) with the only difference of superscripts and subscripts for \( V \). The superscripts and subscripts depend on which link lines are connected to the boundaries.

### 4.3.3 Absorbing boundaries for the 3D TLM symmetrical condensed node (SCN)

For the 3D TLM SCN, the absorbing boundaries are still valid except that \( K^{-i_1} \) must be replaced by \( K^{-2i_1} \). The replacement or modification is due to the slow-wave property of the 3D TLM SCN model (the scattered impulse on the line line of a node, resulting from an incident impulse with the same polarization on the line line at the other side of the node, only appears after two time steps \( 2 \Delta t \)). Consequently, the modified condition can be expressed as the following (referring to Fig. 4.7):

\[
\sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} D_x^{-i_1} K^{-2i_1} n + \frac{1}{2} V_{10}^{r} \quad 11(0 + \frac{1}{2}, i_z) = 0 \quad a_{0,0} = -1 \quad (4.18)
\]
Figure 4.6: A 2D TLM Network with an Absorbing Boundary
Figure 4.7: A 3D TLM Symmetrical Condensed Node with an Absorbing Boundary
The reflection coefficients of the above absorbing boundaries are very small (Fig.4.8) when the incident angle is around the specified angles \( \theta_i \) at which the perfect absorption is supposed to occur.

In spite of the above modifications, numerical experience has shown the uncontrollable instability may occur in the simulations as the absorbing conditions are merely directly implemented into the 3D SCN model. The main reason is that spurious modes exist in the 3D TLM SCN model.

**Spurious modes and their effects at absorbing boundaries** In his paper, Nielsen has shown that due to periodic spatial sampling and symmetry, spurious modes exist in the 3D TLM symmetrical condensed node model [90]. The physical cause behind is that the TLM models can not correctly simulate high spatial-frequency components due to the finite discretization in space. Therefore, the spurious modes will be produced to substitute the high spatial-frequency physical components wherever required.

The existence of the spurious modes can be described quantitively as follows; suppose a physical mode, which is expressed by (4.19) and presented by a sphere centered at origin in the dispersion diagram (Fig.4.9), propagating in the 3D TLM SCN network:

\[
n U(i_x, i_y, i_z) = e^{i(\omega n \Delta t - k_x i_x \Delta x + k_y i_y \Delta y + k_z i_z \Delta z)}
\]

with propagation constants \( k_x, k_y \) and \( k_z \) and temporal frequency \( \omega \).

Then, the forward-propagating spurious mode, expressed by (4.20), backward-propagating spurious mode, expressed by (4.21), can propagate, both with the same temporal frequency \( \omega \) and propagation constants \( \bar{k}_x = \frac{\pi}{\Delta x} + k_x, \bar{k}_y = \frac{\pi}{\Delta y} + k_y \) and \( \bar{k}_z = \frac{\pi}{\Delta z} + k_z \).

\[
n U(i_x, i_y, i_z) = e^{i(\omega n \Delta t + \bar{k}_x i_x \Delta x + \bar{k}_y i_y \Delta y + \bar{k}_z i_z \Delta z)}
\]

\[
n U(i_x, i_y, i_z) = e^{i(\omega n \Delta t + \bar{k}_x i_x \Delta x + \bar{k}_y i_y \Delta y + \bar{k}_z i_z \Delta z)}
\]

These spurious waves are represented by the spheres centered at \((\pi, \pi, \pi)\) in the dispersion diagram (Fig.4.9) and their propagation constants \( \bar{k}_x, \bar{k}_y \) and \( \bar{k}_z \) are large values because \( \Delta x, \Delta y \) and \( \Delta z \) are small. Thus, the spurious modes are nonphysical and with high
Figure 4.8: The Reflection Coefficients of the Absorbing Boundaries for Physical Modes

- Taylor's Expansion (3rd order)
- Higdon's absorbing boundary (3rd order)

($\Delta l/\lambda = 0.05$)
spatial frequency contents. They are generated with the spurious excitations and geometry with discontinuities. They can propagate even with low temporal frequency contents.

When the absorbing boundary conditions are applied, the spurious modes can be amplified at the boundary and then reflected back into the computational domain. One can follow the similar procedure for evaluating the reflection coefficients of the absorbing boundaries as described before and obtain reflection coefficients for the spurious modes as shown in Fig.4.10. As can be seen, the reflection coefficients are larger than one. That is, the spurious modes reflected by the absorbing boundaries and to be injected back into the computational domain, contain more energy than the incident spurious modes, leading to instability.

Form the dispersion diagram (Fig.4.9), if any of following equations is satisfied with wave functions, the spurious modes will not be present.

\[
k_x \Delta x < \frac{\text{12th}}{2}
\]

(4.22)

\[
k_y \Delta y < \frac{\text{12th}}{2}
\]

(4.23)

\[
k_z \Delta z < \frac{\text{12th}}{2}
\]

(4.24)

A numerical experiment has proven the above and the instability related to the spurious modes. A section of WR28 rectangular waveguide was chosen with both ends terminated with the absorbing boundaries of either Taylor’s expansion or Higdon’s conditions described by (4.18). When the lower order modes of \( TE_{n0} \), which satisfy (4.22) to (4.24), were excited, very stable solutions has been obtained since the spurious modes do not exist. However, when the high order modes of \( TE_{n0} \), which do not satisfy (4.22) to (4.24) at all, were excited, very unstable solutions has been observed shortly after the numerical wave reached the boundary.

The modified absorbing boundary conditions for the 3D TLM symmetrical condensed node In order to reduce the effects of spurious modes at the absorbing boundaries, additional conditions may be introduced in the absorbing conditions. Suppose that there exist a physical mode, expressed by (4.19), and its spurious mode, expressed by (4.20). It is not difficult to see the difference between the physical mode and the forward-propagating spurious mode is in the phase shift with position. The phase shift between two
Figure 4.9: Numerical Dispersion Diagram of the 3D TLM SCN
Figure 4.10: Reflection Coefficients of the Absorbing Boundaries for Spurious Modes
neighboring node along \( x = \text{const.} \) for the physical mode is \( k_x \Delta x \), while for the spurious mode is \( k_x \Delta x = \pi + k_x \Delta x \) which corresponds change of polarity plus the phase shift of the physical mode. Therefore, if an absorbing boundary condition exists for the physical modes as indicated by (4.18):

\[
\sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} D_x^{-i_1} K^{-2i_2} n_{\frac{1}{2}} U^r(0 + \frac{1}{2}, i_y, i_z) = 0 \quad a_{0,0} = -1 \quad (4.25)
\]

then, the condition:

\[
\sum_{i_1=0}^{P} \sum_{i_2=0}^{P} (-1)^{i_1} a_{i_1,i_2} D_x^{-i_1} K^{-2i_2} n_{\frac{1}{2}} U^r(0 + \frac{1}{2}, i_y, i_z) = 0 \quad a_{0,0} = -1 \quad (4.26)
\]

would absorb the forward-propagating spurious mode \((n+\frac{1}{2}) U^r(0 + \frac{1}{2}, i_y, i_z)\) is the impulse needed to be injected back into the TLM network form the boundary).

By combining the above two conditions, one can easily obtain the absorbing boundary conditions which can absorb both the physical modes and the spurious modes:

\[
(\sum_{i_1=0}^{P} \sum_{i_2=0}^{P} a_{i_1,i_2} D_x^{-i_1} K^{-2i_2})(\sum_{i_1=0}^{P} \sum_{i_2=0}^{P} (-1)^{i_1} a_{i_1,i_2} D_x^{-i_1} K^{-2i_2}) n_{\frac{1}{2}} U^r(0 + \frac{1}{2}, i_y, i_z) = 0 \quad (4.27)
\]

Fig.4.11, Fig.4.12 and Fig.4.13 show the reflection coefficients and their comparisons of the above absorbing condition for the physical and spurious modes under the assumption that \( k_x = k \cos \theta \) where \( \theta \) is the incident angle to the absorbing boundaries. A quite good absorption of the absorbing boundaries can be expected for the TLM simulations.

### 4.4 The Connecting Boundary Conditions for the TLM Simulations

Since the absorbing boundary conditions are valid only for the scattered fields, a connecting boundary, which separates the scattered fields from the total fields, needs to be used, as shown in Fig.4.14 (Note that although there are other ways to deal with the scattering problems [87], this technique can avoid the numerical noises in some situations [91, 92, 93]).

Consider the electromagnetic scattering by an object in Fig.4.14a. For linear problems, the total field can be decomposed into incident and scattered fields. That is,

\[
E^t = E^{inc} + E^{ca} \quad (4.28)
\]

\[
H^t = H^{inc} + H^{ca} \quad (4.29)
\]
Reflection Coefficients of Taylor’s Expansions
(For either physical modes or spurious modes)
( $\Delta l/\lambda = 0.025$ )

Figure 4.11: Reflection Coefficients of the Modified Taylor’s Expansions
Reflection Coefficients of Higdon's Conditions
(For either physical modes or spurious modes)

\( \theta_i = 0^\circ, \; i = 1,2,\ldots,P, \; \Delta l/\lambda = 0.025 \)

Figure 4.12: Reflection Coefficients of the Modified Higdon's Absorbing Boundaries
Figure 4.13: Comparisons of Reflection Coefficients of the Modified Absorbing Boundaries
where the incident field $\mathbf{E}^{\text{inc}}$ and $\mathbf{H}^{\text{inc}}$ are defined to be the fields which exist in the absence of the scatters.

Based on the equivalence principle [93], solving the problem in Fig.4.14a can be switched to solving the problem of Fig.4.14b or Fig.4.14c under the condition that a magnetic current source

$$\mathbf{M}_s = \mathbf{E}^{\text{inc}} \times \mathbf{n} \quad (4.30)$$

and an electric current source

$$\mathbf{J}_s = \mathbf{n} \times \mathbf{H}^{\text{inc}} \quad (4.31)$$

are applied on the connecting surface (where $\mathbf{n}$ is the inward unit vector of the connecting surface). As a result, an incident field will be produced only inside the connecting surface. When scatterers are present, the field inside the connecting boundary is then the total field and outside the connecting boundary is the scattered field. Note that in this way, absorbing boundary conditions can be applied to the region outside the connecting boundary.

Now, suppose that a connecting boundary is placed between two regions filled with the TLM networks as shown in Fig.4.15.

Assume that

$$\mathbf{M}_s = M_y a_y + M_z a_z \quad (4.32)$$

$$\mathbf{J}_s = J_y a_y + J_z a_z \quad (4.33)$$

which are usually known analytically via (4.30) and (4.31).

Then, according to the equivalence shown in Chapter 2,

$$-M_y = E_{z1} - E_{z2} \equiv \left( V_{i0}^{1} + V_{i0}^{\dagger} \right) - \left( 2V_{6}^{\ast} + 2V_{6}^{i} \right) \quad (4.34)$$

$$-J_z = H_{y1} - H_{y2} \equiv \left( V_{i0}^{1} - V_{i0}^{\dagger} \right)/Z_0 - \left( 2V_{6}^{i} - 2V_{6}^{\ast} \right)/Z_0 \quad (4.35)$$

and

$$M_z = E_{y1} - E_{y2} \equiv \left( V_{i1}^{1} + V_{i1}^{\dagger} \right) - \left( 2V_{3}^{\ast} + 2V_{3}^{i} \right) \quad (4.36)$$

$$J_y = H_{z1} - H_{z2} \equiv \left( V_{i1}^{1} - V_{i1}^{\dagger} \right)/Z_0 - \left( 2V_{3}^{i} - 2V_{3}^{\ast} \right)/Z_0 \quad (4.37)$$

which lead to the connecting boundary conditions:
Figure 4.14: An Obstacle Illuminated by an Electromagnetic Wave
Figure 4.15: A Connecting Boundary Placed in Between two TLM regions
\[ \begin{align*}
1V_{10}^r &= -\frac{1}{2}(M_y + Z_0 J_z) + ^1V_6^i \\
2V_6^r &= \frac{1}{2}(M_y - Z_0 J_z) + ^1V_{10}^i \\
1V_{11}^r &= \frac{1}{2}(M_z - Z_0 J_y) + ^2V_3^i \\
2V_3^r &= -\frac{1}{2}(M_z + Z_0 J_y) + ^1V_{11}^i
\end{align*} \] (4.38) (4.39) (4.40) (4.41)

where \( ^1V_{10}^i, ^1V_{10}^r, ^1V_{11}^i, ^1V_{11}^r, ^2V_6^i, ^2V_6^r, ^2V_3^i \), and \( ^2V_3^r \) are the impulses incident and reflected at the interface from Region 1 and 2 as shown in Fig.4.15.

The above equations accomplish arbitrary excitations (which are usually expressed analytically) for TLM simulations of scattering problems while allowing absorbing boundaries to be applied outside the connecting boundary. In practical numerical simulations, in order to reduce numerical noises generated in the TLM model, it is necessary to use the low-frequency band limited signals or excitations as the incident fields. The reason is that the incident fields are usually computed and are imposed on the connecting boundary as equivalent currents in an analytical way. In consequence, they always travel at the constant speed (speed of light) no matter what frequencies they carry with. However, the scattered fields, which are generated with the TLM simulations, travel at lower speeds with higher frequencies due to the numerical dispersion of the TLM model. Thus, if high frequency incident wave is excited, the slower traveling speeds of scattered waves may cause time delay for the scattered waves to reach some points; as a result, the numerical noises are generated. For example, in the shadow regions, the scattered fields are supposed to reach the regions at the same time as the incident waves. In this way, the scattered fields can almost cancel the incident field, resulting in the almost zero field regions. However, this may not happen in the practical numerical simulations due to the late arrivals of the scattered wave, leading to nonzero fields in the shadow regions with quite amount of numerical noises.

4.5 Validations of the Absorbing and Connecting - Boundary Conditions for the TLM Simulations

Validations of the absorbing and connecting boundary conditions have been done with the 2D TLM shunt node and the 3D TLM symmetrical condensed node.
To the author's point of view, the best way to validate a numerical time-domain technique is in frequency-domain rather than in time-time. The reason is that any numerical model is not valid at high frequencies because of its finite discretization in space and time. In addition, different numerical models exhibit different dispersions in high-frequency range. Therefore, they may display different results for high-frequency components, which are reflected by different solutions in time-domain. On the other hand, all the models are constructed to be correct for low-frequency modeling. Therefore, validations of these models had better be carried out in frequency-domain for low-frequency components rather than in time-domain. The principle also applies to validations of interfacing of different models which are all correct for low-frequency modeling. In this sense, the validations of the absorbing boundary conditions, which are developed on the different bases from that for the TLM models, should be done in frequency domain.

4.5.1 Numerical measurement of reflections of the absorbing boundaries in rectangular waveguides

The best way to examine the quality of the absorbing boundaries is to numerically calculate the reflection coefficients in the TLM simulations. A section of WR28 rectangular waveguide was chosen for this purpose since the waves in a rectangular waveguide can be considered as a superposition of many plane waves with different incident angles. Therefore, behavior of the wide angle absorption of the absorbing boundaries can be observed. The simulation was performed with a TLM network of the 2D shunt node network and a TLM network of the 3D symmetrical condensed nodes (Fig.4.16), respectively. Both ends of the waveguide were terminated with the absorbing boundaries. The VSWR in the waveguide is computed directly and numerically with the ratio of $V_{\text{max}}$ over $V_{\text{min}}$ (where $V$ is the amplitude of the dominant mode in the waveguide). Fig.4.17 and Fig.4.18 show the return losses in the simulations.

It can be seen that both Higdon's conditions and Taylor's expansion posses very good absorption over operating frequency range of WR28, with return loss better than $-35\,\text{dB}$ for both 2D and 3D cases.
Figure 4.16: A Section of WR28 Rectangular Waveguide with Both Ends Terminated with the Absorbing Boundaries
Figure 4.17: Return Loss in the Rectangular Waveguide with the 2D Simulations
Figure 4.18: Return Loss in the Rectangular Waveguide with the 3D Simulations
4.5.2 Validations of the absorbing and connecting boundary conditions with scattering problems

Two-dimensions  Fig.4.19 models a 0.1 wavelength thick conducting screen which extends 0.5 wavelength to each side of a straight slot having a gap of 0.025 wavelength. Broadside TE illumination is assumed. Two types of predictive data are compared: (1) the high-resolution (0.025 \( \lambda_o \)) TLM model treating the slot as a 1-cell gap; the absorbing boundaries are placed uniformly 15 cell away from the conducting sheet; (2) a very-high resolution frequency-domain EFIE model, solved via MOM (having 0.0025 \( \lambda_o \) sampling in the slot), which treats the slotted screen as a pure scattering geometry [94]. From Fig.4.20 one can see that there is good agreement between the two sets of results in both magnitude and phase. It shows that the absorbing and connecting boundary conditions work well for the two-dimensional TLM simulations.

three-dimensions  Consider a metal cube (Fig.4.21), with electrical size \( k_o s = 2 \), subject to plane-wave illumination at broadside incidence. \( s \) is the side width of the cube. Results shown in Fig.4.22 are for the TLM (SCN) simulation and a frequency-domain surface EFIE using a standard triangular surface-patching MOM code [93]. For the TLM model, each face of the cube is spanned by 144 square cells (12x12), and the absorbing boundary is again located at a uniform distance of 15 cells from the cube surface. For the MOM model, each face of the cube is spanned by 32 triangular patches. Comparative results for the surface current are graphed along a straight line loci along the cube: \( \boxed{abcd} \), which is the plane of the incident electric field. The surface currents were obtained with \( n \times H \) on the metal surface, where \( H \) is equivalent to the currents in the TLM models as indicated in Chapter II and \( n \) is the outward normal unit vector. A very high degree of correspondence exists between the two sets of results, which again shows the good performance of the absorbing and connecting boundary conditions developed.

Instabilities of the absorbing boundaries  Numerical experience has shown that the unstable solutions may still occur due to the variable reasons as described in the following:

A. The absorbing boundaries too close to the source;

Since the most of absorbing conditions are derived under the assumption that the wave are traveling or propagating, they may amplify, instead of 'absorb', the non-propagating
Figure 4.19: A Straight Slotted Conducting Screen
Figure 4.20: Comparison of the TLM and Frequency-domain Surface EFIE Results for the Gap Electric Field Distribution in the Slotted Screen
Figure 4.21: A Metal Cube illuminated by a Plane wave
Figure 4.22: Comparison of TLM and MOM Results for the Surface Currents on the Metal Cube
waves which are usually present around the regions with sources and discontinuities. Therefore, it is suggested that the absorbing boundaries be placed at 10 to 15 cells from sources and discontinuities in both 2D and 3D TLM simulations.

B. The numerical noises;

Due to the roundoff and truncation errors of the computer simulations, the uncorrelated numerical noises will be present and become dominant components in computation domains, after the major energy of electromagnetic waves pass through the absorbing boundaries. Since most of absorbing boundary conditions are derived on the basis of physical correlated wave propagation, the instability may occur when the numerical noises become dominant and are processed at the boundaries. To overcome this problem or delay the instability, two techniques has been employed in this thesis: 1) use a frequency-band limited excitation, which reduce the high temporal frequency components in the simulations; 2) terminate the simulations or switch to other boundary conditions such as lossy boundary conditions after the main waves pass the absorbing boundaries.

C. The orders of the absorbing boundaries too high;

Since the TLM models are usually accurate with second (or a bit higher) order finite-difference, the high orders of finite-differences, which are required with the high order absorbing boundaries, may not be correctly computed in numerical simulations. Hence, inaccurate calculations result, leading to unstable solutions. From numerical experience, it is recommended that up to the fifth order of absorbing boundaries be applied for the 2D TLM simulations, and the third order for the 3D TLM simulations.

4.6 Conclusion

In this chapter, the absorbing boundary and connecting boundary conditions have been studied and developed for the 2D and 3D TLM simulations. Qualities of the absorbing boundaries has been examined and validations of both absorbing and connecting boundaries were obtained with the scattering problems of two-dimensions and three-dimensions. A high degree of agreements between the TLM simulation results and the MOM solutions was presented.
Chapter 5

A New Procedure For Interfacing The TLM Method With Frequency-Domain Solutions

5.1 Introduction

The Transmission Line Matrix method (TLM) has been extensively applied to solve electromagnetic wave propagation, diffusion and network problems in the time-domain. With its flexibility and simplicity of the basic algorithm, TLM can handle arbitrary geometries and account for realistic features that are often neglected with other methods. Most published work on the application of TLM techniques has been devoted to the computation of specific structures, modeling of various types of boundaries, material parameters, implementation of graded meshes and the development of improved nodes. Recently, two and 3D transmission line matrix microwave field simulators using new concepts and procedures were presented [29].

In order to characterize structures with large dimensions, the TLM technique requires large memory space and CPU time. More recently, a general partitioning technique based on the Johns matrix concept [21, 22, 26, 27] was developed to overcome this problem, thus considerably expanding the application range of the TLM.

In the following, a new procedure for interfacing TLM techniques with frequency-domain solutions is described: either scattering parameters or the relations between electric and magnetic fields on a boundary or interface limiting regions, computed in the frequency domain, are transformed into time-domain sequences. The sequences of impulses are equivalent to the ones that would produce a corresponding Johns Matrix, describing subregions
for TLM simulations [26]. The subsequent step is to convolve any impulse stream incident upon such a boundary with the time domain sequences or Johns Matrix hence generated. A considerable reduction in computation time has been observed in generating Johns Matrix.

5.2 Basic Theory

Let $X(f)$ be a frequency-domain solution, for example, a frequency dependent complex reflection coefficient, and $x(t)$ the corresponding time-domain solution. Then by sampling or discretizing $X(f)$, one can obtain the corresponding discrete $x(t)$ via various synthesis techniques. For the sake of simplicity, the discrete Fourier Transform (DFT) technique is employed in this paper.

The discrete and the inverse discrete Fourier transforms are [96]:

$$X_k = \sum_{i=0}^{N-1} x_i e^{j2\pi k i/N} \quad k = 0, 1, 2, ..., N - 1 \quad (5.1)$$

$$x_k = \frac{1}{N} \sum_{i=0}^{N-1} X_i e^{-j2\pi k i/N} \quad k = 0, 1, 2, ..., N - 1 \quad (5.2)$$

where $j$ is the complex operator ($j = \sqrt{-1}$), and

$$X_k = X(k \Delta f) \quad (5.3)$$

$$x_k = x(k \Delta t) = \frac{1}{N} \sum_{i=0}^{N-1} X_i e^{-j2\pi k i/N} \quad (5.4)$$

$N$ is the total number of iterations of the time domain solution or the total number of sampling points of the frequency domain solution, $\Delta f = \frac{1}{N\Delta t}$ is the sampling frequency and $\Delta t$ is the time step determined by the TLM model.

TLM simulations require that any time-domain solution be real. Therefore, in order to make $x_k$ compatible with the TLM, $x_k$ must be real. As a result, $X_k$ must satisfy the following conditions [96]:

$$\text{Re} (X_{N-k}) = \text{Re} (X_k) \quad (5.5)$$

$$\text{Im} (X_{N-k}) = -\text{Im} (X_k) \quad (5.6)$$

where $k=1,2,...,(N/2)-1$ when $N$ is even and $k=1,2,...,(N-1)/2$ when $N$ is odd.
Consequently, before computing \( x(k\Delta t) \) from \( X(k\Delta f) \) via (5.4), one should modify \( X(f) \) or \( X(k\Delta f) \) so that (5.5) and (5.6) are fulfilled. As shown in Fig.5.1 and Fig.5.2, the modified \( X(f) \) or \( X(k\Delta f) \) are the same as the original \( X(f) \) or \( X(k\Delta f) \) at least for \( f \leq (\frac{N}{2} - 1) \Delta f \) when \( N \) is even, or \( f \leq \frac{N+1}{2} \Delta f \) when \( N \) is odd. On the other hand, as indicated in [67], the dispersion due to the space and time discretization of TLM networks can be neglected only when the operating frequency \( f \) is below a certain value, say \( f_{\text{max}} \). For example, in 2-D shunt node TLM models, it is customary to select \( \Delta l/\lambda \leq 0.1 \) or \( f \leq f_{\text{max}} = 0.1c/\Delta l \) (\( c \) is the speed of light) as the practically dispersionless frequency range in free space. It means that the TLM solution can only be accurate for \( f \leq f_{\text{max}} \). Thus, \( N \) or \( \Delta f \) should be chosen in such a way that

\[
(\frac{N}{2} - 1) \Delta f \geq f_{\text{max}} \quad \text{when} \ N \ \text{is even} \quad (5.7)
\]

\[
(\frac{N-1}{2} - 1) \Delta f \geq f_{\text{max}} \quad \text{when} \ N \ \text{is odd} \quad (5.8)
\]

This ensures that the frequency at which the discrete spectrum is modified to fulfill conditions (5.5) and (5.6) is beyond the frequency limit up to which the TLM solution is accurate. In addition, one can use a low-pass digital filter in order to reject the unwanted high frequency components of the time-domain sequence \( x_k \) before it can be convolved with the incident sequence. This is simply achieved by doing the convolution of the \( x' \)'s with the non-causal discrete impulse response of the appropriate low-pass filter.

### 5.3 Johns Matrix Generation of a Microwave Network

Consider a M-port network, as shown in Fig.5.3, with its given frequency domain scattering parameters \([S(f)]\). Then, the Johns Matrix can be obtained from (5.3) and (5.4):

\[
G(n, m, k) = \frac{1}{N} \sum_{i=0}^{N-1} S_{nm}(i \Delta f)e^{-jik \Delta f} \quad (5.9)
\]

where \( m, n = 1, 2, ..., M \), \( N \) is the number of iterations, and \( \Delta f = \frac{f}{N\Delta t} \) is the sampling frequency. In addition, according to (5.5) and (5.6), \( S_{nm}(f) \) must be modified so that:

\[
\text{Re} \ S_{nm}((N - i) \Delta f) = \text{Re} \ S_{nm}(i \Delta f) \quad (5.10)
\]
Figure 5.1: The Original and Modified $X(f)$ or $X(k \Delta f)$ when $N$ is odd
Figure 5.2: The Original and Modified $X(f)$ or $X(k \Delta f)$ when N is even
\[ Im \ S_{nn}((N-i) \Delta f) = -Im \ S_{nn}(i \Delta f) \quad (5.11) \]

Finally, the output sequence of \( V^r(n,k) \) at port \( n \) is obtained by convolution of the Johns Matrix, generated via (5.9), with the incident impulse, \( V^i(m,k') \), at every port:

\[ V^r(n,k) = \sum_{m=0}^{M} \sum_{k'=0}^{N} G(n,m,k-k') V^i(m,k') \quad (5.12) \]

Once the Johns matrices of several networks are known, the cascading of the networks in time domain can be performed using Bewley diagram which is described in detail by Hoefer [26].

The method described here saves considerable computation time and memory especially when the frequency-domain scattering parameters of the network at the sampling points can be expressed analytically or obtained by measurements. For instance, the application of TLM to describe electromagnetic field diffusion through a highly conducting sheet with a certain thickness is almost impossible, since the high conductivity requires the use of many nodes exhausting the computer resource. However, if the frequency-domain scattering parameters of highly conducting materials can be determined easily for a given geometry, then the corresponding Johns matrix can be obtained by using the above technique. Moreover, it is worth to mention that the procedure is not restricted to two-dimensional TLM problems. The principle of the method is general and can be easily extended to a variety of electromagnetic problems such as 3D inhomogeneously filled and unbounded structures.

5.4 Numerical Results

5.4.1 Application to wideband absorbing boundaries in waveguides

Due to finite computer resources, the TLM mesh must be limited at some locations where absorbing boundaries, matched loads or arbitrary boundary conditions are inserted in order to simulate the properties of the truncated region. The methods for obtaining TLM wideband absorbing boundaries in waveguides were recently described in a paper by Eswarappa et al., [29]. Two different approaches were employed:

a) modeling of a waveguide termination with gradually increasing loss sections,
b) modeling of a very long uniform waveguide section.
Figure 5.3: A N-Port Microwave Network
In approach a), the absorbing boundary termination is realized by cascading a number of sections of waveguide filled with homogeneous lossy material. The loss tangent is increased in the direction of the propagation such that reflection is minimized over a wide frequency range. For WR28 waveguide, a TLM network of $30 \Delta l \times 180 \Delta l$ was used for simulating the absorbing boundary termination, and less than -32dB return loss was obtained throughout the dominant mode operating band.

In approach b), the absorbing boundary termination is represented by a waveguide section long enough so that reflections from the far end cannot return to the input reference plane before the computation is stopped. A section of $1000 \Delta l$ was used, yielding a Johns Matrix of 2000 time samples. A return loss better than -35 dB for such a single boundary was obtained over the WR28 dominant mode operating band.

By using the method presented here, the TLM absorbing boundary termination or matching load of the waveguide is modeled by a reflecting wall (one port network) with the frequency-domain reflection coefficient $\Gamma(f)$:

$$S_{11} = \Gamma(f) = \frac{Z(f)/\sqrt{\epsilon_r} - \eta_0}{Z(f)/\sqrt{\epsilon_r} + \eta_0}$$  \hspace{1cm} (5.13)

where $Z(f) = \eta_0/\sqrt{\epsilon_r - (f/f_c)^2}$ is the wave impedance of the dominant mode in the waveguide, $f$ is the operating frequency, $f_c$ is the cutoff frequency, $\epsilon_r$ is the relative permittivity of the medium filling the guide, $\eta_0$ is the characteristic admittance of the link line of the TLM network, and the correction factor $\sqrt{\epsilon_r}$ is inherent to the slow-wave property of the 2-D TLM network [67].

Now, the procedure outlined in this paper is applied to the case of a WR28 waveguide. A section of it with $30 \Delta l$ width is terminated at each side by absorbing boundaries (or matched load) for the dominant mode (see Fig.5.4). First, a time-domain sequence is generated by computing the inverse DFT of (5.13), corresponding to both limiting absorbing boundaries. The CPU time required for generating the sequences is only few seconds, which is at least three orders of magnitude below that reported in [29]. Subsequently, a $TE_{10}$ mode field is injected in the TLM mesh with impulse time function, in order to simulate a wide-band excitation. As the TLM-impulses propagate through the TLM network and reach the absorbing boundaries, they are convolved at the boundary nodes with the stored sequences simulating the absorbing boundaries. After a sufficient number of iterations (in
this case 2000), the Fourier transform of the signal is performed at a few nodes (a minimum of two is required), from which the VSWR can be easily and rapidly determined and, therefore, the return loss calculated. Fig.5.5 shows the return loss produced by both terminations over a wide frequency range. One can see that a return loss better than -35dB is achieved over the operating range.

### 5.4.2 Application to highly conductive shields

The method can also be applied to the case of electromagnetic field diffusion through highly conducting materials. A typical application is the evaluation of shield effectiveness of cavities against electromagnetic interferences (EMI). The excitation is most likely a transient function for which a time-domain solution is the most appropriate. The TLM is an ideal tool for that application, except that in order to avoid network space and frequency dispersion, a very large number of nodes is necessary within highly conducting media [67], making the computational effort beyond practical limit.

In order to circumvent this problem, Johns matrix can be used. Unfortunately, for the same reasons just explained, the generation of such a matrix also requires a large amount of CPU time and memory core in most practical cases. However, with the method described here the shielding wall can be replaced by a section of lossy transmission lines inserted into the TLM network as shown in Fig.5.6. It is assumed that adjacent nodes on the conducting surface do not interact, which is a realistic hypothesis if one considers that fields are rapidly attenuated within the shield. The scattering parameters of such lossy lines can be determined easily from a harmonic field analysis or transmission line theory:

\[
S_{11} = \frac{Z_1 - 1}{Z_1 + 1} \tag{5.14}
\]

\[
S_{12} = \frac{1 + \Gamma_2}{1 + \Gamma_2 e^{-\gamma d}} e^{-2\gamma d} (1 + S_{11}) \tag{5.15}
\]

\[
S_{21} = S_{12} \tag{5.16}
\]

\[
S_{22} = S_{11} \tag{5.17}
\]

where \( \gamma = \sqrt{j\omega \mu (\sqrt{2} \sigma + 2j \omega \epsilon)} \), \( Z_c = (2 \epsilon + \frac{\sigma}{\omega \mu})^{-\frac{1}{2}} \), \( Z_1 = Z_c \frac{1 + Z_c \tan(\gamma d)}{Z_c + \tan(\gamma d)} \), \( \Gamma_2 = \frac{1 - Z_c}{1 + Z_c} \), \( \omega \) =
Figure 5.4: Geometry of the Rectangular Waveguide with the 2D Simulation
Figure 5.5: Return Loss in the Waveguide with Both Ends Terminated with Absorbing Terminations
2\pi f, \epsilon = \epsilon_r \epsilon_0, f is the frequency, \epsilon_0 is the permittivity of the vacuum, \epsilon_r, \mu, \sigma and d are the relative permittivity, permeability and thickness of the conducting shield, respectively. And the correction factor 2 is inherent to the slow-wave property of the 2-D TLM network [67].

The transient field that impinges on a plane conducting wall is modeled by the following time function:

\[ e^{inc}(t) = A \ e^{-t^2/2t_1^2} \]  \hspace{1cm} (5.18)

where A is the value of \( e^{inc}(0) \), t is the time and \( t_1 \) is a measure of the pulse width. A plane wave with the above time dependence was incident onto the conducting wall (see Fig.5.7). The time-function of 1000 iterations was observed at a node located behind the wall. The signal is shown in Fig.5.8 and compared with an analytical approach whose time-domain solution is found by the numerical inverse Fourier Transform calculation [97]. A good agreement between two methods can be observed.

5.5 Conclusion

A novel procedure based on time-frequency transformation for interfacing TLM algorithm with frequency-domain solutions is presented. It uses the a priori knowledge of the frequency behavior of the parameters such as reflection coefficients, network parameters or impedances which are known in many practical situations. The relationship between the frequency-domain parameters and the corresponding Johns Matrix of the network based on a DFT was presented in details. An example pertaining to modeling of the absorbing waveguide termination shows the excellent return loss level obtained with this method. Also the field penetration through highly conductive sheet demonstrates the efficiency of the approach that allows the TLM to be used for problems involving highly conducting media. It is important to mention that the procedure for finding the Johns matrix pertaining to such a problem is with CPU time orders of magnitude below the one required for the other methods. Finally, the method is not restricted to two-dimensional problems and can be extended to 3D and more general geometry cases without great difficulties.
Figure 5.6: A TLM Network incorporating with a Highly Conductive Sheet 
($d <\ll \Delta l$)
Figure 5.7: An Infinite Conducting Sheet with Thickness d and Conductivity $\sigma$
Irradiated by a Plane Wave
Figure 5.8: Comparison of the TLM Results (solid line) and the Solutions of Inverse Fourier Transformation (dash line) for the E-field Transmitted through the Conducting Sheet
Chapter 6

Conclusion

The equivalence between the Transmission Line Matrix (TLM) method and the Finite-Difference Time-Domain (FD-TD) approach has been explored. It provides the theoretical basis for mathematically understanding the TLM algorithm, and the systematic ways for developing boundary conditions. As a result, the conventional boundary conditions has been verified theoretically and a new boundary conditions has been formulated. In addition, the conversion of the TLM solutions has been presented.

Absorbing boundary conditions and the connecting boundary conditions play an important role in applying the TLM method to scattering, radiation and open structure problems. Based on the techniques employed in the present FD-TD scheme, the formulations of absorbing and connecting conditions for the TLM simulations have been developed, and validations of these conditions have been obtained. This makes the TLM method applicable to deal with more realistic problems, extensively broadening the application spectrum of the TLM approach.

A new procedure for interfacing the TLM method with the frequency-domain solutions has been presented. It reveals the relationship between the TLM method and the frequency-domain solutions. By employing this relation, the memory and CPU time requirement can be significantly reduced for certain practical problems.

In conclusions, the work presented in thesis has broadened the knowledge and applications of the TLM method. However, it has been found that throughout the simulations done for this thesis, CPU time and memory required to model realistic electromagnetic structures have been very intensive, especially when it comes to model 3D structures. Therefore, to the author's knowledge, the future research efforts should still concentrate on the ways to reduce the computation expenditure significantly and to adopt new compu-
tation techniques into the TLM simulation with the recent development of more powerful high-speed computers.
Appendix A

The General Formulations of the New FD-TD Method

Consider a 3D cell with the side widths of $\delta x$, $\delta y$ and $\delta z$ as shown in Fig. A.1. At the center of the 3D cell, all the six field components are defined while on the boundary surfaces of the 3D cell, only the tangential field components are defined. Assume that $\delta t = c_0 \delta t$, where $c_0$ is equal to either $1/\sqrt{\mu_0 \varepsilon_0}$ or $2/\sqrt{\mu \varepsilon}$ ($\varepsilon = 2 \varepsilon_0 \varepsilon_r$, $\mu = 2 \mu_0 \mu_r$, $\varepsilon_0$ and $\mu_0$ are the permittivity and permeability of the vacuum medium) and $\delta t$ is the time step of the FD-TD model.

Then, by finite-differenceing Maxwell's equations, one can obtain the following equations to update the six field components at the center of the cell:

\[
-\mu \frac{n+1}{n} H_x(i_x, i_y, i_z) - n H_x(i_x, i_y, i_z) = \frac{\delta t}{n+\frac{1}{2}} E_z(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} E_z(i_x, i_y - \frac{1}{2}, i_z) - n+\frac{1}{2} E_y(i_x, i_y, i_z) - \frac{1}{2})
\]

\[
-\mu \frac{n+1}{n} H_y(i_x, i_y, i_z) - n H_y(i_x, i_y, i_z) = \frac{\delta t}{n+\frac{1}{2}} E_x(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} E_x(i_x, i_y - \frac{1}{2}, i_z) - n+\frac{1}{2} E_z(i_x + \frac{1}{2}, i_y, i_z) - n+\frac{1}{2} E_z(i_x - \frac{1}{2}, i_y, i_z)
\]

\[
-\mu \frac{n+1}{n} H_z(i_x, i_y, i_z) - n H_z(i_x, i_y, i_z) = \frac{\delta t}{n+\frac{1}{2}} E_y(i_x + \frac{1}{2}, i_y, i_z) - n+\frac{1}{2} E_y(i_x - \frac{1}{2}, i_y, i_z) - n+\frac{1}{2} E_x(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2} E_x(i_x, i_y - \frac{1}{2}, i_z)
\]
Figure A.1: The Grid Position about a 3D Cell of the FD-TD formulation
\[
\begin{align*}
\varepsilon_{n+1} E_x(i_x, i_y, i_z) &= -n E_x(i_x, i_y, i_z) + \sigma_{n+1} E_x(i_x, i_y, i_z) + n E_x(i_x, i_y, i_z) \\
&= \frac{\delta t}{n + \frac{1}{2} H_z(i_x, i_y, i_z + \frac{1}{2}, i_z)} - \frac{\delta t}{n + \frac{1}{2} H_z(i_x, i_y, i_z - \frac{1}{2}, i_z)} \\
&= \frac{n + \frac{1}{2} H_y(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_y(i_x, i_y, i_z - \frac{1}{2})}{\delta y} \\
&= \frac{n + \frac{1}{2} H_z(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_z(i_x, i_y, i_z - \frac{1}{2})}{\delta z} \\
&= \frac{n + \frac{1}{2} H_z(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_z(i_x, i_y, i_z - \frac{1}{2})}{\delta x}
\end{align*}
\]
(A.4)

\[
\begin{align*}
\varepsilon_{n+1} E_y(i_x, i_y, i_z) &= -n E_y(i_x, i_y, i_z) + \sigma_{n+1} E_y(i_x, i_y, i_z) + n E_y(i_x, i_y, i_z) \\
&= \frac{\delta t}{n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}, i_z)} - \frac{\delta t}{n + \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2}, i_z)} \\
&= \frac{n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2})}{\delta y} \\
&= \frac{n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2})}{\delta z} \\
&= \frac{n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2})}{\delta x}
\end{align*}
\]
(A.5)

\[
\begin{align*}
\varepsilon_{n+1} E_z(i_x, i_y, i_z) &= -n E_z(i_x, i_y, i_z) + \sigma_{n+1} E_z(i_x, i_y, i_z) + n E_z(i_x, i_y, i_z) \\
&= \frac{\delta t}{n + \frac{1}{2} H_y(i_x, i_y, i_z + \frac{1}{2})} - \frac{\delta t}{n + \frac{1}{2} H_y(i_x, i_y, i_z - \frac{1}{2})} \\
&= \frac{n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2})}{\delta y} \\
&= \frac{n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2})}{\delta z} \\
&= \frac{n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}) - n + \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2})}{\delta x}
\end{align*}
\]
(A.6)

where \( \sigma \) is the conductivity of the medium being modeled.

By taking the space and time averaging processes similar to those described in Chapter 2, one can obtain the following equations to update the field components on the surfaces of the 3D cell:

\[
\begin{align*}
n E_x(i_x, i_y, i_z) &= Z_0 n H_z(i_x, i_y, i_z) \\
&= \frac{1}{2} \frac{\delta t}{\delta y} [n + \frac{1}{2} E_x(i_x, i_y, i_z + \frac{1}{2}, i_z) - Z_0 n + \frac{1}{2} H_z(i_x, i_y, i_z + \frac{1}{2}, i_z) \\
&+ n - \frac{1}{2} E_x(i_x, i_y, i_z - \frac{1}{2}, i_z) - Z_0 n - \frac{1}{2} H_z(i_x, i_y, i_z - \frac{1}{2}, i_z)]
\end{align*}
\]
(A.7)

\[
\begin{align*}
n E_x(i_x, i_y + 1, i_z) &= Z_0 n H_z(i_x, i_y + 1, i_z) \\
&= \frac{1}{2} \frac{\delta t}{\delta y} [n + \frac{1}{2} E_x(i_x, i_y + 1, i_z + \frac{1}{2}, i_z) - Z_0 n + \frac{1}{2} H_z(i_x, i_y + 1, i_z + \frac{1}{2}, i_z) \\
&+ n - \frac{1}{2} E_x(i_x, i_y + 1, i_z - \frac{1}{2}, i_z) - Z_0 n - \frac{1}{2} H_z(i_x, i_y + 1, i_z - \frac{1}{2}, i_z)]
\end{align*}
\]
(A.8)

\[
\begin{align*}
n E_x(i_x, i_y, i_z) &= Z_0 n H_x(i_x, i_y, i_z) \\
&= \frac{1}{2} \frac{\delta t}{\delta y} [n + \frac{1}{2} E_x(i_x, i_y, i_z + \frac{1}{2}, i_z) - Z_0 n + \frac{1}{2} H_x(i_x, i_y, i_z + \frac{1}{2}, i_z) \\
&+ n - \frac{1}{2} E_x(i_x, i_y, i_z - \frac{1}{2}, i_z) - Z_0 n - \frac{1}{2} H_x(i_x, i_y, i_z - \frac{1}{2}, i_z)]
\end{align*}
\]
(A.9)
\[ nE_z(i_x, i_y + 1, i_z) - Z_o \cdot nH_x(i_x, i_y + 1, i_z) = \]
\[ \frac{1}{2} \delta y [n_{+\frac{1}{2}} E_z(i_x, i_y + \frac{1}{2}, i_z) - Z_o \cdot n_{+\frac{1}{2}} H_x(i_x, i_y + \frac{1}{2}, i_z) + n_{-\frac{1}{2}} E_z(i_x, i_y + \frac{3}{2}, i_z) - Z_o \cdot n_{-\frac{1}{2}} H_x(i_x, i_y + \frac{3}{2}, i_z)] \]  \hspace{1cm} (A.10)

\[ nE_y(i_x, i_y, i_z) - Z_o \cdot nH_x(i_x, i_y, i_z) = \]
\[ \frac{1}{2} \delta z [n_{+\frac{1}{2}} E_y(i_x, i_y, i_z + \frac{1}{2}) - Z_o \cdot n_{+\frac{1}{2}} H_x(i_x, i_y, i_z + \frac{1}{2}) + n_{-\frac{1}{2}} E_y(i_x, i_y, i_z - \frac{1}{2}) - Z_o \cdot n_{-\frac{1}{2}} H_x(i_x, i_y, i_z - \frac{1}{2})] \]  \hspace{1cm} (A.11)

\[ nE_x(i_x, i_y, i_z + 1) + Z_o \cdot nH_y(i_x, i_y, i_z) = \]
\[ \frac{1}{2} \delta y [n_{+\frac{1}{2}} E_x(i_x, i_y, i_z + \frac{1}{2}) + Z_o \cdot n_{+\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{1}{2}) + n_{-\frac{1}{2}} E_x(i_x, i_y, i_z + \frac{3}{2}) + Z_o \cdot n_{-\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{3}{2})] \]  \hspace{1cm} (A.12)

\[ nE_x(i_x, i_y, i_z) + Z_o \cdot nH_y(i_x, i_y, i_z) = \]
\[ \frac{1}{2} \delta z [n_{+\frac{1}{2}} E_x(i_x, i_y, i_z + \frac{1}{2}) + Z_o \cdot n_{+\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{1}{2}) + n_{-\frac{1}{2}} E_x(i_x, i_y, i_z - \frac{1}{2}) + Z_o \cdot n_{-\frac{1}{2}} H_y(i_x, i_y, i_z - \frac{1}{2})] \]  \hspace{1cm} (A.13)

\[ nE_x(i_x, i_y, i_z + 1) - Z_o \cdot nH_y(i_x, i_y, i_z + 1) = \]
\[ \frac{1}{2} \delta y [n_{+\frac{1}{2}} E_x(i_x, i_y, i_z + \frac{1}{2}) - Z_o \cdot n_{+\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{1}{2}) + n_{-\frac{1}{2}} E_x(i_x, i_y, i_z + \frac{3}{2}) - Z_o \cdot n_{-\frac{1}{2}} H_y(i_x, i_y, i_z + \frac{3}{2})] \]  \hspace{1cm} (A.14)

\[ nE_z(i_x, i_y, i_z) - Z_o \cdot nH_y(i_x, i_y, i_z) = \]
\[ \frac{1}{2} \delta z [n_{+\frac{1}{2}} E_z(i_x + \frac{1}{2}, i_y, i_z) - Z_o \cdot n_{+\frac{1}{2}} H_y(i_x + \frac{1}{2}, i_y, i_z) + n_{-\frac{1}{2}} E_z(i_x - \frac{1}{2}, i_y, i_z) - Z_o \cdot n_{-\frac{1}{2}} H_y(i_x - \frac{1}{2}, i_y, i_z)] \]  \hspace{1cm} (A.15)
\( n \frac{\partial}{\partial x} \left[ n^{\frac{1}{2}} E_x(i_x + \frac{1}{2}, i_y, i_z) + Z_o n^{\frac{1}{2}} H_y(i_x + \frac{1}{2}, i_y, i_z) \right] + n \frac{\partial}{\partial y} \left[ n^{\frac{1}{2}} E_y(i_x, i_y + \frac{1}{2}, i_z) + Z_o n^{\frac{1}{2}} H_z(i_x, i_y + \frac{1}{2}, i_z) \right] + n \frac{\partial}{\partial z} \left[ n^{\frac{1}{2}} E_z(i_x, i_y, i_z + \frac{1}{2}) + Z_o n^{\frac{1}{2}} H_x(i_x, i_y, i_z + \frac{1}{2}) \right] = \) (A.16)

\( n \frac{\partial}{\partial x} \left[ n^{\frac{1}{2}} E_x(i_x, i_y, i_z) + Z_o n^{\frac{1}{2}} H_z(i_x, i_y, i_z) \right] = \)
\( \frac{1}{2} \frac{\partial}{\partial x} \left[ n^{\frac{1}{2}} E_y(i_x + \frac{1}{2}, i_y, i_z) + Z_o n^{\frac{1}{2}} H_z(i_x + \frac{1}{2}, i_y, i_z) \right] + n \frac{\partial}{\partial y} \left[ n^{\frac{1}{2}} E_y(i_x, i_y + \frac{1}{2}, i_z) + Z_o n^{\frac{1}{2}} H_z(i_x, i_y + \frac{1}{2}, i_z) \right] + n \frac{\partial}{\partial z} \left[ n^{\frac{1}{2}} E_z(i_x, i_y, i_z + \frac{1}{2}) + Z_o n^{\frac{1}{2}} H_x(i_x, i_y, i_z + \frac{1}{2}) \right] = \) (A.17)

\( n \frac{\partial}{\partial x} \left[ n^{\frac{1}{2}} E_y(i_x + 1, i_y, i_z) - Z_o n^{\frac{1}{2}} H_y(i_x + 1, i_y, i_z) \right] = \)
\( \frac{1}{2} \frac{\partial}{\partial x} \left[ n^{\frac{1}{2}} E_y(i_x + \frac{1}{2}, i_y, i_z) - Z_o n^{\frac{1}{2}} H_y(i_x + \frac{1}{2}, i_y, i_z) \right] + n \frac{\partial}{\partial y} \left[ n^{\frac{1}{2}} E_y(i_x + 1, i_y, i_z) - Z_o n^{\frac{1}{2}} H_y(i_x + 1, i_y, i_z) \right] + n \frac{\partial}{\partial z} \left[ n^{\frac{1}{2}} E_z(i_x + \frac{3}{2}, i_y, i_z) - Z_o n^{\frac{1}{2}} H_x(i_x + \frac{3}{2}, i_y, i_z) \right] = \) (A.18)

where \( Z_o = \sqrt{\frac{\mu_0}{\varepsilon_0}} \) if \( c_0 \) is chosen to equal to \( 1/\sqrt{\mu_0 \varepsilon_0} \), or, \( Z_o = \sqrt{\frac{\varepsilon}{\mu}} \) if \( c_0 \) is chosen to be equal to \( 2/\sqrt{\mu \varepsilon} \). It is recommended that \( Z_o = \sqrt{\frac{\mu_0}{\varepsilon_0}} \) and \( c_0 = 1/\sqrt{\mu_0 \varepsilon_0} \) be chosen since (A.7) to (A.18) would be independent of the medium permeability and permittivity.

(A.1) to (A.18) form a recursive numerical algorithm for the new FD-TD method which is equivalent to the 3D TLM symmetrical condensed node model.
Appendix B

Derivation of Voltage and Current Relations in the 2D TLM Shunt Node Model

Taking the same notation as in Chapter 2 and referring to Fig.2.6, one can note that 
\[ n + \frac{1}{2} V_2^{i}(i_x, i_z - \frac{1}{2}) \] arrives at the node \((i_x, i_z)\) at time \((n + 1)\Delta t\) and is denoted as \(n + 1 V_2^{i}(i_x, i_z)\), 
and \(n V_2^{r}(i_x, i_z)\) arrives at the mid-point \((i_x, i_z - \frac{1}{2})\) at time \((n + \frac{1}{2})\Delta t\) and is denoted as 
\[ n + \frac{1}{2} V_2^{r}(i_x, i_z - \frac{1}{2}) \], that is: 
\[ n + \frac{1}{2} V_2^{i}(i_x, i_z - \frac{1}{2}) = n + 1 V_2^{i}(i_x, i_z) \] and 
\[ n + \frac{1}{2} V_2^{r}(i_x, i_z - \frac{1}{2}) = n V_2^{r}(i_x, i_z) \].

For this reason, one has:

\[
\begin{align*}
n + \frac{1}{2} V_v(i_x, i_z - \frac{1}{2}) &= n + 1 V_2^{i}(i_x, i_z) + n V_2^{r}(i_x, i_z) \\
n + \frac{1}{2} I_z(i_x, i_z - \frac{1}{2}) &= [n + 1 V_2^{i}(i_x, i_z) - n V_2^{r}(i_x, i_z)]/Z_0
\end{align*}
\] (B.1) (B.2)

\[
\begin{align*}
n + \frac{1}{2} V_v(i_x + \frac{1}{2}, i_z) &= n + \frac{1}{2} V_3^{i}(i_x + \frac{1}{2}, i_z) + n + \frac{1}{2} V_3^{r}(i_x + \frac{1}{2}, i_z) \\
&= n + 1 V_3^{i}(i_x, i_z) + n V_3^{r}(i_x, i_z)
\end{align*}
\] (B.3)

\[
\begin{align*}
n + \frac{1}{2} V_v(i_x - \frac{1}{2}, i_z) &= n + \frac{1}{2} V_4^{i}(i_x - \frac{1}{2}, i_z) + n + \frac{1}{2} V_4^{r}(i_x - \frac{1}{2}, i_z) \\
&= n + 1 V_4^{i}(i_x, i_z) + n V_4^{r}(i_x, i_z)
\end{align*}
\] (B.4)

\[
\begin{align*}
n + \frac{1}{2} V_v(i_x, i_z + \frac{1}{2}) &= n + \frac{1}{2} V_4^{i}(i_x, i_z + \frac{1}{2}) + n + \frac{1}{2} V_4^{r}(i_x, i_z + \frac{1}{2}) \\
&= n + 1 V_4^{i}(i_x, i_z) + n V_4^{r}(i_x, i_z)
\end{align*}
\] (B.5)
\[ n+\frac{1}{2} Y_{y}(i_x, i_z - \frac{1}{2}) = n+\frac{1}{2} V_2^i(i_x, i_z - \frac{1}{2}) + n+\frac{1}{2} V_2^{r}(i_x, i_z - \frac{1}{2}) \]
\[ = n+1 V_2^i(i_x, i_z) + n V_2^{r}(i_x, i_z) \] (B.6)

\[ n+\frac{1}{2} I_x(i_x - \frac{1}{2}, i_z) = [n+\frac{1}{2} V_3^i(i_x - \frac{1}{2}, i_z) - n+\frac{1}{2} V_3^{r}(i_x - \frac{1}{2}, i_z)]/Z_0 \]
\[ = [n+1 V_3^i(i_x, i_z) - n V_3^{r}(i_x, i_z)]/Z_0 \] (B.7)

\[ n+\frac{1}{2} I_2(i_x, i_z + \frac{1}{2}) = [n+\frac{1}{2} V_3^i(i_x, i_z + \frac{1}{2}) - n+\frac{1}{2} V_3^{r}(i_x, i_z + \frac{1}{2})]/Z_0 \]
\[ = [n V_3^i(i_x, i_z) - n+1 V_3^{r}(i_x, i_z)]/Z_0 \] (B.8)

\[ n+\frac{1}{2} I_2(i_x, i_z - \frac{1}{2}) = [n+\frac{1}{2} V_2^i(i_x, i_z - \frac{1}{2}) - n+\frac{1}{2} V_2^{r}(i_x, i_z - \frac{1}{2})]/Z_0 \]
\[ = [n+1 V_2^i(i_x, i_z) - n V_2^{r}(i_x, i_z)]/Z_0 \] (B.9)

\[ n V_y(i_x, i_z) = \frac{1}{2} (n V_1^i(i_x, i_z) + n V_2^i(i_x, i_z) + n V_3^i(i_x, i_z) + n V_4^i(i_x, i_z)) \]

\[ n I_x(i_x, i_z) = (n V_4^i(i_x, i_z) - n V_2^i(i_x, i_z))/Z_0 \] (B.10)

\[ n I_x(i_x, i_z) = (n V_3^i(i_x, i_z) - n V_1^i(i_x, i_z))/Z_0 \] (B.11)

\[ n I_x(i_x, i_z) = (n V_2^i(i_x, i_z) - n V_1^i(i_x, i_z))/Z_0 \] (B.12)

In addition, the TLM impulse scattering process is defined as follows[67]:

\[ n V^{r}(i_x, i_z) = [S] n V^i(i_x, i_z) \] (B.13)

Recalling that \( Z_0 = \sqrt{\varepsilon} \) and \( \frac{\Delta l}{\Delta t} = \frac{1}{\sqrt{LC}} \), one can easily shows from the above relations that

\[ -L \frac{n+1 I_x(i_x, i_z) - n I_x(i_x, i_z)}{\Delta t} = \frac{n+\frac{1}{2} V_y(i_x + \frac{1}{2}, i_z) - n+\frac{1}{2} V_y(i_x - \frac{1}{2}, i_z)}{\Delta l} \] (B.14)
\[- \frac{L_n I_z(i_x, i_z) - n I_z(i_x, i_z)}{\Delta t} = \frac{n+\frac{1}{2}}{\Delta l} \frac{V_y(i_x, i_z + \frac{1}{2}) - n+\frac{1}{2}}{\Delta l} \frac{V_y(i_x, i_z - \frac{1}{2})}{\Delta l} \]  

(B.15)

\[2 C n I_z(i_x, i_z) - n V_y(i_x, i_z) = \]
\[\frac{n+\frac{1}{2}}{\Delta l} \frac{I_z(i_x, i_z + \frac{1}{2}) - n+\frac{1}{2}}{\Delta l} \frac{I_z(i_x, i_z - \frac{1}{2})}{\Delta l} - n+\frac{1}{2} \frac{I_z(i_x + \frac{1}{2}, i_z) - n+\frac{1}{2}}{\Delta l} \frac{I_z(i_x - \frac{1}{2}, i_z)}{\Delta l} \]  

(B.16)

\[n V_y(i_x, i_z) + Z_0 \ n I_z(i_x, i_z) = \]
\[\frac{[n+\frac{1}{2} V_y(i_x, i_z + \frac{1}{2}) - Z_0 \ n + \frac{1}{2} I_z(i_x, i_z + \frac{1}{2})] + [n-\frac{1}{2} V_y(i_x, i_z - \frac{1}{2}) + Z_0 \ n - \frac{1}{2} I_z(i_x, i_z - \frac{1}{2})]}{2} \]  

(B.18)

\[n V_y(i_x, i_z + 1) - Z_0 \ n I_z(i_x, i_z + 1) = \]
\[\frac{[n+\frac{1}{2} V_y(i_x, i_z + \frac{1}{2}) - Z_0 \ n + \frac{1}{2} I_z(i_x, i_z + \frac{1}{2})] + [n-\frac{1}{2} V_y(i_x, i_z + \frac{3}{2}) + Z_0 \ n - \frac{1}{2} I_z(i_x, i_z + \frac{3}{2})]}{2} \]  

(B.19)

\[n V_y(i_x, i_z) + Z_0 \ n I_x(i_x, i_z) = \]
\[\frac{[n+\frac{1}{2} V_y(i_x + \frac{1}{2}, i_z) + Z_0 \ n + \frac{1}{2} I_x(i_x + \frac{1}{2}, i_z)] + [n-\frac{1}{2} V_y(i_x - \frac{1}{2}, i_z) + Z_0 \ n - \frac{1}{2} I_x(i_x - \frac{1}{2}, i_z)]}{2} \]  

(B.20)

\[n V_y(i_x + 1, i_z) - Z_0 \ n I_x(i_x + 1, i_z) = \]
\[\frac{[n+\frac{1}{2} V_y(i_x + \frac{1}{2}, i_z) - Z_0 \ n + \frac{1}{2} I_x(i_x + \frac{1}{2}, i_z)] + [n-\frac{1}{2} V_y(i_x + \frac{3}{2}, i_z) - Z_0 \ n - \frac{1}{2} I_x(i_x + \frac{3}{2}, i_z)]}{2} \]  

(B.21)

From above, one can have:
\[ n_{\frac{1}{2}} V_{y}(i_{x}, i_{z}) + \frac{1}{2} = \]
\[ n V_{y}(i_{x}, i_{z}) + Z_{o} n I_{z}(i_{x}, i_{z}) + n V_{y}(i_{x}, i_{z} + 1) - Z_{o} n I_{z}(i_{x}, i_{z} + 1) - \frac{1}{2} \left[ n_{n-\frac{1}{2}} V_{y}(i_{x}, i_{z} - \frac{1}{2}) + Z_{o} n_{-\frac{1}{2}} I_{z}(i_{x}, i_{z} - \frac{1}{2}) \right] + n_{-\frac{1}{2}} V_{y}(i_{x}, i_{z} + \frac{3}{2}) - Z_{o} n_{-\frac{1}{2}} I_{z}(i_{x}, i_{z} + \frac{3}{2}) \]  \quad (B.22)

\[ -Z_{o} n_{n+\frac{1}{2}} I_{z}(i_{x}, i_{z}) + \frac{1}{2} = \]
\[ [-n V_{y}(i_{x}, i_{z}) - Z_{o} n I_{z}(i_{x}, i_{z}) + n V_{y}(i_{x}, i_{z} + 1) - Z_{o} n I_{z}(i_{x}, i_{z} + 1)] - \frac{1}{2} \left[ n_{-n-\frac{1}{2}} V_{y}(i_{x}, i_{z} - \frac{1}{2}) - Z_{o} n_{-n-\frac{1}{2}} I_{z}(i_{x}, i_{z} - \frac{1}{2}) \right] + n_{-\frac{1}{2}} V_{y}(i_{x}, i_{z} + \frac{3}{2}) - Z_{o} n_{-\frac{1}{2}} I_{z}(i_{x}, i_{z} + \frac{3}{2}) \]  \quad (B.23)

\[ n_{\frac{1}{2}} V_{y}(i_{x} + \frac{1}{2}, i_{z}) = \]
\[ n V_{y}(i_{x}, i_{z}) + Z_{o} n I_{z}(i_{x}, i_{z}) + n V_{y}(i_{x} + 1, i_{z}) - Z_{o} n I_{z}(i_{x} + 1, i_{z}) - \frac{1}{2} \left[ n_{n-\frac{1}{2}} V_{y}(i_{x} - \frac{1}{2}, i_{z}) + Z_{o} n_{-\frac{1}{2}} I_{z}(i_{x} - \frac{1}{2}, i_{z}) \right] + n_{-\frac{1}{2}} V_{y}(i_{x} + \frac{3}{2}, i_{z}) - Z_{o} n_{-\frac{1}{2}} I_{z}(i_{x} + \frac{3}{2}, i_{z}) \]  \quad (B.24)

\[ Z_{o} n_{n+\frac{1}{2}} I_{x}(i_{z} + \frac{1}{2}, i_{z}) = \]
\[ [n V_{y}(i_{x}, i_{z}) + Z_{o} n I_{z}(i_{x}, i_{z}) - n V_{y}(i_{x} + 1, i_{z}) + Z_{o} n I_{z}(i_{x} + 1, i_{z})] - \frac{1}{2} \left[ n_{n-\frac{1}{2}} V_{y}(i_{x} - \frac{1}{2}, i_{z}) + Z_{o} n_{-\frac{1}{2}} I_{x}(i_{x} - \frac{1}{2}, i_{z}) \right] - n_{-\frac{1}{2}} V_{y}(i_{x} + \frac{3}{2}, i_{z}) + Z_{o} n_{-\frac{1}{2}} I_{x}(i_{x} + \frac{3}{2}, i_{z}) \]  \quad (B.25)
Appendix C

Derivation of the Voltage and Current Relations in the 3D TLM Symmetrical Condensed Node Model

Again, similar to the 2D case (Appendix B), referred to Fig.2.7. $n+\frac{1}{2}V^i_{1}(i_x, i_y, i_z)$ arrives at the node $(i_x, i_y, i_z)$ at time $(n+1)\Delta t$ and is denoted as $n+1V^i_{1}(i_x, i_y, i_z)$, and $nV^r_{1}(i_x, i_y, i_z)$ arrives at the mid-point $(i_x, i_y - \frac{1}{2}, i_z)$ at time $(n+\frac{1}{2})\Delta t$ and is denoted as $n+\frac{1}{2}V^r_{1}(i_x, i_y - \frac{1}{2}, i_z)$, that is: $n+\frac{1}{2}V^i_{1}(i_x, i_y - \frac{1}{2}, i_z) = n+1V^i_{1}(i_x, i_y, i_z)$, and $n+\frac{1}{2}V^r_{1}(i_x, i_y - \frac{1}{2}, i_z) = nV^r_{1}(i_x, i_y, i_z)$. Thus,

\begin{align}
    n+\frac{1}{2}V_{x1}(i_x, i_y - \frac{1}{2}, i_z) & = n+1V^i_{1}(i_x, i_y, i_z) + nV^r_{1}(i_x, i_y, i_z) \tag{C.1} \\
    n+\frac{1}{2}f_{y1}(i_x, i_y - \frac{1}{2}, i_z) & = [n+1V^i_{1}(i_x, i_y, i_z) - nV^r_{1}(i_x, i_y, i_z)]/Z_0 \tag{C.2}
\end{align}

Consequently, one has:

\begin{align}
    n+\frac{1}{2}V_{x12}(i_x, i_y, i_z) & = n+\frac{1}{2}V^r_{12}(i_x, i_y + \frac{1}{2}, i_z) + n+\frac{1}{2}V^i_{12}(i_x, i_y + \frac{1}{2}, i_z) \\
    & = nV^r_{12}(i_x, i_y, i_z) + n+1V^i_{12}(i_x, i_y, i_z) \tag{C.3} \\
    n+\frac{1}{2}f_{y12}(i_x, i_y, i_z) & = [n+\frac{1}{2}V^r_{12}(i_x, i_y + \frac{1}{2}, i_z) - n+\frac{1}{2}V^i_{12}(i_x, i_y + \frac{1}{2}, i_z)]/Z_0 \\
    & = [nV^r_{12}(i_x, i_y, i_z) - n+1V^i_{12}(i_x, i_y, i_z)]/Z_0 \tag{C.4}
\end{align}
\[ n_{+ \frac{1}{2}} V_{2}(i_x, i_y - \frac{1}{2}, i_z) = n_{+ \frac{1}{2}} V_1(i_x, i_y - \frac{1}{2}, i_z) + n_{+ \frac{1}{2}} V_1^r(i_x, i_y - \frac{1}{2}, i_z) + V_1^r(i_x, i_y, i_z) \] (C.5)

\[ n_{+ \frac{1}{2}} I_{01}(i_x, i_y, i_z - \frac{1}{2}) = [n_{+ \frac{1}{2}} V_1(i_x, i_y, i_z - \frac{1}{2}) + n_{+ \frac{1}{2}} V_1^r(i_x, i_y, i_z - \frac{1}{2})] / Z_0 \] (C.6)

\[ n_{+ \frac{1}{2}} I_{02}(i_x, i_y, i_z - \frac{1}{2}) = [n_{+ \frac{1}{2}} V_2(i_x, i_y, i_z - \frac{1}{2}) + n_{+ \frac{1}{2}} V_2^r(i_x, i_y, i_z - \frac{1}{2})] / Z_0 \] (C.7)

\[ n_{+ \frac{1}{2}} I_{00}(i_x, i_y, i_z + \frac{1}{2}) = [n_{+ \frac{1}{2}} V_0(i_x, i_y, i_z + \frac{1}{2}) + n_{+ \frac{1}{2}} V_0^r(i_x, i_y, i_z + \frac{1}{2})] / Z_0 \] (C.8)

In the paper presented by Johns [14], scattered voltages are related to the incident voltages through a scattering matrix \( [S] \) at node \((i_x, i_y, i_z)\):

\[ n V^r(i_x, i_y, i_z) = [S] n V^l(i_x, i_y, i_z) \] (C.9)

with

\[
[S] = \frac{1}{2} \begin{bmatrix}
1 & 1 & 1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & 1 \\
1 & 1 & -1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1 & -1 & 1 \\
1 & -1 & 1 & 1 & 1 & -1 \\
-1 & 1 & 1 & 1 & 1 & -1 \\
1 & -1 & 1 & 1 & 1 & -1 \\
-1 & 1 & 1 & 1 & 1 & -1 \\
1 & -1 & 1 & 1 & 1 & -1
\end{bmatrix}
\]

The total voltages and circular currents at the nodes are also related to the incident voltages as follows:
\[ n_{+1} V_x(i_x, i_y, i_z) = \frac{2}{4} \left[ n_{+1} V_1^i(i_x, i_y, i_z) + n_{+1} V_2^i(i_x, i_y, i_z) + n_{+1} V_9^i(i_x, i_y, i_z) + n_{+1} V_{12}^i(i_x, i_y, i_z) \right] \quad (C.10) \]

\[ n V_x(i_x, i_y, i_z) = \frac{2}{4} \left[ n V_1^i(i_x, i_y, i_z) + n V_2^i(i_x, i_y, i_z) + n V_9^i(i_x, i_y, i_z) + n V_{12}^i(i_x, i_y, i_z) \right] \quad (C.11) \]

\[ n I_{xy}(i_x, i_y, i_z) = \frac{1}{2} \left[ n V_1^i(i_x, i_y, i_z) - n V_3^i(i_x, i_y, i_z) + n V_9^i(i_x, i_y, i_z) - n V_{12}^i(i_x, i_y, i_z) \right] / Z_o \quad (C.12) \]

where \( n I_{xy}(i_x, i_y, i_z) \) is the circular current on x-y plane at node \( (i_x, i_y, i_z) \).

Together with \( Z_o = \sqrt{L/C} \), it is not difficult to show from the above equations:

\[
2 C n_{+1} V_x(i_x, i_y, i_z) - n V_x(i_x, i_y, i_z) = \]

\[
\frac{\Delta I}{\Delta t} - \frac{n_{+\frac{1}{2}} I_{y12}(i_x, i_y + \frac{1}{2}, i_z) - n_{+\frac{1}{2}} I_{y1}(i_x, i_y - \frac{1}{2}, i_z)}{\Delta t} \]

\[
- \frac{n_{+\frac{1}{2}} I_{z9}(i_x, i_y, i_z + \frac{1}{2}) - n_{-\frac{1}{2}} I_{z2}(i_x, i_y, i_z - \frac{1}{2})}{\Delta t} \]

\quad (C.13) \]

and

\[
n V_x(i_x, i_y, i_z) + Z_o n I_{xy}(i_x, i_y, i_z) = \]

\[
\frac{2}{\left[ n_{+\frac{1}{2}} V_{12}(i_x, i_y + \frac{1}{2}, i_z) + Z_o n_{+\frac{1}{2}} I_{y12}(i_x, i_y + \frac{1}{2}, i_z) \right] + \left[ n_{-\frac{1}{2}} V_{21}(i_x, i_y - \frac{1}{2}, i_z) + Z_o n_{-\frac{1}{2}} I_{y1}(i_x, i_y + \frac{1}{2}, i_z) \right]} \]

\[
\frac{2}{\left[ n_{-\frac{1}{2}} V_{21}(i_x, i_y - \frac{1}{2}, i_z) + Z_o n_{-\frac{1}{2}} I_{y1}(i_x, i_y + \frac{1}{2}, i_z) \right]} \]

\quad (C.14) \]

\[
n V_x(i_x, i_y + 1, i_z) - Z_o n I_{xy}(i_x, i_y + 1, i_z) = \]

\[
\frac{2}{\left[ n_{+\frac{1}{2}} V_{12}(i_x, i_y + \frac{1}{2}, i_z) - Z_o n_{+\frac{1}{2}} I_{y12}(i_x, i_y + \frac{1}{2}, i_z) \right] + \left[ n_{-\frac{1}{2}} V_{21}(i_x, i_y + \frac{1}{2}, i_z) - Z_o n_{-\frac{1}{2}} I_{y1}(i_x, i_y + \frac{1}{2}, i_z) \right]} \]

\[
\frac{2}{\left[ n_{-\frac{1}{2}} V_{21}(i_x, i_y + \frac{1}{2}, i_z) - Z_o n_{-\frac{1}{2}} I_{y1}(i_x, i_y + \frac{1}{2}, i_z) \right]} \]

\quad (C.15) \]
From above, one can have:

\[ n + \frac{1}{2} V_{xy} (i_x, i_y + \frac{1}{2}, i_z) = \]
\[ n V_x (i_x, i_y, i_z) + Z_0 n J_{xy} (i_x, i_y, i_z) + n V_x (i_x, i_y + 1, i_z) - Z_0 n J_{xy} (i_x, i_y + 1, i_z) - \frac{1}{2} [n - \frac{1}{2} V_{xy} (i_x, i_y - \frac{1}{2}, i_z) + Z_0 n - \frac{1}{2} J_{xy} (i_x, i_y - \frac{1}{2}, i_z)] + n - \frac{1}{2} V_{xy} (i_x, i_y + \frac{3}{2}, i_z) - Z_0 n - \frac{1}{2} J_{xy} (i_x, i_y + \frac{3}{2}, i_z) \]  

(C.16)

\[ -Z_0 n + \frac{1}{2} J_{xy} (i_x, i_y + \frac{1}{2}, i_z) = \]
\[ -n V_x (i_x, i_y, i_z) - Z_0 n J_{xy} (i_x, i_y, i_z) + n V_x (i_x, i_y + 1, i_z) - Z_0 n J_{xy} (i_x, i_y + 1, i_z) - \frac{1}{2} [n - \frac{1}{2} V_{xy} (i_x, i_y - \frac{1}{2}, i_z) + Z_0 n - \frac{1}{2} J_{xy} (i_x, i_y - \frac{1}{2}, i_z)] + n - \frac{1}{2} V_{xy} (i_x, i_y + \frac{3}{2}, i_z) - Z_0 n - \frac{1}{2} J_{xy} (i_x, i_y + \frac{3}{2}, i_z) \]  

(C.17)
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