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Abstract

In this thesis, the bursting phenomenon in echo cancellation of telephone system is investigated. Bursting is characterized as long periods of successful echo attenuation alternating with short periods of wildly oscillating signals. The objective of this thesis is to propose means of modifying the echo cancellation algorithm to ensure bursting does not happen in practical hybrids. Several approaches are proposed first for the simple cases currently discussed in the literature, then for realistic hybrids. The advantages and disadvantages of these solutions are discussed, and extensive computer simulations are provided to illustrate the effectiveness of the proposed approaches for low-order hybrids as well as realistic ones.
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Chapter 1

Introduction

1.1 Use of Echo Cancellers in Telephony

In telephone system, the local link is set up by simply connecting the customer’s telephone set to the central office using a 2-wire bidirectional loop, while the long-distance link uses two separate unidirectional channels for "4-wire" transmission. The typical long-distance telephone link setup is illustrated in Figure 1.1.

![Diagram of a typical long-distance telephone link](image)

Figure 1.1: Simplified version of the typical long-distance telephone link

The use of the separate channels for the two directions of transmission is a necessary characteristic of long-distance transmission links. There are two reasons for this. First, long circuits require amplification, and amplifiers are one-way devices. Second, for reasons of economy, most long-distance calls are multiplexed, i.e., a number of calls use portions of one wide-band transmission channel. Multiplexing requires that signals in the two directions be sent over different slots. Thus, provision of the connection between the
4-wire long-distance receive and transmit lines and the 2-wire local line must be made[6]. A device called “4:2 hybrid” is used to accomplish this work. An ideal hybrid would completely transfer the incoming signal from the 4-wire receive line to the 2-wire subscriber line, and simultaneously move all the outgoing signals from the 2-wire subscriber line to the 4-wire transmit loop. Practically, variations in component characteristics, loop length and impedance cause imperfect separations of the incoming and the outgoing signals at the hybrid. Thus, some energy on the incoming branch leaks into the outgoing branch and returns to the source as an echo. Typically, the hybrid reduces the amplitude of the “leakage” signal by about 10-15 dB relative to the incoming signal. The echoes caused by the leakage on each end of the long-distance circuit may be very apparent to some users even when the echo is as much as 40 dB below the incoming signal if the echo delay is long[3][6].

During the past decades, an echo suppressor was a principal method of controlling echo in telephony [1][2][6]. Fig.1.2 shows the installation of a rudimentary echo suppressor to control echo in a satellite circuit.

![Diagram of echo suppressors in the telephone system]

Figure 1.2: Echo suppressors in the telephone system

The near-end echo suppressor opens the lower transmission path to block the echo when it detects speech energy on the upper path. But this decision to open is overruled if it is decided that the returned signal from the near-end hybrid contains near-end speech along with echo since the near-end speech must be transmitted to the far-end. Thus,
the echo suppressor is naturally incapable of blocking the echo during double talk (both near-end and far-end speakers are talking). Another problem with echo suppressor is that it imparts a choppiness to the speech by the opening and closing of the transmission path. Both of these shortcomings have been found more annoying with the long echo delays of satellite circuits (approximately 540 ms) [13][21]. This has stimulated the development of the adaptive echo canceller (EC).

A model of a long-distance system with adaptive echo cancellation is diagrammed in Figure 1.3.

![Diagram of echo canceller](image)

Figure 1.3: Simplified model of echo cancellers in the telephone system

At a given end of the long-distance line, the incoming signal is applied to both the hybrid and the adaptive filter (AF). The AF forms an estimate of the echo path impulse response and then estimates the echo. This estimated echo will be subtracted from the hybrid output to yield an echo-free received signal. The adaptive solution to the hybrid problem is well established and has been used satisfactorily in a wide variety of situations [12]-[15].

### 1.2 Problem Description

Adaptive echo cancellation has been successfully applied to attenuate echoes in long distance connections. Recently, with the increased ability to process signals cheaply, adaptive echo cancellation is being employed on shorter telephone circuits. Such short
connections will generate a problem of high correlation between $x$ and $v$ (only consider the near-end part) of Fig. 1.3, especially when $v$ is present and $w$ (far-end input) is not. Given this possibility, in common practice, a double-talk detector (DTD) will be used to turn off (or on) adaptation when the ratio of the energy in $v$ to the energy in $x$ rises above (or falls below) a given threshold. However, there is a danger in the aggressive use of the DTD. Noting that the adaptive hybrid operates in a closed loop (with feedback). If an adaptive echo canceller is switched into a circuit with worst case hybrids and before the echo canceller can adapt, double talk is detected and the LMS algorithm is halted. If at this time the closed loop gain exceeds one, the system can become trapped in a sustained "singing" mode until the double talk condition ends and adaptation can resume. To avoid entrapment in a singing mode, DTD should be used conservatively.

If a DTD is not used in the circuit and an EC is implemented on a short line, a new but undesirable phenomenon called "bursting" arises. Figs. 1.4 and 1.5 give the typical time series of an echo signal and one of the coefficients of the adaptive filter of a bursting system. Bursting can be characterized as long periods of good echo attenuation alternating with brief periods of rapid oscillation of signals throughout the system. This phenomenon was first noticed in the Tellab Laboratory Research [33]. They reported on real time tests utilizing a 20-tap adaptive hybrid at the near-end of the line and a nonadaptive hybrid at the far-end, giving 6-dB attenuation around the loop with independent narrowband signal injected at each end. It is observed that after long periods of close match between the output of the adaptive hybrid and the echo path, the system would suddenly begin "bursting". Consequently, the signals degenerated into wild oscillation. These large errors then cause the system to quickly restabilize. When the transmission at the far-end is silent, the bursts appeared more frequently. Bursting was also observed in simulations of a variety of combinations of hybrid/EC setup in [23]-[25] which can be cataloged into two groups: single adaptive hybrid system and double adaptive hybrid system.
Fig. 1.4 Bursting in an echo signal of the adaptive hybrid.

Fig. 1.5 Bursting in one coefficient of the adaptive filter.
For a system with single adaptive hybrid as depicted in Fig.1.6, it is assumed the near-end has an adaptive hybrid and the far-end hybrid is only a single scalar. If a narrow-band signal (disturbance) is injected at the near-end and zero or very small input at the far-end, then bursting is guaranteed to occur. If the input conditions for the near-end and the far-end are exchanged (the normal configuration for training the EC), then echo cancellation is achieved at the frequencies included in the narrow-band signal, but there is no guarantee of the performance at the other frequencies [25]. However, there would not be bursting in the near-end adaptive filter.

![Figure 1.6: Single adaptive hybrid system](image)

For double adaptive hybrid system (Fig.1.3), if a narrow-band signal is applied to one side of the circuits, e.g. near-end, then it is the adaptive hybrid on the near-end which may exhibit bursting, while the far-end hybrid will adapt normally to cancel this narrowband frequency. If the far-end EC exactly matches the far-end hybrid, the feedback path will be opened and bursting will not show up any more. However, this ideal match is unlikely in practical communications channels, so bursting can still happen, although it is likely to have very low magnitudes (depending on the match at the far-end).

It is worth noting that no bursting is observed if white gaussian noise is applied to any of the above situations.

From the above observations, it is clear that the essential driving force behind bursting is attributed to the correlation between the signal the near (far) end is to transmit and the
signal the near(far) end receives from the far(near) end. More specifically, suppose that at the near-end, \( v_{k+1} \) is the dominant component of \( r_{k+1} \). \( r_{k+1} \) is then fed back through the far-end hybrid. If the far-end hybrid is only a scalar(nonadaptive hybrid)as in Fig.1.6, \( x_k \) will be a scaled version of \( r_{k+1} \). Under the condition of no far-end input, this \( x_k \) is definitely highly correlated with \( r_{k+1} \) within the time-window of the AF if the length of delay is short. If the far-end has an adaptive hybrid as in Fig.1.3, this hybrid will work normally and try to cancel the input as the echo. Even in this case, there will still be a correlation between the leaked signal \( x_k \) and \( r_{k+1} \), although \( x_k \) will likely be of very small magnitude. This correlation will lead the "normal" LMS algorithm to assume that the component in the \( r_{k+1} \) which is correlated with \( x_k \) is part of the leaked echo from the hybrid and \( \hat{h}(z) \) will be adjusted to increase its magnitude in an effort to cancel it, which will eventually lead \( \hat{h}(z) \) to drift away from \( h(z) \) thus causing the poles of the overall system to cross to the outside of the unit circle. Simple observation of the error does not allow us to predict the occurrence of bursting ahead of time. However, the coefficients will consistently grow in magnitude to the point where the effective poles of the system become unstable. This will be discussed in more detail later in Chapter 3.

The occurrence of bursting is affected by various parameters including step size of the adaptive algorithm, matching between the filter order and the hybrid response, the quality of echo cancellation at the far-end, and the presence of the far-end signal(for single adaptive hybrid only).

In conclusion, bursting is such a detrimental phenomenon that it has to be avoided. In this thesis, several efficient solutions will be proposed concerning bursting control. Simulation results verifying the performance of these approaches are provided.
1.3 Thesis Organization

This thesis is organized in 5 chapters. In Chapter 2, several published solutions about avoidance of bursting are reviewed and their advantages and disadvantages are discussed. The concentration of Chapter 3 and Chapter 4 is on the work done in this thesis. In Chapter 3, several simple and effective approaches for bursting control such as the combination of monitoring pole positions with the usage of leaky LMS and restricting the dynamic range of the coefficients, etc. are described. However, these approaches are either applicable to low orders or require some knowledge of the hybrid response. In Chapter 4, two approaches based on cross-correlation of the input and the error of EC are proposed and their effectiveness are verified by computer simulations. Finally, conclusions and suggestions for further research are included in Chapter 5.
Chapter 2

Review of Current Methods For Bursting Control

The bursting problem is not unique to telephone systems. It is also observed in adaptive systems such as model reference adaptive control, autoregressive moving average (ARMA) whitener/predictor used in adaptive pulse code modulation (ADPCM)[30], etc. It has been extensively studied in numerous recent papers proposing possible ways to avoid it. In this chapter, current approaches, e.g.: providing the persistent excitation to the input of the EC[28], adding proper leakage to LMS algorithm[30], usage of a new double-talk detector (DTD)[38], and usage of double adaptive filter systems[16][18], etc. are reviewed. The advantages and disadvantages of each method will be summarized. As a general rule, all methods proposed up to the present except the last one studied very simple cases of the first-order adaptive filters with scalar feedback. Bursting was also shown to happen in those “simple” cases. Most methods proposed are for those unrealistic cases and are not generalizable for the practical ones. However, due to the mathematical complexity of the problem, it was not possible to address the general case. The usage of double adaptive filters is the only one applicable to higher orders.
2.1 Persistence of Excitation

In [26], it was shown that regular LMS adaptive algorithm can generate parameter drift when driven by bounded sequences even if there is no feedback loop. For the persistently excited cases, parameter estimates are bounded. In [28], several adaptive problems in which bursting may happen are discussed, and it is concluded that the occurrence of bursting is attributed to a lack of persistence of excitation combined with the presence of disturbances inside a feedback loop. Thus, a sufficient condition for avoidance of bursting is persistency of excitation[28][27]. This solution is also applicable to the adaptive hybrid problem. Here, the excitation is the input to the EC, the input at the near(far) end acts as a disturbance to the algorithm at the near(far) end. Referring to Fig.1.6, when there is only narrow-band signal injected to the near-end, the excitation, $x_k$, to the EC is also narrow-band, i.e. nonpersistent. Combining the disturbance $v_{k+1}$ within the feedback loop, bursting will definitely happen[23][24].

Following the above analysis, it is not hard to conclude that as long as we can provide persistent excitation(roughly frequency richness, e.g., speech or white noise) to the input of the EC, then proper performance of the EC is guaranteed. However, the excitation is not a design parameter. A tone or a whistle or some other narrow-band signals could be injected as near-end input. Thus, this sufficient condition is not practically enforceable. It can be applied by the addition of a signal correlator at the input of the EC. Adaptation is stopped upon the detection of an "unsufficiently persistent" input. However, the complexity of this correlator is significant.

2.2 Application of Leaky LMS

Nowadays, LMS is the most commonly used algorithm in the EC. There are numerous papers discussing its effectiveness [3][7][19][25]. The LMS algorithm[9]-[13] is considered as an approximation to the well known steepest descent(SD) algorithm, using instantaneous
estimate of the input optimization technique driven with a fixed step size. The basic operation of LMS in EC problem is illustrated in Figure 2.1.

![Diagram](image)

Figure 2.1: LMS algorithm used in the echo cancellation problem

The incoming signal at time \( k \), \( x(k) \), is applied to both the AF and the hybrid. The AF forms an estimate \( \hat{y}(k) \) (echo estimate) of the echo path output \( y(k) \). The difference between \( y(k) \) and \( \hat{y}(k) \) is the estimate error \( e(k) \) to be used to adjust the filter parameter \( h_i(k), i = 1, \ldots, N \) (\( N \) represents the number of the coefficients of the AF) so that the echo will be cancelled as best as possible in the least-square sense\cite{4}\cite{5}. LMS reaches an unbiased optimum.

The updated equation for the \( i \)th weight can be expressed as:

\[
\hat{h}_i(k+1) = \hat{h}_i(k) + \mu x(k - i + 1)e(k)
\]  

(2.1)

where \( \mu \) is the step size which determines the convergence speed and the steady state mean square error. To guarantee the convergence of coefficients to optimum, \( \mu \) is bounded by \( 0 < \mu < \frac{2}{\lambda_{\text{max}}} \), where \( \lambda_{\text{max}} \) is the largest eigenvalue of the correlation matrix of the input vector. To guarantee the convergence of the LMS algorithm in the mean square, \( \mu \) should satisfy the condition \( 0 < \mu < \frac{2}{\sum_{i=1}^{N} \lambda_i} \). As \( \lambda_{\text{max}} \leq \sum_{i=1}^{N} \lambda_i \), the first bound imposes a larger upper bound on \( \mu \) than that of the second one. Therefore, the condition of \( 0 < \mu < \frac{2}{\sum_{i=1}^{N} \lambda_i} \) is the necessary and sufficient condition for the overall stability of the LMS algorithm\cite{9}.
The simplicity and the robustness of LMS algorithm make it the predominant learning method used in EC. Leaky LMS algorithm[9][31] is a modified version of the LMS designed to stop parameter growth to excessively large values. It is obtained by minimizing the combination of the mean-squared error(MSE) and the energy in the impulse response of the adaptative filter. In the leaky LMS, the cost function

\[ J(k) = E\{e^2(k)\} + \alpha h^T h \]

is minimized with respect to the tap-weight vector \( h \), where \( \alpha \) is a positive control parameter and \( E\{\} \) is an expectation operator.

The minimization yields the following update for the tap-weight:

\[ \hat{h}_i(k + 1) = (1 - \beta)\hat{h}_i(k) + \mu x(k - i + 1)e(k) \quad (2.2) \]

where \( \beta = \alpha \mu, \, (0 \leq \beta < 1) \) is the leakage factor which controls the leakage rate. \( \beta = 0 \) corresponds to the regular LMS algorithm. Leaky LMS reaches the compromise between the minimum of MSE and the optimum of weights power, so it can be used to prevent weights from drifting to large values which eventually leads to bursting. To guarantee that parameter drift is contained in a suitably small region, \( \beta \) is required to be large. However, leaky LMS results in a biased optimum. The closer \( \beta \) is to 1, the larger the bias. Thus, \( \beta \) has to be chosen small. But if \( \beta \) is too small, there will not be enough leakage to control drift and bursting will occur. Therefore, a compromise is required[29][32]. In [30], a relation between step size \( \mu \), leakage factor \( \beta \) and the size of the disturbances (usually one has a prior estimate of it) is derived so that the boundary separating the estimated parameter space into stable(non-bursting) and unstable(bursting) regions can be obtained. Bifurcation analysis [33]-[37] was used to establish that within the usual range of values of leakage, step size, and disturbances, the system will contain either a stable fixed point or a stable period two orbit. It was shown that when the adaptive system has a stable fixed point, nearby initial conditions will converge to it, no bursting is present. When
the stable period two orbit is present, nearby initial conditions will spiral into it. This is the case when the system bursts. Thus, the main part of [30] is attempting to derive the exact location of the fixed points and establish bifurcation curves along which the EC adaptive problem changes from the bursting to non-bursting behavior.

Considering the complexity of the derivation, the simplest model shown in Figure 2.2 with single parameter adaptive hybrid at the near-end and a nonadaptive scalar at the far-end was analysed. Since bursting is more likely in short loops, only the worst case of one delay is discussed. Cases when the inputs were not persistent excitations are the only ones considered since they are the only cases that could possibly lead to bursting.
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Figure 2.2: Model of single adaptive hybrid system

where \( h \) is the first-order near-end echo-path transfer function, \( \hat{h} \) is its estimate, and \( \alpha \) is echo attenuation factor for far-end echo path. \( v_{k+1} \) is the near-end signal and \( w_{k+1} \) is the far-end signal. In this case, we assume \( w_{k+1} \) to be zero.

The update of parameter \( \hat{h} \) is

\[ \hat{h}_{k+1} = (1 - \beta) \hat{h}_k + \mu x_k r_{k+1} \]  \hspace{1cm} (2.3)

The error sequence is given by

\[ r_{k+1} = h x_k - \hat{h}_k x_k + v_{k+1} \]  \hspace{1cm} (2.4)

Define \( \tilde{h}_k = h - \hat{h}_k \), and rewrite (2.4) as

\[ r_{k+1} = \tilde{h}_k x_k + v_{k+1} \]  \hspace{1cm} (2.5)
Then, substituting (2.5) into (2.3), we have

\[ \tilde{h}_{k+1} = (1 - \beta - \mu x_k^2)\tilde{h}_k - \mu x_k u_{k+1} + \beta h \]  

(2.6)

As \( x_k = \alpha r_{k+1} + w_{k+1} \), with \( w_{k+1} = 0 \), we get

\[ x_{k+1} = \alpha r_{k+1} = \alpha \tilde{h}_k x_k + \alpha u_{k+1}, \]  

(2.7)

Suppose \( u_{k+1} \) is a constant, i.e., \( u_{k+1} = u \), and define \( u = x\sqrt{\mu} \), \( v = -\alpha \tilde{h} \), \( d = \alpha u\sqrt{\mu} \) (also a constant), and \( a = -\alpha h \), then (2.6) and (2.7) of the first iterate map can be rewritten as

\[ u_{k+1} = u_k(1 - \beta - u_k^2) + u_k d + \beta a. \]  

(2.8)

\[ u_{k+1} = -u_k u_k + d \]  

(2.9)

The second iterate map is given by

\[ u_{k+2} = -(u_k(1 - \beta - u_k^2) + u_k d + \beta a)(d - u_k v_k) + d \]

\[ v_{k+2} = (u_k(1 - \beta - u_k^2) + u_k d + \beta a) \]

\[ \times (1 - \beta - (d - u_k v_k)^2 + (d - u_k v_k)d + \beta a) \]

Let \( u = u_{k+2} = u_k, v = v_{k+2} = v_k \), the fixed points of the second iterate map are at

\[ u_1 = \frac{d + \sqrt{d^2 - 4\beta(1 - a)}}{2}, v_1 = 1 \]

\[ u_2 = \frac{d - \sqrt{d^2 - 4\beta(1 - a)}}{2}, v_2 = 1 \]

It is discovered that the curve \( 4\beta(1 - a) = d^2 \), i.e., \( 4\beta(1 + \alpha h) = d^2 \) divides the \((d, \beta)\) region into stable(P1) and unstable(P2) parts shown in Figure 2.3.

Along the curve \( 4\beta(1 + \alpha h) = d^2 \), the fixed points of the first and the second iterate maps coincide at \((u, v) = (d/2, 1)\), and the Jocobian of the first iterate has an eigenvalue at -1. This is an indication that along this curve the system period doubles. Then if
$(d, \beta)$ pair lies in region P1, i.e. $4\beta(1 + \alpha h) \geq d^2$, the system will not burst. Otherwise, bursting will definitely happen.

From the definition we made before, it is clear that $d$ is not exactly the near-end input. As $d = \alpha v \sqrt{\mu}$, the boundary $4\beta(1 + \alpha h) = d^2$ changes to

$$4\beta(1 + \alpha h) = \alpha^2 \mu v^2 \tag{2.10}$$

Figure 2.3: Bifurcation lines in $(d, \beta)$ parameter space

Chapter 3 will provide simulations conducted to verify the accuracy of this boundary. The simulation results show that the derived boundary is quite accurate and suitable leakage factor can be chosen in P1 region to avoid bursting. For dc term combined with small-amplitude sinusoid, a similar boundary can be derived. Therefore, following this approach, we can find the proper leakage factor to prevent bursting for a given first-order system. However, the complexity of the analysis makes it inapplicable for practical orders.

### 2.3 New Double Talk Detector

As explained earlier, bursting results from the high correlation between the "excitation" (input to the near-end EC) and the "disturbance" (near-end signal) when considering the performance of the near-end hybrid. Thus, stopping adaptation based on this correlation would help avoid bursting. In [38], a new test signal which approximately measures this
correlation is proposed for use in the double-talk detector (or near-end speech detector) scheme commonly used to halt updating in the presence of near-end signal.

The basic idea of any Double Talk Detector (DTD) [39][40] is to freeze the parameter adaptation when the ratio of the energy in $v_k$ (near-end input) to the energy in $z_k$ (input to the EC) exceeds a predetermined threshold. A too cautious DTD will frequently interrupt the adaption so that the adaptive filter may be unable to achieve good echo attenuation, while a too bold DTD will allow continuous adaptation even when the near-end signal may result in a large parameter estimation error and possibly bursting. The new DTD in [38] is based on the selection of a proper test signal and an associated threshold so as to detect the presence of high correlation between the near-end and far-end signals rather than just their frequencies.

To be consistent with the notations in [38], the block diagram of the system model is repeated in Figure 2.4 here. The model is still the simple first order case discussed earlier.

![Figure 2.4: Single adaptive hybrid reprinted from [38]](image)

The conventional DTD defines the test signal as

$$T_c = \frac{\text{Average}\{w_k^2\}}{\text{Average}\{r_{k+1}^2\}}$$

Whenever $T_c$ exceeds a predetermined threshold $\Theta$, adaptation is prohibited. But the differences in signal power, carrier frequency, and bandwidth will all affect the selection of the average threshold $\Theta$. Thus, the optimization of threshold $\Theta$ over the set of all
possible inputs is usually accomplished through trial and error in practice. This way is quite inconvenient and it is not guaranteed the threshold can be suitable for all cases.

The proposed DTD is related to the decorrelation degree of \( v_k \) and \( r_{k-n} \), where \( n \) is the delay in the telephone line. The test signal for the new DTD has an easy-to-select threshold. Its main idea will be briefly reviewed here.

The equilibrium of the adaptive parameter of the average system is reached when

\[ \text{Avg}\{s_k r_{k-n}\} = 0 \]  
\[ (2.11) \]

since

\[
\begin{align*}
s_k &= v_k + hr_{k-n} - \hat{h}_{k-1} r_{k-n} \\
&= v_k + \hat{h}_{k-1} r_{k-n}
\end{align*}
\]  
\[ (2.12) \]

Eq. (2.11) changes to

\[ \text{Avg}\{s_k r_{k-n}\} = \text{Avg}\{v_k r_{k-n}\} + \text{Avg}\{\hat{h}_{k-1} r_{k-n}^2\} = 0 \]  
\[ (2.13) \]

Assuming \( \mu \) is very small, when Eq. (2.11) is satisfied, the parameter estimate error is effectively invariant, i.e., \( \hat{h}_{k-1} = \hat{h} \), then (2.11) can be rewritten as:

\[ \text{Avg}\{s_k r_{k-n}\} \approx \text{Avg}\{v_k r_{k-n}\} + \hat{h}\text{Avg}\{r_{k-n}^2\} = 0 \]  
\[ (2.14) \]

The average equilibrium is obtained at:

\[ \hat{h}^* = -\frac{\text{Avg}\{v_k r_{k-n}\}}{\text{Avg}\{r_{k-n}^2\}} \]  
\[ (2.15) \]

If we define the test signal as

\[ T_1 = \frac{|\text{Avg}\{v_k r_{k-n}\}|}{\text{Avg}\{r_{k-n}^2\}} \]

then, we can see that the new test signal \( T_1 \) has the advantage that an appropriate threshold \( \Theta \) for \( T_1 \) can be easily determined from the allowable parameter error \( \epsilon \) for \( |\hat{h}| \).
Given a constant $\epsilon > 0$ such that on the average $|\tilde{h}^*| \leq \epsilon$, then $T_1 \leq \Theta = \epsilon$. Thus, whenever $T_1$ is larger than the allowable $\Theta$, adaptation is stopped.

However, the signal $u_k$ needed to construct $T_1$ is not accessible in practice, so a new test signal $T_n$ is proposed as:

$$T_n = \frac{|\text{Avg}\{u_k r_{k-n}\}|}{\text{Avg}\{r^2_{k-n}\}} = \frac{|\text{Avg}\{u_k r_{k-n}\}|}{\text{Avg}\{r^2_{k-n}\}} + h \leq |\tilde{h}^*| + |h|$$

To achieve $|\tilde{h}^*| \leq \epsilon$, the new DTD halts the adaptation when $T_n$ exceeds a threshold $\Theta \leq |\tilde{h}^*| + |h| \leq \epsilon + |h|$ (guideline for choosing threshold of $T_n$). Though $h$ is a unknown parameter of the echo path, we can use knowledge of its range to get a reasonable threshold for $T_n$. The threshold for $T_n$ is used instead of directly using the threshold for $|\tilde{h}|$ since $|\tilde{h}|$ cannot be measured in a real case ($h$ is not known).

Simulation graphs are provided in [38] to verify the effectiveness of this new DTD. The model in Figure 2.4 with both near-end and far-end inputs as sinusoid is analysed. If conventional DTD is used, optimizing the threshold for stopping adaptation must be accomplished experimentally. e.g., if the same range of $|\tilde{h}|$ is required, even a simple variation of the input frequency will result in the change in the threshold of $T_c$. Thus, the final $\Theta$ has to be determined through trial over the set of all inputs. However, for the new DTD, the threshold can be directly obtained by guidelines mentioned above. Furthermore, simulations show that the new DTD more accurately indicates the need to halt adaptation and hence exhibits less sensitivity to the initialization of the parameter estimate in comparison with the conventional one. Therefore, the new DTD is better than the conventional one.

In general, for narrowband near-end signals, the adaptive coefficients will drift away from the optimum until bursting occurs. Thus, if we can decide on a reasonable parameter error range $\epsilon$, we will be able to determine the threshold for the test signal $T_n$. Whenever
$T_n$ exceeds that threshold, adaptation is stopped and bursting can be avoided.

Though this method is successfully applied to the first-order hybrid case, it can not be extented to the general cases as we will show. It is clear that the main idea of this approach is to relate the allowable parameter error $|\tilde{h}|$ to the test signal so that the range for $|\tilde{h}|$ will be useful for determining the threshold for $T_n$. This works when the number of the coefficients in AF is only one. We will now consider generalizing this approach.

Assume the AF at the near-end has one parameter $\tilde{h}$, and the near-end echo path is modeled as an $M$-order FIR filter. Following the same steps from (2.11-2.15), we have the equilibrium

$$\tilde{h}^* = -\frac{\text{Avg}\{u_k r_{k-n}\} + h_2 \text{Avg}\{r_{k-n-1} r_{k-n}\} + \ldots + h_M \text{Avg}\{r_{k-n-M+1} r_{k-n}\}}{\text{Avg}\{r_{k-n}^2\}}$$

Still using the definition of the new test signal,

$$T_n = \frac{|\text{Avg}\{u_k r_{k-n}\}|}{\text{Avg}\{r_{k-n}^2\}} \quad (2.17)$$

$$= \left| \frac{\text{Avg}\{u_k r_{k-n}\} + \ldots + h_M \text{Avg}\{r_{k-n-n+M+1}\}}{\text{Avg}\{r_{k-n}^2\}} + h_i \right| \quad (2.18)$$

$$\leq |\tilde{h}^*| + |h_i| \quad (2.19)$$

Eqs.(2.17-2.19) clearly show the relationship between the threshold of $|\tilde{h}^*|$ and that of $T_n$.

However, for the AF which has more than one parameter (a practical case), this method is not suitable any more. For example, if the AF has $N(1 < N \leq M)$ parameters, Eq.(2.11) will be changed to

$$\text{Avg}\{u_k r_{k-n}\} + \tilde{h}_1 \text{Avg}\{r_{k-n}^2\} + \tilde{h}_2 \text{Avg}\{r_{k-n} r_{k-n-1}\} + \ldots$$

$$+ \tilde{h}_N \text{Avg}\{r_{k-n} r_{k-n-N+1}\} + \ldots + h_M \text{Avg}\{r_{k-n} r_{k-n-M+1}\} = 0$$

Here there are $N$ undecided variables $\tilde{h}_i (i = 1, \ldots, N)$ in one equation. Given the individual range for $\tilde{h}_i < \varepsilon_i (i = 1, \ldots, N)$, we cannot directly determine a threshold for $T_n$ as given by Eq.(2.17).
2.4 Double Adaptive Filters

Thus far, the methods mentioned are those directly designed to ensure the avoidance of bursting. The following approach was implemented in commercial products. Even though it does not seem it was intended to avoid bursting, it results in a bursting free EC.

In[16][18], the echo cancellers with two adaptive filters, known as foreground filter and background filter, are described. The foreground filter performs the real echo cancellation, while the background filter is used in adaptive mode to automatically search for any new coefficients that may improve cancellation by the foreground filter. Whenever this is the case, then the new coefficients are transferred to the foreground filter. The purpose for using two adaptive filters instead of one is to effectively distinguish between the case of double talk and the case of echo path changes. In the first case adaptation is stopped while in the second case adaptation continues. An echo canceller based on a single filter cannot easily distinguish between the two since both result in large errors.

The criteria under which the coefficients are transferred are different for these two products. Plessey's product[16] checks the error from the two filters. If the long term average of the adaptive error (from the background one) is less than 7/8 (experimental value) of the fixed error (from the foreground one), then the coefficients are transferred to the foreground filter. Using only this criterion, it cannot be guaranteed that the bursting will be prevented before its occurrence. As mentioned in Chapter 1, the error before bursting is still decreasing and simple observation of the error cannot tell when bursting will happen. Product of M/A-COM uses the echo return loss enhancement (ERLE) as the criterion. Referring to Fig.2.2, the ERLE value is obtained as send-in ($y_k + v_{k+1}$) to send-out ($r_{k+1}$) signal power ratio[17][40]. If $ERLE$(background) > $ERLE$(foreground) + 3 dB consistently, then the coefficients are transferred.

To avoid bursting, signal correlators are included in these two products. If an "improper" input is injected to the system, the danger of bursting will be prevented by these
signal correlators. The possible presence of tones or periodical signals is identified. These inputs are considered as possibly capable of destabilizing the system through adaptation to the wrong optimum or bursting. Whenever such a correlated signal is detected, the background filter coefficients, even if deemed to give better cancellation, are not transferred to the foreground. This will stop the drifting phase before it leads to bursting. Furthermore, in these two products, double-talk detectors are also included to prevent adaptation while large near-end signals are present. Through using any of these two products, bursting will not be encountered any more, the complexity of the hardware is their main disadvantage.

2.5 Conclusion

In this chapter, several approaches proposed in the literature to control bursting are reviewed. Leaky LMS and a modified DTD both show satisfactory performance for the simplified model of single adaptive hybrid with one parameter at the near-end and nonadaptive hybrid with one scalar at the far-end. However, for the more complicated (realistic) models, these two methods are not applicable any more. Though the commercial products from Plessey and M/A-COM seem to be effective in avoiding bursting, the complexity of the hardware is a high price to pay.

In Chapter 3 and 4, we will introduce several simple but effective ways to prevent bursting, and computer simulation results are provided as well.
Chapter 3

Proposed Simple Approaches For Controlling Bursting

In Chapter 2, the usage of leaky LMS, double talk detector, and double adaptive filters to avoid bursting were reviewed. The first two approaches are very effective, but they are only suitable for a first-order AF. The third approach is applicable to any order of the AF, but its requirements for computational and hardware complexity are very high. In this Chapter, we propose some simple approaches for avoiding bursting. Some of the proposed approaches are shown to have restrictions, others are similar to those reviewed in Chapter 2 in being applicable only for low-order hybrid cases.

In this Chapter, parameter drift is detected by monitoring the position of the poles of the overall system. This approach is then combined with leaky LMS to derive a boundary for separating bursting and non-bursting regions for a higher-order case. A second approach based on restricting the coefficients of the adaptive filters is also proposed. Three different ways are applied to the real hybrid cases to verify its validity. Next, an evaluation of all these methods is provided. Finally, the effect of using normalized LMS(NLMS) is discussed. It is found that bursting still occurs even if NLMS is used.

It should be noted that all the simulations in this and the next Chapters are done with the configuration of Fig.2.2. The far-end attenuation is $\alpha = 0.2$, and the structure of the adaptive hybrid (expressed as $M/N$ later) will vary depending on the specific run.
$M$ stands for the order of the echo path model and $N$ represents the number of the AF. The coefficients for the hybrid (69 taps) are provided in Appendix B.

3.1 Pole Position Method

It is well known that when the poles of the system are outside the unit circle, the system is unstable. This is the case we should avoid. It is also observed (Figs. 3.1-3.2) that bursting happens as the poles move back into the unit circle from the outside. These two figures illustrate the result of applying $dc = 1$ from near-end to the single parameter adaptive hybrid system with $h = 0.1$ in Fig. 2.2. The time evolution of the location of the only pole of the system is shown in Fig. 3.2. When bursting happens in the system, it shows up in all the signals.

From this observation, it can be concluded that to avoid bursting, the basic way is to keep the poles of the system inside the unit circle. If there is a trend for a pole to go out of the unit circle, adaptation should be stopped. Adaptation will resume only when the proper input conditions resume.

This approach will then introduce the problem of how to calculate the poles of the system. In the following, the general expression for deriving poles of the system is provided, and a specific example is explained to show its effectiveness.

Considering the diagram of Fig. 2.2, we assume the near-end echo path is modelled with parameters $h_1, h_2, \ldots, h_M$, while the AF has $N$ adjustable parameters $\hat{h}_1, \hat{h}_2, \ldots, \hat{h}_N (N \leq M)$. For this case:

\[
\tau_{k+1} = y_k - \hat{y}_k + u_{k+1}
\]

\[
= (h_1 x_k + h_2 x_{k-1} + \cdots + h_M x_{k-M+1})
\]

\[
- (\hat{h}_1 x_k + \cdots + \hat{h}_N x_{k-N+1}) + u_{k+1}
\]
Figure 3.1 Time evolution of $x_k$ illustrating bursting for single end adaptive hybrid (1/1) case. Near-end signal is dc=1.

Figure 3.2 Time evolution of pole position illustrating bursting for the same condition as Figure 3.1.
Define $\tilde{h}_{ik} = h_i - \hat{h}_{ik}$, the above equation can be rewritten as

$$r_{k+1} = \tilde{h}_{1k}x_k + \tilde{h}_{2k}x_{k-1} + \ldots + \tilde{h}_{N_k}x_{k-N+1} + \tilde{h}_{N+1}x_{k-N} + \ldots + \tilde{h}_{M}x_{k-M+1} + v_{k+1}$$

(3.1)

Taking the $Z$-transform of both side of (3.1), and defining

$$r_{k+1} \xrightarrow{ZT} R(z), v_{k+1} \xrightarrow{ZT} V(z)$$

we get

$$R(z) = \tilde{h}_{1k}X(z) + \ldots + \tilde{h}_{N_k}X(z)z^{-N+1} + \tilde{h}_{N+1}X(z)z^{-N} + \ldots + \tilde{h}_{M}X(z)z^{-M+1} + V(z)$$

(3.2)

Since

$$x_k = w_{k+1} + \alpha r_k$$

(3.3)

The $Z$-transform of Eq.(3.3) is

$$X(z) = W(z) + \alpha z^{-1}R(z)$$

(3.4)

Substituting (3.2) into (3.4), we have

$$X(z) = W(z) + \alpha z^{-1}X(z)(\tilde{h}_{1k} + \ldots + \tilde{h}_{N_k}z^{-N+1} + \tilde{h}_{N+1}z^{-N} + \ldots + \tilde{h}_{M}z^{-M+1}) + V(z)\alpha z^{-1}.$$  

Assuming $W(z) = V(z) = 0$, the characteristic equation of this situation is given by

$$1 - \alpha z^{-1}\tilde{h}_1 - \ldots - \alpha z^{-N}\tilde{h}_N - \alpha z^{-N-1}\tilde{h}_{N+1} - \ldots - \alpha z^{-M}\tilde{h}_M.$$  

(3.5)

Set this expression to zero, the pole positions can be obtained through solving this $M$-degree polynomial. It is clear in this equation that there is no direct relation between the input, the algorithm used for adaptation, and the coefficients of the polynomial. The characteristic equation is the same irrespective of the inputs. However, the input will
be reflected in the values of $x_k$ and $r_{k+1}$, thus in the adaptation of $\tilde{h}_i$, and is eventually reflected in the locations of the poles. The fact that the characteristic equation is only related to the configuration of the system (i.e., the order of the echo path and the number of the coefficients for AF for this single adaptive hybrid model) will be quite convenient for us to get the positions of the poles.

Consider the case $M = 2, N = 1$, the characteristic equation is

$$1 - \alpha z^{-1} \tilde{h}_1 - \alpha z^{-2} h_2$$

$$1 - \alpha z^{-1} \tilde{h}_1 - \alpha z^{-2} h_2 = 0 \implies z = \frac{\alpha \tilde{h} \pm \sqrt{\alpha^2 \tilde{h}^2 + 4\alpha h_2}}{2} \quad (3.6)$$

For constant or sinusoidal inputs, the expression for the two poles is the same. When $|\frac{\alpha \tilde{h} \pm \sqrt{\alpha^2 \tilde{h}^2 + 4\alpha h_2}}{2}| > 1$, i.e. the poles of the closed loop are outside the unit circle, the system will be unstable. It is necessary to check the position of the poles regularly to make sure the poles will not go out of the unit circle. Though this method will be very useful, its complexity is prohibitive for large $M$. This limits the applicability of this approach to practical cases.

### 3.2 Pole Position Method Combined with Leaky LMS

Though verifying the stability of poles is computationally expensive, it is the most logical way of avoiding bursting. Any method, as long as it can keep the poles of the system inside the unit circle, is successful in avoiding bursting. The effectiveness of leaky LMS in its prevention of bursting has been discussed [30]. This leads us to consider combining these two approaches. With leaky LMS as the adaptation algorithm, we will determine the pole position as a function of the leakage factor $\beta$. Through restricting the poles to be inside the unit circle, we can then get a boundary for the leakage to ensure bursting does not happen.

First, the simplest case which was discussed in [30] is re-derived here based on pole
position to verify the validity of this idea. With Fig.2.2, near-end echo path is a first-order adaptive hybrid. From Eq. (3.5), it is known the characteristic equation is $1 - \alpha \tilde{h} z^{-1}$, thus, the only pole of the system is at $\alpha \tilde{h}$. It is required that

$$|\alpha \tilde{h}| < 1 \implies |	ilde{h}| < \frac{1}{\alpha}$$

to ensure no bursting presents. For leaky LMS, we have

$$\tilde{h}_{k+1} = (1 - \beta) \tilde{h}_k + \mu x_k r_{k+1} \quad (3.7)$$

Defining $\tilde{h}_k = h - \hat{h}_k$, and considering $r_{k+1} = \tilde{h}_k x_k + u_{k+1}$, (3.7) changes to

$$\tilde{h}_{k+1} = (1 - \beta) \tilde{h}_k + \beta h - \mu x_k (\tilde{h}_k x_k + u_{k+1}) \quad (3.8)$$

When the system reaches the steady state, i.e. $\tilde{h}_{k+1} = \tilde{h}_k = \tilde{h}$, Eq. (3.8) changes to

$$\tilde{h} (\beta + \mu x_k^2) = -\mu x_k u_{k+1} + \beta h$$

$$\tilde{h} = \frac{\beta h - \mu x_k u_{k+1}}{\beta + \mu x_k^2} \quad (3.9)$$

Extensive simulations show that $\tilde{h}$ is always negative preceding bursting. Thus, $|	ilde{h}| < \frac{1}{\alpha}$ is simplified as $\tilde{h} > -\frac{1}{\alpha}$. Applied Eq. (3.9) to $\tilde{h} > -\frac{1}{\alpha}$, we have

$$\mu x_k^2 - \alpha \mu u_{k+1} x_k + \beta \cdot \alpha \beta h > 0$$

Define $\Delta = (\alpha \mu u_{k+1})^2 - 4 \mu (\beta + \alpha \beta h)$, then the ranges of $x_k$ for satisfying this inequality depend on different values of $\Delta$. If $\Delta > 0$, as $\mu > 0$, the range for $x_k$ is $x_k > x_1 = \frac{\alpha \mu u_{k+1} + \sqrt{\Delta}}{2 \mu}$ or $x_k < x_2 = \frac{\alpha \mu u_{k+1} - \sqrt{\Delta}}{2 \mu}$; if $\Delta = 0$, all values of $x_k$ except $x_k = \frac{\alpha \mu u_{k+1}}{2 \mu}$ can satisfy the inequality; if $\Delta < 0$, any value of $x_k$ is acceptable. Thus,

$$\alpha^2 \mu u_{k+1}^2 = 4 (\beta + \alpha \beta h) \quad (3.10)$$

can be considered as the boundary separating the different cases. Compared with Eq. (2.10), we can see that Eq. (3.10) is exactly the same as that derived from bifurcation analysis of [30] and it separates the bursting and non-bursting regions.
Simulation is done with specifications as following: the echo attenuation is $\alpha = 0.2$, the echo path at the near-end is $h_1 = 0.1$, the estimator was initialized at $\tilde{h}_0 = 0$, $v_{k+1} = 1$ for every $k$, and step size $\mu = 2^{-5}$, the boundary is calculated as

$$
\beta = \frac{\alpha^2 \mu v_{k+1}^2}{4(1 + \alpha h)} = \frac{0.2^2 \times 2^{-5} \times 1}{4 \times (1 + 0.2 \times 0.1)} = \frac{1}{3264}
$$

From the analysis in Chapter 2, it is concluded bursting is averted when $\beta > \frac{1}{3264}$ and occurs with $\beta < \frac{1}{3264}$. Figs.3.3-3.4 show $x_k$ versus time when $\beta = \frac{1}{3300}$ and $\beta = \frac{1}{3300}$.

From the above derivation and simulation, it is clear that through the way of considering pole position as a criterion to get the proper leakage factor is very effective.

Here, we extend this approach to a higher-order case where the echo path is modelled as a second-order FIR and the AF with one parameter. If the pole position method for a leaky LMS update is applied, a lower bound can be derived for the leakage factor.

From Eq.(3.6), we can see that the poles are at

$$
Z_{1,2} = \frac{\alpha \tilde{h}_1 \pm \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2}}{2}
$$

$$
|Z_{1,2}| < 1 \Rightarrow |\alpha \tilde{h}_1 \pm \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2}| < 2
$$

(3.11)

Extensive simulations show that it is the pole at $\frac{\alpha \tilde{h}_1 - \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2}}{2}$ that moves outside the unit circle during bursting. One example is provided in Figs.3.5 and 3.6 showing the variation of the two poles of this system. System specifications are: $h_1 = 0.7$, $h_2 = 0.49$, $v_{k+1} = 1$ for all $k$, and $\mu = 2^{-5}$.

Since $\alpha \tilde{h}_1 - \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2}$ is less than zero for $h_2 > 0$, we need only to consider

$$
\alpha \tilde{h}_1 - \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2} > -2
$$

$$
\Rightarrow \alpha^2 \tilde{h}_1^2 + 4 \alpha h_2 < (2 + \alpha \tilde{h}_1)^2
$$

$$
\tilde{h}_1 > \frac{\alpha h_2 - 1}{\alpha}
$$

(3.12)
Figure 3.3 Time evolution of $x_k$ with leakage factor $\beta = \frac{1}{3300}$ (1/1 case). Near-end signal is dc=1.

Figure 3.4 Time evolution of $x_k$ with leakage factor $\beta = \frac{1}{3200}$ (1/1 case). Near-end signal is dc=1.
Figure 3.5 Time evolution of the pole at $\frac{a \bar{h}_1 - \sqrt{a^2 \bar{h}_1^2 + 4\alpha \bar{h}_2}}{2}$ with $dc=1$ at near-end (2/1 case).

Figure 3.6 Time evolution of the pole at $\frac{a \bar{h}_1 + \sqrt{a^2 \bar{h}_1^2 + 4\alpha \bar{h}_2}}{2}$ with $dc=1$ at near-end (2/1 case).
For the adaptive filter's coefficients,

\[
\hat{h}_{k+1} = (1 - \beta)\hat{h}_{k} - \mu x_{k}v_{k+1} + \beta h_{1}
\]

\[
= (1 - \beta)\hat{h}_{k} + \beta h_{1} - \mu x_{k}(\hat{h}_{k}x_{k} + h_{2}x_{k-1} + v_{k+1})
\]

\[
= (1 - \beta - \mu x_{k}^{2})\hat{h}_{k} - \mu h_{2}x_{k-1} - \mu x_{k}v_{k+1} + \beta h_{1}
\]  \( (3.13) \)

At the steady state, \( \hat{h}_{k+1} = \hat{h}_{k} = \hat{h}_{1} \), \( x_{k} = x_{k-1} = x \), Eq.(3.13) changes to

\[
\hat{h}_{1}(\beta + \mu x_{k}^{2}) = \beta h_{1} - \mu x^{2}h_{2} - \mu xv_{k+1}
\]

\[
\hat{h}_{1} = \frac{\beta h_{1} - \mu x^{2}h_{2} - \mu xv_{k+1}}{\beta + \mu x^{2}} \tag{3.14}
\]

Substituting (3.14) into (3.12), we have

\[
\frac{\beta h_{1} - \mu x^{2}h_{2} - \mu xv_{k+1}}{\beta + \mu x^{2}} > \frac{\alpha h_{2} - 1}{\alpha}
\]

\[-\mu + 2\mu \alpha h_{2}x^{2} + \alpha \mu v_{k+1}x + (-\beta + \alpha \beta h_{2} - \alpha \beta h_{1}) < 0\]

Similar to the argument for Eq.(3.10), the boundary for leakage factor in this case is

\[
\alpha^{2}\mu^{2}v_{k+1}^{2} = 4\mu \beta(2\alpha h_{2} - 1)(\alpha h_{2} - 1 - \alpha h_{1})
\]

\[
\Rightarrow \beta = \frac{\alpha^{2}\mu^{2}v_{k+1}^{2}}{4(2\alpha h_{2} - 1)(\alpha h_{2} - 1 - \alpha h_{1})}
\]

An example is used to check the accuracy of this boundary. Same conditions as used in Fig.3.5-3.6 are applied. Then

\[
\beta = \frac{0.2^{2} \times \frac{1}{3} \times 1}{4 \times (2 \times 0.2 \times 0.49 - 1)(0.2 \times 0.49 - 1 - 0.2 \times 0.7)} = 3.73 \times 10^{-4}
\]

Thus, theoretically, if \( \beta > 3.73 \times 10^{-4} \), no bursting is present. If \( \beta < 3.73 \times 10^{-4} \), bursting will occur. Simulation results show the actual boundary is \( 3.69 \times 10^{-4} \), which is quite close to the theoretical one. Figs.3.7-3.8 provide the time evolution of \( x_{k} \) with \( \beta = 3.7 \times 10^{-4} \) and \( \beta = 3.6 \times 10^{-4} \). The difference between the theoretical analysis and practical result is believed to be due to the quantization and round-off errors.
Figure 3.7 Time evolution of the $x_k$ with leakage factor $\beta = 3.6e - 4(2/1$ case).

Figure 3.8 Time evolution of the $x_k$ with leakage factor $\beta = 3.7e - 4(2/1$ case).
3.3 Discussion

From the above analysis, we can see that checking the system poles regularly or combining pole position idea with leaky LMS to determine an appropriate leakage factor $\beta$ will work to ensure avoidance of bursting. However, there are drawbacks for these two approaches.

First, determination of the pole locations requires finding the roots of a high-order polynomial. It is quite difficult to solve for the roots of a polynomial whose order is higher than 5. In reality, finding the roots of such a polynomial is usually done numerically. In this application, it is not practical to expect to perform this operation in real time for every iteration.

It should also be noted that when determining the bound on the leakage, we have to know which pole is likely to move outside of the unit circle. For the second-order system mentioned above, if the pole of $\alpha h_1 + \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2}$ is chosen to be analyzed; then, knowing that $\alpha h_1 + \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2} > 0$ for $h_2 > 0$, Eq.(3.11) reduces to

$$\alpha h_1 + \sqrt{\alpha^2 h_1^2 + 4 \alpha h_2} < 2$$

$$\implies h_1 < \frac{1 - \alpha h_2}{\alpha} \quad (3.15)$$

Combining Eqs.(3.14) and (3.15), a different boundary would be

$$\beta = \frac{\alpha^2 \mu v_{k+1}^2}{4(1 - \alpha h_1 - \alpha h_2)}$$

which is $4.1 \times 10^{-4}$ if the same values of $\alpha, \mu, v_{k+1}, h_1,$ and $h_2$ are applied. It has already been verified that this value is not the accurate boundary. Thus, the knowledge of which pole will go out of the unit circle is important. This information is not easily checked on a real-time basis.

The third limitation of this approach is that the characteristic equation depends on the prior knowledge of the echo path which is quite difficult to know. Of course, in the theoretical analysis, it can be considered as a known parameter. In practice, both
the order of the echo path and the associated coefficients are not known. This is also a drawback to all the existing methods reviewed in Chapter 2 except the double adaptive filters method[16][18].

The above analysis prompts us to consider the other ways which would be independent of the knowledge of the echo path. In the following section, we discuss a simple method based on restricting the dynamic range of the coefficients to stop the parameters from drifting thus eliminating bursting[43].

3.4 Restricting the Dynamic Range of the Adaptive Filter

As explained earlier, during the time leading up to the actual bursting, the coefficients of the AF consistently drift to significantly large values (much larger than their optimum values). e.g. in Fig.3.2, the magnitude of the pole, \(|\alpha \tilde{h}|\), is provided. It can be seen when \(|\tilde{h}|\) reaches and surpasses \(\frac{1}{5} = \frac{1}{0.2} = 5\) and comes back inside the unit circle, bursting would happen. But \(|\tilde{h}| = |h - \hat{h}| = |0.1 - \hat{h}|\), the estimator \(|\hat{h}|\) can reach around 5. Compared with the real value of \(h = 0.1\), “5” is much larger than the optimum value for this coefficient. Of course, this is a case which has only one parameter, when the AF has more coefficients, the relationship may not be that obvious. But the fact that the weights will drift to quite large values during the drift phase is true for all orders. This leads to the expectation that limiting the dynamic range of the coefficients may be effective in stopping the drift phase preceding the bursting and thus preventing the bursting from occurring. This idea can be implemented in three different ways.

3.4.1 First Approach: Coefficient Limits Based on Optimum Values

For the first approach, it is proposed to train the echo canceller through the usage of a proper excitation: white noise or speech on the far-end and zero input on the near-end for
training the near-end echo canceller. The system is allowed to converge and the weights finally reach their optimum values on the average. These values are then used to determine the allowable limits on the variation in the coefficients for cases of spectually insufficient inputs as in the single tone case. More specifically, suppose $h_i$ is the optimum value for the $i$th weight, then this weight is only allowed to change in the range of 0 and $2h_i$. The factor of "2" would allow for considerable variation in the echo path. Although the coefficients of the EC will drift away from their optimum values if excitation is not persistent, when any of the weights hits or surpasses its own maximum or minimum allowable value, it is fixed to the boundary value and all the other weights are also temporarily frozen at their own current non-optimum values. The algorithm continues to do the adaptation, but the values will not be used in the cancellation unless they satisfy the above conditions for the weights. As soon as the proper input condition is applied, the coefficients will automatically reflect this change and move back towards the optimum values away from the bounds.

Simulation results prove the effectiveness of this method. With Fig.2.2, modelling the near-end echo path as a 3-tap FIR with coefficients $h_1 = 0.7$, $h_2 = 0.49$, and $h_3 = 0.3$, the EC has two parameters $\hat{h}_1$ and $\hat{h}_2$ and $\mu$ is chosen as $2^{-5}$. Figs.3.9 and 3.10 provide the time evolution of the first tap weight of the AF. White noise is applied as far-end input for the first 1000 iterations, this allows the coefficients of the AF on the near-end to reach their optimum values. It can be seen in Fig.3.9 that the coefficient oscillates around an average value. Thus, the optimum is considered to be the average of the last 100 values for a specific weight. Next, a tone(500 Hz) sampled at 8000Hz is injected from the near-end. After 7000 iterations, the tone is replaced by white noise at the far-end again. For this case, during the tone injection, the AF algorithm will consider the input from near-end as a large error, the coefficients will increase in the magnitude to produce high gain in an effort to generate large output to cancel the error, thus, they will start
Figure 3.9 Behavior of one adaptive weight (3/2 case) with bursting. Sinusoid and white noise are as input alternately.

Figure 3.10 Behavior of one adaptive weight (3/2 case) with the first approach applied. Sinusoid and white noise are as input alternately.
to drift away from the optimum eventually leading to bursting. Fig.3.10 shows the same scenarios with the restriction applied on the coefficients: when any weight reaches its own maximum absolute value, it is frozen at that value, and all the other weights are frozen at their present values, too. Here the simple model is used to allow us to follow the changes in the coefficients. A practical hybrid of 69-tap impulse response[25] is also used with an AF employing 16 weights. When 500 Hz sinusoidal signal is injected from near-end from beginning and with step size of $\mu = 1/10$ (large step size is to initiate bursting earlier), bursting will occur after 16000 iterations. Fig.3.11 illustrates this residual echo $x_k$ versus time and one adaptive weight is depicted in Fig.3.12. It can be seen how far the weight will drift away from its optimum value when the tone is applied. However, when the weights are restricted to twice the optimum value, bursting will definitely not happen.

Even though this approach is likely to avoid bursting with minimal complexity; it does restrict the adaptation of coefficients in normal operation. Figs.3.13 and 3.14 provide evolution of the first and the fifth coefficients of the same 69/16 system as above with near-end white noise input. Roughly seen, the weights change in the range $(-0.6, 0.6)$, but the largest optimum values for weights of this 16-tap AF is below 0.02 (see Appendix B). Thus, these weights will frequently hit our range of restriction, and will be forced to stay at the boundary values decided by far-end white-noise case. This can be avoided by careful selection of the allowable range of variation for the coefficients. In any case, it should not present a problem since the instantaneous values of the coefficients is not of crucial importance.

3.4.2 Second Approach: Coefficient Limits Based on Maximum and Minimum Allowable Values

The above approach is fairly simple. However, it assumes an initial training period to allow the EC's coefficients to converge to the optimum values. This is not necessarily always possible. Also, changes in the delay of the channel (location of the maximum) may
Figure 3.11 Time evolution of $x_k$ in 69/16 hybrid with sinusoid near-end input. $\mu = 1/10$.

Figure 3.12 Time evolution of one adaptive weight in 69/16 hybrid with sinusoid near-end input. $\mu = 1/10$. 
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Figure 3.13 Time evolution of the first weight of 69/16 hybrid with white noise from near-end.

Figure 3.14 Time evolution of the fifth weight of 69/16 hybrid with white noise from near-end.
end up requiring periodical training. Thus, an alternate approach which assumes the availability of the knowledge of maximum/minimum allowable values for all the coefficients is proposed. This would be based on statistical studies of the possible range of values for the coefficients. Two contradictory requirements would have to be satisfied. The allowable range has to be wide enough to cover all possibilities for hybrid responses and it also has to be limited enough to stop the coefficients before causing the poles to cross into the unstable region. Here, simulation results using one 69-tap hybrid with 16-tap adaptive filter is already provided in Fig. 3.11. The biggest magnitude $|h_{max}|$ of this 69-tap hybrid is considered as the maximum value. And $(-2|h_{max}|, 2|h_{max}|)$ is the dynamic range for all weights. It is assumed this would cover most hybrids. When we use the above dynamic range to restrict the weights, no bursting happens, $x_k$ is just a scaled sine wave. This assumes that an allowable range for all weights of 2 times of $|h_{max}|$ is a reasonable range for most practical loops and allows for unknown delay in response (i.e. unknown location of peak). Depending on the possible range of allowable echo paths, it is conceivable that some combination of coefficients, individually within the allowable range, results in poles outside the unit circle, such a scenario is possible but highly unlikely. From simulation results, we have not encountered this situation at all.

### 3.4.3 Third Approach: Coefficients Limits Based on Power of Adaptive Filter Response

This approach to stop bursting is based on utilizing leakage concept to limit the growth of the coefficients[2]. As explained earlier, leakage achieves this objective by minimizing

$$J(k) = E\{c^2(k)\} + \alpha h^T h$$

where $\alpha$ is the control factor and $\hat{h}$ is the coefficient vector of AF, $c(k)$ is the error between the real echo and its estimation. Thus, the algorithm converges to a set of coefficients minimizing Mean Square Error (MSE) while having low energy ($h^T h$). The
proposed approach is closely related to this requirement by using the coefficient energy as a constraint. The updating algorithm seeks to minimize

\[ J = E\{e^2(k)\} \]

while ensuring \( h^T h < g \), where \( g \) is some predetermined threshold. It has been shown that in "normal" operation \( h^T h \) has a significantly smaller value than in the stage preceding bursting. \( g \) is determined as a multiple of the average value of \( h^T h \) for the expected range of echo path coefficients. The new value for \( h^T h \) is routinely checked against the constraints. If it hits the constraints, the coefficients are not updated. Again, normal operation is resumed when regular input is received resulting in coefficients moving back the allowable range. The workload of calculating the summation of the power is not tedious. At every iteration, the new coefficients are already obtained, thus, the calculation of their power will be quite easy. The only drawback of this approach is we still need the statistical investigation for all the range of the "normal" cases whose values should be obtained through experiments. However, the allowable range for \( g \) is fairly large since for a near-end tone input case, the power of the weights before bursting could reach several orders of that of all other cases (e.g., in 69/16 system, the power is the order of hundreds versus "0.1" for near-end tone versus far-end white noise). Thus, a tight range for \( g \) is only required if we want to stop the drifting not just to avoid bursting.

Compared with the leakage approach proposed in [30]; we can see that this proposed approach is directly implementable for realistic higher order while that in [30] was not executable to higher orders. Both approaches seek to limit the growth of coefficients, here by using the energy constraint and in [30] by using leakage. It should be noted that leakage would be applied all the time resulting in a bias in the optimum coefficients under normal operation. By contrast, the current proposed approach would not affect normal operation. It will result in any changes only when drifting starts driving the coefficients to excessively large values. Compared to the approaches proposed in 3.4.1 and 3.4.2; this
current approach is more complex. However, it does not require training (as in 3.4.1) and does allow for different delays (different locations of the maximum value of impulse response) unlike that in 3.4.2.

3.5 Effect of Using Normalized LMS

In the papers studying bursting covered in this thesis, only regular LMS was used as simplicity. However, depending on the application, normalized LMS is used to ensure the good performance for inputs with varying power [42]. In this section, we will study the effect of normalization on bursting. The adaptation algorithm for NLMS is

$$\hat{h}_i(k + 1) = \hat{h}_i(k) + \frac{\alpha r_{k+1} x_k}{\gamma + X_k^T X_k}, i = 1, \ldots, N$$

Where $N$ is the number of the tap weights for AF, $X_k$ stands for the input vector at time $k$, i.e. $X = [x_k, x_{k-1}, \ldots, x_{k-N+1}]$, $T$ stands for the transpose of the vector. $\alpha$ is adaptation constant while $\gamma$ is a small positive term included to ensure that the update term does not become excessively large when $X_k^T X_k$ temporarily becomes small.

It is known the convergence time constant is inversely proportional to the power of the input, and the algorithm will converge slowly for low-power signals [22]. Thus, using normalized input rectifies this situation. Compared with regular LMS, NLMS improves the convergence speed. However, we found that bursting will still happen for the normalized adaptation algorithm. This is because bursting is caused by the high correlation between the input and the error of the EC and since this correlation will always exist no matter which algorithm is used. Different values of $\alpha$ and $\gamma$ result in different times at which bursting happens, but they will not eliminate it. Figs.3.15-3.17 provide some simulation results showing effect of $\gamma$ and $\alpha$ on starting time of bursting. All of the three graphs are obtained by using $69/10$ system with $1000$ Hz sinusoid near-end input. Fig.3.15 and Fig.3.16 use the same $\alpha$ but different $\gamma$, while Figs.3.16 and 3.17 use the same $\gamma$. As the instantaneous power for the sinusoid input vector is roughly between 0.01 and 0.2 before
realistic hybrids.

Figure 3.15 Time evolution of $x(k)$ with NLMS applied in the 69/10 system with 1000 Hz near-end input. $\alpha = 0.005$, and $\gamma = 0.01$.

Figure 3.16 Time evolution of $r(k)$ with NLMS applied in the 69/10 system with 1000 Hz near-end input. $\alpha = 0.005$, and $\gamma = 0.05$. 
bursting), $\alpha$ could not be chosen too large, otherwise when the instantaneous input power is too small, instability may be a problem. It is clearly seen no matter which kind of combination for $\alpha$ and $\gamma$, bursting will show up all the time. Based on this conclusion, all the following simulations use regular LMS.

![Graph](image)

**Figure 3.17** Time evolution of $x(k)$ with NLMS applied in the 69/10 system with 1000 Hz near-end input. $\alpha = 0.01$, and $\gamma = 0.05$.

### 3.6 Conclusion

In this chapter, a method based on controlling the pole position is proposed and its combination with leaky LMS was shown to achieve a good result in eliminating bursting. However, it is only applicable to lower-order hybrid case and cannot easily provide bounds on leakage factor for general cases. The results in [30] were extended to relatively higher order case. However, it was obvious that generalizing this approach to realistic orders is not possible. Next, we presented three approaches restricting the range of the coefficients. These approaches are applicable to any order of the hybrid, therefore, have more practical
significance. Restricting the energy of the coefficients is the best approach but requires computation of $h^T h$ routinely. All the methods proposed in this chapter succeed in avoiding bursting with some restrictions very similar to those in other existing methods as reviewed in Chapter 2. In Chapter 4, we will present a more general approach for realistic hybrids.
Chapter 4

Practical Approaches for Bursting Control

4.1 Introduction

In chapter 3, several simple methods to eliminate bursting have been proposed. Because of the shortcomings mentioned in the previous chapter, these methods have obvious limitations. Our objective is to determine an approach that is not mathematically prohibitive (as the method combining pole position calculation with leaky LMS) nor depending on the preknowledge of the range of the coefficients of the AF (as the method restricting the filter weights). In this chapter, a simple and effective approach of using the cross-correlation function as a criterion to detect bursting is proposed and verified through computer simulation in practical hybrids. First, an algorithm presented in [46] for detecting double talk is proposed as a tool to avoid bursting. Its performance is quite satisfactory, but its complexity is significant. Next, a simple approach based on cross-correlation is proposed and its validity is proven by simulation. Finally, an evaluation of these two methods is provided.

4.2 Averaged Cross-Correlation (ACC)

To be consistent with [46], Fig.2.2 is reproduced here as Fig.4.1 with variable $\tau_{k+1}$ renamed $e(k)$, the error of the EC.
Referring to Fig.4.1, it was shown in Chapter 2 that the basic reason for bursting is the high correlation between the signal \( x(k) \) and \( v(k) \), since \( v(k) \) is a component of the error \( e(k) \), it follows that this high correlation also exists in \( x(k) \) and \( e(k) \).

![Diagram of basic structure for single adaptive hybrid]

**Figure 4.1: Basic structure for single adaptive hybrid**

In this section, we will study the property of the correlation between \( x(k) \) and \( e(k) \). Our objective is to be able to identify any unique characteristics that exist in the phase leading up to bursting. Once such characteristics are identified, they can be used to stop adaptation and thus ensure no bursting happens.

In [46], a new double talk detector (DTD) is proposed based on an averaged cross-correlation (ACC). The main idea in [46] is to use an estimated cross-correlation function – ACC as a criterion to distinguish between the double talk and echo path variation so that adaptation is prohibited during double talk but continuing for echo path change. We will show here that this ACC is also useful for separating tones and white noise as we reported in [44].

The averaged cross-correlation (ACC) is defined in [46][45] as:

\[
ACC(k) = \frac{\sum_{i=1}^{N} |C_i(k)|}{N}
\]

where \( C_i(k) \) is the cross-correlation coefficient between \( x(k-i+1) \) and \( e(k) \), \( N \) is the tap number of the adaptive filter, and \( k \) is the iteration number. The update of \( C_i(k) \), \( i = 1, 2, \ldots, N \) is done using an exponential weighting recursive algorithm as following:

\[
P_e^2(k) = \lambda P_e^2(k-1) + (1 - \lambda) e^2(k)
\]  \hspace{1cm} (4.1)
\[ P_i^2(k) = \lambda P_i^2(k - 1) + (1 - \lambda)x^2(k - i + 1) \quad (4.2) \]
\[ P_{ei}(k) = \lambda P_{ei}(k - 1) + (1 - \lambda)e(k)x(k - i + 1) \quad (4.3) \]
\[ C_i(k) = \frac{P_{ei}(k)}{P_e(k)P_i(k)}, i = 1, 2, \ldots, N \quad (4.4) \]

\( P_i^2(k) \), \( P_{ei}^2(k) \) recursively calculate the estimated power of \( e(k) \) and \( x(k - i + 1) \), \( P_{ei}(k) \) is the cross correlation of \( x(k - i + 1) \) and \( e(k) \). \( \lambda \) is the exponential weighting factor which determines the time constant and estimation accuracy of the recursive estimation algorithm. The smaller the \( \lambda \), the better the time varying signal tracking capability, but the worse the estimating accuracy. Therefore, in practice, for slowly time varying signals, \( \lambda \) is suggested to be in the range of \((0.9,1]\). In our simulation, for all cases, \( \lambda \) is chosen as 0.95. The following provides the calculations of ACC for sinusoid and white noise and the characteristics for these signals will be clearly seen.

Unless otherwise specified, configuration of Fig.4.1 is used for all the following simulations, and the step size is set as \( \mu = 2^{-5} \).

### 4.2.1 Characteristics of ACC In Presence of Tones(Near-end or Far-end)

In Fig.4.1, if a tone is inserted from the far-end, no bursting will be present, so the echo canceller performs good cancellation at this frequency. However, tones are not spectrally rich and are not adequate for training echo canceller, thus the coefficients of the AF will not be the optimum ones.(See Appendix A). This results from the fact that the coefficients need to cancel the error only at that frequency with no knowledge of the system response at other frequencies. Figs.4.2-4.5 show the averaged cross correlation function for such a case. Note that ACC first converges to some low value, then fluctuates below 0.3(absolute value). Through our simulations, it was shown that the nature of ACC is unaffected by the step size(1/32 or 1/100), the structure of the adaptive hybrid(69/16 or 30/10), or the frequency of the input signal(500 Hz or 100 Hz).
Figure 4.2 ACC of 69/16 single adaptive hybrid with 100Hz sinusoid as far-end input.

Figure 4.3 ACC of 69/16 single adaptive hybrid with 500Hz sinusoid as far-end input.
Figure 4.4 ACC of 30/10 single adaptive hybrid with 500Hz sinusoid as far-end input. $\mu = 1/32$.

Figure 4.5 ACC of 30/10 single adaptive hybrid with 500Hz sinusoid as far-end input. $\mu = 1/100$. 
If the tone is injected from the near-end, this is the case when bursting will happen. For this case, simulations show that ACC is always flat (except for the initial transient) with magnitude above 0.4. Figs. 4.6-4.9 provide some examples of using different structure of hybrids (69/16 or 30/10) and tones (500 Hz or 1000 Hz) to check the range of ACC for different cases. However, we can see that though the magnitude range of ACC changes according to different conditions, all retain their flatness and are larger than 0.4. It is worth noting that the absolute value for ACC will not be dependent on the amplitude of the input. This is because ACC is calculated corresponding to the power of \( e(k) \) and \( x(k-i+1) \). Thus, if the magnitude of the input is increased, it will be reflected in both \( P_e(k)P_t(k) \) and \( P_{ei}(k) \) which will lead \( C_i(k) \) to keep the same range.

### 4.2.2 Characteristics of ACC for White Noise

If a white gaussian noise is applied to the far-end, ACC has no regularity and looks random. However, it is observed that its magnitude is always below 0.4. Different echo path models are tried to show this characteristic (Figs. 4.10-4.11). If the white noise is applied from the near-end, ACC is still below 0.4 (Figs. 4.12-4.13). Thus, there is not much difference between these two cases (normal operations and double talk). Fortunately, it is not necessary to separate them as neither of which brings bursting problem. Though in the later case, the weights will not converge to the optimum ones, adaptation will be stopped if a double talk detector is used.

### 4.2.3 Characteristics of ACC for Echo Path Change

Here, we study the nature of ACC in case of a change in the echo path. It has to be ensured that an echo path change will not result in an ACC similar to that observed in cases leading to bursting. Theoretically, it is clear that ACC will only depend on the features of the signals. Of course, in its calculation, the values of \( x(k-i+1) \) and \( e(k) \) which have relations with the echo path structure will also be included, but they will not
Figure 4.6 ACC of 69/16 single adaptive hybrid with 500Hz sinusoid as near-end input.

Figure 4.7 ACC of 69/16 single adaptive hybrid with 1000Hz sinusoid as near-end input.
Figure 4.8 ACC of 30/10 single adaptive hybrid with 500Hz sinusoid as near-end input.

Figure 4.9 ACC of 30/10 single adaptive hybrid with 1000Hz sinusoid as near-end input.
Figure 4.10 ACC of 69/16 single adaptive hybrid with white Gaussian noise as far-end input.

Figure 4.11 ACC of 30/10 single adaptive hybrid with white Gaussian noise as far-end input.
Figure 4.12 ACC of 69/16 single adaptive hybrid with white Gaussian noise as near-end input.

Figure 4.13 ACC of 30/10 single adaptive hybrid with white Gaussian noise as near-end input.
change the nature of signals. Simulation results prove this analysis. In Figs.4.14-4.15, ACCs are calculated for the case of echo path changed 50% after 500 iteration(e.g. all odd number of coefficients are decreased by 50% and all even number of coefficients are increased by 50%, the impulse responses before and after echo path change are provided in Figs.4.16-4.17). Fig.4.14 is obtained for the case of 500 Hz sinusoid injected from the near-end and Fig.4.15 is for far-end white noise case. A little difference can be seen in ACC(Fig.4.15) for white noise case with echo path changed before and after 500 iterations. While for the tone(Fig.4.14) , the difference is so small that it is extremely hard to detect.

4.2.4 Proposed Solution Using ACC to Avoid Bursting

The above simulations illustrated the characteristics of ACC in the parameter drift phase(near-end tone) are unique and obviously different from the normal operation case. This difference can be used as a criterion to easily distinguish whether a tone or white noise is injected. If ACC is found to be larger than 0.4 consecutively for a predetermined number of iterations(e.g., 200 in our simulation), then it is detected that a tone is applied from the near-end and adaptation should be prohibited immediately. But ACC is continuously computed and checked with the criterion. When the input conditions return to “normal”, ACC will automatically reflect this change and the weights will be allowed to be adapted again. Of course, with this kind of criterion, we could not distinguish the far-end tone from either near-end white noise as in Figs.4.12-4.13 or far-end white noise as in Figs.4.10-4.11, but none of these conditions will lead the system to burst, so they are allowable conditions and we do not need to identify them individually.

Echo path change is also easily identifiable from the drift case. The algorithm can continue to adapt thus following the variation in the echo path, even cases such as the echo path change occurring at the same time the input is changed from tone to white noise or from white noise to tone. In the first case, echo path change is reflected at the same time adaptation is resumed; in the second one, ACC will be calculated according to
Figure 4.14 ACC of 69/16 single adaptive hybrid with 500 Hz near-end sinusoid and 50% echo path change at 500 iteration.

Figure 4.15 ACC of 69/16 single adaptive hybrid with white Gaussian noise as far-end input and 50% echo path change at 500 iteration.
Figure 4.16 Original hybrid impulse response. Number of non-zero taps is 69.

Figure 4.17 Hybrid impulse response after 50% echo path change. Number of non-zero taps is 69.
the new path and checked against the same criterion, if drift case is detected, adaptation will be stopped.

An example is provided to show using ACC as the criterion to detect a near-end tone. A tone (2000 Hz) is first injected from the near-end, after 500 iteration, the tone stops and a white gaussian noise is applied from the far-end, another 500 iteration later, white noise is removed and a tone (1000 Hz) is applied from the near-end again. Curves showing the variation of ACC and one coefficient of the AF, \( \hat{h}(6) \), are provided in Figs.4.18-4.19. From Fig.4.19, it is clearly seen after ACC is found to be larger than 0.4 for 200 iterations, weights will be frozen at their current values. When the white noise comes, the weights are automatically allowed to adapt since ACC fails the test. They continue adapting till they converge to their optimum values. e.g., \( \hat{h}(6) \) converges to 0.00843 (average of the last 100 iterations) which is close to the value of the actual impulse response for the 6th weight 0.0086. When the near-end tone is applied again, ACC will become larger and flat which will be detected by the ACC criterion and the adaptation is then frozen.

Another example given that a 500 Hz near-end tone applied to the 69/16 single adaptive system is illustrated to verify the effectiveness of ACC approach. It is noticed in Fig.4.20 after 16000 iterations, bursting will happen if no restriction is applied to control the drifting of coefficients. However, applying the proposed approach, bursting does not happen as shown in Fig.4.21. We use the criterion that after consecutively 200 iterations of ACC > 0.4, the weights will be frozen. While ACC continues to be calculated based on the correlation between the input vector \( X(k) \) and the error \( e(k) \). Since \( X(k) \) changes with time, ACC is not a constant.

Although the usage of ACC is quite useful for preventing bursting, the associated complexity in calculating ACC results in a significant increase in the system’s overall complexity. For every iteration, \( P_{ci}(k) \), \( P_{i}(k) \), and \( P_{ui}(k) \) have to be calculated. The amount of computation of \( P_{ci} \) and \( P_{i} \) depends on the number of weights of the adaptive
Figure 4.18 ACC of 69/16 single adaptive hybrid with 2000 Hz sinusoid at the near-end first, white Gaussian noise at the far-end from 500 iteration, and 1000 Hz sinusoid again at the near-end from 1000 iteration.

Figure 4.19 Variation of the 6th weight of the adaptive filter with the same conditions as in Figure 4.18.
Figure 4.20 ACC of 69/16 single adaptive hybrid with 500 Hz sinusoid at the near-end with bursting. $\mu = 1/10$.

Figure 4.21 ACC criterion is applied to the same conditions as Figure 4.20 to avert bursting.
filter. The more weights chosen, the more computation involved. The total amount of multiplication is 6N+3, addition is 3N, and division is N+1 for every iteration. This can be very significant for large N. This is also a major drawback for the originally intended application of ACC as double talk detector[46]. Thus, simplifying the computational requirements while giving the same performance is the main objective of the next step. In the next section, we will propose a simplification to this algorithm that allows us to stop bursting while requiring significantly less computation.

4.3 Direct Calculation of the Cross-Correlation

$P_{ei}$ is the parameter which relates $x(k - i + 1)$ and $e(k)$. It is the most important component of ACC and its normalization relative to the power $P_e(k)$ and $P_i(k)$ leads to the normalized coefficient $C_i(k)$. The normalization procedure makes the values of ACC independent of the magnitude of the input signal. e.g. Variation of ACC for unit variance white noise will be exactly the same as that of the white noise with a different variance.

As a result of the complexity of the calculation for ACC in each iteration, the logical question becomes whether it is possible to use only $P_{ei}$ as the criterion because it calculates the cross correlation between $x(k - i + 1)$ and $e(k)$, though not normalized. Furthermore, in Eq.(4.3), the recursive algorithm computing $P_{ei}$ for different $i$ is the same except for using a different $x(k - i + 1)$. Thus, it is expected that basic features of $P_{e1}(k)$ and $P_{ei}(k)(i \neq 1)$ will not be very different. If that is true, then using one or two specific $P_{ei}$ may provide us with the same information. Based on this analysis, the following part will study the special features of $P_{ei}$.

4.3.1 Characteristic of $P_{ei}$ and its Usage for Bursting Control

First, we will consider $P_{e1}$, i.e. the correlation between the current $x(k)$ and $e(k)$. For the system in Fig.4.1, if a tone is injected from the far-end, $P_{e1}$ will eventually decay to
zero and fluctuate with a very small magnitude (Figs. 4.22-4.23). A separate window on the graph shows $P_{e1}(k)$ after convergence on a different scale to see the details. However, if the tone is inserted from the near-end, for most of the frequencies, $P_{e1}(k)$ will always keep the same sign and converge to the zero line, i.e., its magnitude continually decreases. This can be seen in Figs. 4.24-4.25. 500 Hz and 3000 Hz sinusoids are inserted from the near-end, $P_{e1}(k)$ for the first case is always positive and $P_{e1}(k)$ for the second one is always negative. Through simulation, it is found the crossover point from positive to negative happens when the tone frequency is around 2000 Hz (approximate 1970-2030 Hz). Figs. 4.26-27 provide the ACC when 1990 Hz and 2010 Hz sinusoidal signals are applied to the near-end respectively. The fluctuation of ACC around zero line is clearly observed.

When the input is white noise, applied at either the far-end or the near-end, $P_{e1}(k)$ will always be fluctuating around zero (Figs. 4.28-29). This will make it difficult to find a criterion to judge whether a tone or white noise is injected, since $P_{e1}(k)$'s keeping the same sign can not be a feature of near-end tones due to the exception around 2000 Hz. Thus introducing the calculation of another parameter $P_{ci}(k) (i \neq 1)$ is considered. Suppose $i = N$ is used, the characteristic of $P_{cN}(k)$ will be similar to that of $P_{e1}(k)$, the only difference is the frequency at which $P_{cN}(k)$ crosses the zero line will be different from that of $P_{e1}(k)$.

With the above analysis, a criterion using $P_{ci}$ to detect bursting is proposed: $P_{ci}(k)$ is computed for two values of $i$. Whenever at least one of the two $P_{ci}(k)$'s keeps the same sign for a predetermined number of iterations, it is determined that there is a tone inserted from the near-end, then adaptation should be stopped. Since the two $P_{ci}$'s are regularly calculated and checked, when normal conditions return, adaptation is resumed. As a far-end tone or near-end white noise will make the $P_{ci}(k)$ fluctuate around zero, the detection algorithm may assume the presence of far-end white noise and continue to do the adaptation. This is acceptable since neither of these two cases will lead to bursting.
Figure 4.22 $P_{el}$ of 69/16 single adaptive hybrid with 500 Hz sinusoid at the far-end.

Figure 4.23 $P_{el}$ of 69/16 single adaptive hybrid with 1000 Hz sinusoid at the far-end.
Figure 4.24 $P_{el}$ of 69/16 single adaptive hybrid with 500 Hz sinusoid at the near-end.

Figure 4.25 $P_{el}$ of 69/16 single adaptive hybrid with 3000 Hz sinusoid at the near-end.
Figure 4.26 $P_{c1}$ of 69/16 single adaptive hybrid with 1990 Hz sinusoid at the near-end.

Figure 4.27 $P_{c1}$ of 69/16 single adaptive hybrid with 2010 Hz sinusoid at the near-end.
Figure 4.28 \( P_{e1} \) of 69/16 single adaptive hybrid with white Gaussian noise at the near-end.

Figure 4.29 \( P_{e1} \) of 69/16 single adaptive hybrid with white Gaussian noise at the far-end.
If the processor used in echo canceller could not detect the sign change for the case far-end tone due to limited accuracy, the adaptation will continue but will not lead to bursting. The selection of the $P_{ei}$ terms to be calculated has to be done carefully. Extensive simulations were carried out to ensure that for the selected pair, there will always one $P_{ei}$ that will remain the same sign. Table 4.1 summarizes these results. Based on Table 4.1, it is suggested to choose one even order and the other of odd order. It can be seen from the Table 4.1 if $P_{e1}(k)$ and $P_{e15}(k)$ are used for analysis, there will be some confusion for the frequencies around 2000 Hz because both of them are changing signs. However, the combination of $P_{e2}(k)$ and $P_{e15}(k)$ will work well. This was also verified for other combinations.

Figs.4.30-4.31 illustrate using $P_{e1}(k)$ and $P_{e16}(k)$ as the couple with the criterion mentioned above to avoid bursting. The input conditions are exactly the same as those used for Fig.4.18 and 4.19. It can be seen during the tone input period, $P_{e1}(k)$ will cross the zero line (a detailed description of $P_{e1}(k)$ before 400 iteration is provided in the window), fortunately, $P_{e16}(k)$ still keeps the same sign. When this situation stays unchanged for 200 iterations, the weights are frozen, and bursting is prohibited. When white noise comes or later another tone is applied, the performance of $P_{e1}(k)$ and $P_{e16}(k)$ are just what we expect. Figs.4.32-4.33 show the variations of the 5th and 6th weights of the AF. The simplified method proposed here enables us to detect and stop bursting before it happens in the same way as the averaged method using ACC (section 4.2) did. However, there exist differences in details. Comparing Fig.4.19 with Fig.4.32, it is noticed for the first tone input part, the values at which $\hat{h}(6)$ is frozen are different. This is reasonable since the instantaneous value after consecutive 200 iterations of $ACC > 0.4$ is not identical to that after consecutive 200 iterations of $P_{e1}(k)$ or $P_{e16}(k)$ keeping the same sign. This frozen value will be the initial one for the white noise input part. Although this far-end white noise will allow the coefficients to converge to the same averaged optimum values,
<table>
<thead>
<tr>
<th>freq.(Hz)</th>
<th>Pc1</th>
<th>Pc2</th>
<th>Pc3</th>
<th>Pc4</th>
<th>Pc5</th>
<th>Pc6</th>
<th>Pc7</th>
<th>Pc8</th>
<th>Pc9</th>
<th>Pc10</th>
<th>Pc11</th>
<th>Pc12</th>
<th>Pc13</th>
<th>Pc14</th>
<th>Pc15</th>
<th>Pc16</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>500</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>700</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>1000</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>1200</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>1500</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>1950</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>2000</td>
<td>alter</td>
<td>alter</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>2050</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>2100</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>2500</td>
<td>-</td>
<td>-</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>3000</td>
<td>alter</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>+</td>
<td>+</td>
<td>alter</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 4.1 Behaviors of $P_c$ for different frequencies of near-end input.
Figure 4.30 $P_e$ of 69/16 single adaptive hybrid with 2000 Hz sinusoid at the near-end first, white Gaussian noise at the far-end from 500 iteration, and 1000 Hz sinusoid again at the near-end from 1000 iteration.

Figure 4.31 $P_{el}$ of 69/16 single adaptive hybrid with the same conditions as above.
Figure 4.32 Variation of the 6th weight of the adaptive filter with the same conditions as in Figure 4.30.

Figure 4.33 Variation of the 5th weight of the adaptive filter with the same conditions as in Figure 4.32.
the instantaneous values for the 1000th iteration will be a little different. It is recorded
that the instantaneous value for 1000th iteration in Fig.4.19 is 8.4802695e-3, and in
Fig.4.32, the value is 8.4802667e-3. These values will be the initial values for the next
single-frequency tone. As these two are so close, the final value the weights frozen at will
be very close.

Another example given earlier for testing of the validity of ACC is used again here. In
Fig.4.34, $P_{ei(k)}$ is plotted to show how the near-end tone evokes bursting. For Fig.4.35,
the $P_{ei}$ approach is applied and bursting is averted.

4.4 Conclusion

In this Chapter, we proposed two correlation-based approaches to enable us to detect and
stop bursting before it happens. The first approach uses the averaged cross correlation
(ACC) while the second uses cross correlation of the error with two of the input vector
components. Both are successful and feasible for practical hybrids. However, using the
second approach based on evaluating only two cross correlation $P_{ei}$s will save a lot of
computation. For every iteration, ACC approach will require $6N+3$ of multiplications,
$3N$ of additions, and $N+1$ of divisions. While $P_{ei}$ method only needs to calculate two
$P_{ei}(k)$s which will include 4 multiplications and 2 additions. Thus, $P_{ei}$ approach is quite
significantly less complex.

Although ACC is considered complicated compared with $P_{ei}$, it is still superior to all
other methods discussed in Chapter 2 and 3. It was also suggested for use as a double
talk detector[46]. For the two approaches proposed in this Chapter, two advantages are
worth highlighting. Firstly, they are practical. They do not require restricting the order
of the hybrid to very low values, like leaky LMS method or pole position method, also
they do not need the preknowledge of the range of the echo path coefficients to set a
criterion or the exact order to derive an expression of the characteristic equation for the
Figure 4.34 $P_{e_1}$ of $\theta_{9/16}$ single adaptive system with 500 Hz sinusoid at the near-end with bursting. $\mu = 1/10$.

Figure 4.35 $P_{e_i}$ criterion applied to the same system with the same input condition as Figure 4.34.
system. Secondly, they are robust. The criterion will not be affected by the order of the adaptive hybrid, by the input conditions or by the echo path change, while the methods such as leaky LMS whose derivations need the exact information of echo path model are more restricted. In this sense, ACC and $P_{si}$ are quite effective and practical.

Finally, recall that all of the above discussions considered the case of single adaptive hybrid case with a scalar feedback at the far-end. It has not been tested the case of far-end hybrid with AF since the presence of the far-end adaptive filter results in minimum feedback; effectively opening up the feedback path. In this case, even if bursting happens, it is of extremely low magnitude that it can be effectively ignored. Fig.4.36 shows such a case.

![Figure 4.36 Bursting in the double adptive hybrid(60/16) system with 500 Hz sinusoid at the near-end. $\mu = 1/10$.](image)

To conclude, we have proposed two methods to detect and stop bursting and illustrated their performance through extensive simulations. These algorithms work well even when the echo path suddenly changes. However, they are not intended to detect double talk. One would have to use a regular double talk detector as well. It is worth noting that even though the ACC was proposed in [46] as a way to detect double talk as opposed to echo path change, we have not been able to verify its use for such an objective. Only minor
differences exist between the two and they are very dependant on the input. Fig.4.37
provides what the ACC looks like during double talk. First white noise with variance
of one is inserted from far-end, after 500 iteration, another white noise with the same
variance is applied from near-end. It can be seen there is not much difference for ACC
between double talk and single talk cases. Though the ACC approach does not seem to
work well as a DTD as originally intendent in [46], it has provided the foundation for this
current approach to stop bursting on a practical hybrid.

However, $P_{ei}$ seems to have the ability to detect double talk as the magnitude of $P_{ei}$
for double talk is obviously larger than that of the single talk case (Fig.4.38). Though
this difference is easily observed by eye, it is not easy to choose some value as threshold
to separate these two cases. Since the magnitude of $P_{ei}$ might change according to the
magnitude of the input. Thus it is suggested to continue to use a conventional DTD to
detect double talk.

![Figure 4.37 ACC of 69/16 single adaptive hybrid with white gaussian noise from the far-end first and double talk beginning at 500 iteration. $\mu = 1/32$.]
Figure 4.38 $P_{c1}$ of 69/16 single adaptive hybrid with white Gaussian noise from the far-end first and double talk beginning at 500 iteration.
Chapter 5
Conclusion

This thesis has presented several effective and simple approaches to avoid bursting in adaptive hybrid setups. These methods provide different levels of advantages over the current available solutions mentioned in Chapter 2. In Chapter 3, a new approach, using the combination of the leaky LMS and a pole position method to choose the proper leakage factor necessary to avoid bursting, proved to be very effective. Though it is still only applicable to low-order hybrid cases, it already extended the work of [30] to a relatively higher order. The drawback of this method is that a general expression for the boundary of separation of bursting and non-bursting regions, is not available for arbitrary orders. Thus, it is difficult to apply to realistic hybrids. This is the same drawback as for the new double-talk detector suggested in [38]. Generally speaking, none of the published papers discussing bursting control provides a solution to cases when the adaptive filter has more than one coefficient. However, some commercial products with double adaptive filters in parallel can avoid bursting, by employing an extra signal correlator to eliminate the possibility of bursting. However, this approach has double the complexity of the regular system in addition to an unspecified complexity for the signal correlator.

First, approaches based on restricting the dynamic range of the coefficients for the adaptive filter are proposed and verified. They are simple, effective, and superior to available solutions, since they can be used for any combination of hybrid/EC cases. Their drawback is that they require some knowledge of the echo path. However, their requir-
ment for knowledge of the echo path is still less crucial than that required for the leaky LMS approach or for the new double-talk detector. The latter approaches need to know the exact order of the echo path and the range of the parameters of the echo path, which is usually not available. However, our approaches only require some basic knowledge of a loose range of possible values for the weights or energy in the weights, which is not as strict as the previous requirements.

Considering these drawbacks, in chapter 4, we proposed two more practical and effective approaches based on the cross-correlation between the input and the error of the echo canceller to detect and stop bursting. These approaches are the best among all methods suggested and reviewed in this thesis. They both achieve the objective of stopping bursting with different levels of complexity. Compared with the approach with double adaptive filters[16][17][18], the advantage of the simplified crosscorrelation approach is that it significantly reduces the complexity of the hardware. Though, we still need to employ a conventional DTD to detect double talk, this DTD is also necessary in the above products.

The effectiveness of the simplified approach is verified by computer simulation. The next step is to verify the performance on a real time system for a variety of practical hybrids.

In this work, we investigated approaches to control bursting in the single adaptive hybrid system. Such a system is an accurate reflection of practical cases. However, there are cases where the system has double adaptive hybrids. We need to verify the performance of the proposed algorithms for this double hybrid set up.
Appendix A

LMS Solution for Far-end Input with White Noise and Sinusoid

To illustrate the theory of LMS used for the echo cancellation problem, Fig.A.1 is provided here. It is known that the single far-end talker situation is the best configuration for training the EC on the near-end. As the near-end is silent, the leaked signal $e(k)$ only contains components of the far-end input, thus, the echo canceller can make a good estimate of the leaked signal based on the far-end signal so that the squared error converges to a small value.

![Diagram](image)

Figure A.1: Model for Single Adaptive Hybrid

Wiener filter theory is based on minimizing the mean-squared error to make the "estimate" as close as possible to the desired one in the MSE sense. It is generally applied in echo cancellation problem.

Wiener filter theory states that the optimum set of tap-weight vector $h_0$ is given by
the solution to the normal equation

\[ \mathbf{R}h_0 = \mathbf{p} \]

where \( \mathbf{R} \) is the autocorrelation matrix of the tap-input vector \( \mathbf{X}(k) \) and \( \mathbf{p} \) is the cross-correlation vector between the tap-input \( \mathbf{X}(k) \) and the desired response \( y(k) \).

If \( \mathbf{R} \) and \( \mathbf{p} \) are known exactly, \( h_0 \) can be obtained as

\[ h_0 = \mathbf{R}^{-1}\mathbf{p} \]

Assuming a stationary process, \( \mathbf{R} \) is given as

\[
\mathbf{R} = E\{\mathbf{X}(k)\mathbf{X}^T(k)\} = \begin{bmatrix}
    r(0) & r(1) & r(2) & \cdots & r(N-1) \\
    r(-1) & r(0) & r(1) & \cdots & r(N-2) \\
    r(-2) & r(-1) & r(0) & \cdots & r(N-3) \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    r(-N+1) & r(-N+2) & r(-N+3) & \cdots & r(0)
\end{bmatrix}
\]

where \( N \) stands for the number of the tap-weights in the adaptive filter, \( E \) represents the expectation operator, superscript \( T \) denotes transpose and \( r() \) is the autocorrelation function of the input signal. For a white noise signal, the autocorrelation function is zero for all values except \( r(0) \). Thus, \( \mathbf{R} \) reduces to a diagonal matrix whose diagonal elements are all equal to \( r(0) \), i.e. the variance of the white noise input \( \sigma^2 \). \( \mathbf{R} \) is rewritten as:

\[
\mathbf{R} = \begin{bmatrix}
    r(0) & 0 & \cdots & 0 \\
    0 & r(0) & \cdots & 0 \\
    \vdots & & \ddots & \vdots \\
    0 & 0 & \cdots & r(0)
\end{bmatrix} \quad (A.1)
\]

The cross-correlation \( \mathbf{p} \) is defined as:

\[
\mathbf{p} = E\{y(k)\mathbf{X}(k)\} = \begin{bmatrix}
    E\{\sum_{i=0}^{N-1} h_i x(k-i)x(k)\} \\
    E\{\sum_{i=0}^{N-1} h_i x(k-i)x(k-1)\} \\
    \vdots \\
    E\{\sum_{i=0}^{N-1} h_i x(k-i)x(k-N+1)\}
\end{bmatrix}
\]
\[
\begin{bmatrix}
\sum_{i=0}^{M-1} h_i r(i) \\
\sum_{i=0}^{M-1} h_i r(i-1) \\
\sum_{i=0}^{M-1} h_i r(i-2) \\
\vdots \\
\sum_{i=0}^{M-1} h_i r(i-N+1)
\end{bmatrix}
\]

where \( y(k) \) is the desired response in Fig.A.1, and \( h_i (i = 1, \ldots, M) \) is the echo path impulse response.

For a white noise input, only \( r(0) \) is nonzero, thus,
\[
p = \begin{bmatrix}
h_0 r(0) \\
h_1 r(0) \\
\vdots \\
h_{N-1} r(0)
\end{bmatrix}
\]

(A.2)

So
\[
h_0 = R^{-1} p = \begin{bmatrix}
\frac{1}{r(0)} & 0 & \ldots & 0 \\
0 & \frac{1}{r(0)} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \frac{1}{r(0)}
\end{bmatrix}
\begin{bmatrix}
h_0 r(0) \\
h_1 r(0) \\
\vdots \\
h_{N-1} r(0)
\end{bmatrix} = \begin{bmatrix}
h_0 \\
h_1 \\
\vdots \\
h_{N-1}
\end{bmatrix}
\]

(A.3)

i.e., the solution \( h_0 \) will be equal to the truncated impulse response of the echo path.

In a practical system, the exact measurement of \( R \) and \( p \) is not available, thus other approximate methods, such as the LMS algorithm, are used to solve for \( h_0 \). The LMS algorithm was shown to converge to the Wiener solutions. Simulations provided in the previous chapters show that the weights will be nearly equal to the optimum response of the echo path. Figs.4.19 and 4.32 are examples.

When a single tone is applied to the system, the solution to the normal equation will be different from the previous discussion with white noise input.

For example, for sinusoidal signal \( x(k) = A \sin(wk) \), the autocorrelation function is given as
\[
r(n) = E\{A \sin(wk) A \sin(w(k-n))\}
\]
\[
= E\{-\frac{A^2}{2} (\cos(2wk - wn) - \cos(wn))\}
\]
\[ = \frac{A^2}{2} \cos(wn) \]

Then the correlation matrix changes to:

\[ R = \begin{bmatrix}
\frac{d^2}{2} \cos(0) & \frac{d^2}{2} \cos(1) & \ldots & \frac{d^2}{2} \cos(w(N - 1)) \\
\frac{d^2}{2} \cos(-1) & \frac{d^2}{2} \cos(0) & \ldots & \frac{d^2}{2} \cos(w(N - 2)) \\
\vdots & \vdots & \ddots & \vdots \\
\frac{d^2}{2} \cos(-N + 1) & \frac{d^2}{2} \cos(-N + 2) & \ldots & \frac{d^2}{2} \cos(w(0)) 
\end{bmatrix} \]  
(A.4)

Since the autocorrelation function \( r(n) \) is non-zero for \( n \neq 0 \), \( p \) changes to

\[ p = \begin{bmatrix}
\sum_{i=0}^{N-1} h_i \cdot \frac{d^2}{2} \cos(i) \\
\sum_{i=0}^{N-1} h_i \cdot \frac{d^2}{2} \cos(i - 1) \\
\vdots \\
\sum_{i=0}^{N-1} h_i \cdot \frac{d^2}{2} \cos(i - N + 1)
\end{bmatrix} \]  
(A.5)

Though \( R \) and \( p \) exist, the \( N \)th order matrix \( R \) does not contain \( N \) independent rows (for a single sinusoid) and thus specifies an under-determined system. Therefore, there are an infinite number of solutions to the normal equation for this situation. That is why the far-end tone will lead the weights of the near-end AF to converge to a different set of values depending on the initial value of the coefficients. Figs. A.2 and A.3 show the tap weight values when a 500 Hz sinusoid is applied from the far-end of the 69/16 single adaptive system after 1000 iterations of adaptation. Fig.A.2 and A.3 are obtained by initially setting all the 16 taps of the AF to be zero or one respectively. It is clearly seen the final weights are different for different initial values.
Fig. A.2 Tap values after 1000 iterations of adaptation with far-end 500 Hz sinusoid input. Weights are initialized as zeroes. $\mu = 1/32$. 

Fig. A.3 Tap values after 1000 iterations of adaptation with far-end 500 Hz sinusoid input. Weights are initialized as ones. $\mu = 1/32$. 
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Appendix B

Coefficients of the 69-tap Hybrid

The coefficients are listed by row.

\[
\begin{array}{cccccccc}
-0.0002 & -0.0005 & -0.0041 & -0.0016 & 0.0179 & 0.0086 & -0.0056 \\
0.0055 & -0.0032 & 0.0014 & 0.0008 & -0.0024 & 0.0024 & -0.0023 \\
0.0013 & -0.0006 & -0.0001 & 0.0007 & -0.0010 & 0.0004 & 0.0008 \\
0.0000 & -0.0001 & -0.0001 & 0.0003 & -0.0001 & 0.0002 & -0.0000 \\
0.0002 & 0.0002 & 0.0002 & 0.0002 & 0.0002 & 0.0002 & 0.0001 \\
0.0002 & 0.0003 & 0.0003 & 0.0003 & 0.0003 & 0.0000 & 0.0001 \\
0.0000 & 0.0002 & 0.0003 & 0.0003 & 0.0002 & 0.0001 & 0.0000 \\
0.0001 & 0.0001 & 0.0002 & 0.0003 & 0.0002 & 0.0002 & 0.0001 \\
0.0000 & 0.0001 & 0.0000 & 0.0001 & 0.0001 & 0.0001 & -0.0001 \\
-0.0001 & 0.0001 & 0.0001 & 0.0001 & 0.0000 & -0.0001 & \\
\end{array}
\]
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