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Abstract

The purpose of the research work described in this dissertation was to explore available methods for the synthesis of networks from non-ideal elements and to find a new theory upon which a practically tractable synthesis procedure can be founded for circuits with arbitrarily distributed losses.

Since the theory providing the basis for this novel design method turned out to be closely related to the insertion loss synthesis technique, a detailed explanation of the latter was required. It has been provided in Chapter I. Apart from some new derivations involving the relation between the form of the characteristic function and the circuit configuration, and the approximating synthesis procedure for filter-combinations, the fundamental theory described in the first chapter is available in the literature.

The construction of realizable transfer functions for some practical requirements is treated in Chapter II. There the proof of the non-realizability of a quasielliptic response, some realizability-considerations involving elliptic filters, the Section on harmonic suppression filter-sets and the step-by-step design method for Chebyshev pass-band filters are original; the rest of Chapter II recapitulates existing theory.

Chapter III provides a summary of miscellaneous analysis and synthesis methods which take into account the effects of
non-ideal elements. The improved temperature-compensation procedure is new; the other results have been previously published. The derivations contained in Para. III.2.c. have been worked out by the writer, at least one of them, however, probably duplicates Darlington's original (unpublished) calculations.

The new synthesis method and its supporting theorems are described in Chapter IV. First, a large variety of formulae are obtained for the derivatives of various network parameters. These formulae are utilized in the derivation of the main theory; they are also directly applicable to circuit analysis. The formulae can be deduced from the determinant forms of the driving-point and transfer immittances.

The effects of losses on the transfer characteristics are then studied indirectly by examining the changes in various parameters of the transfer function (natural frequencies, attenuation poles, proportionality factor) due to the added dissipation. Using series expansions, from the variation of these parameters the increment of the transfer function itself could be found to a first-order approximation. These results were used to find expressions, in which contributions of individual lossy elements to the distortion of the ideal characteristics were displayed. Even more important, they led to a relatively simple synthesis procedure allowing precorrection (often called predistortion) for the
detrimental effects of individual losses.

Since the calculations giving rise to the final formulae involve series expansions and terms containing powers of loss factors greater than unity are omitted, the accuracy decreases with increasing losses. Even for quality-factors in the order of 10, however, examples proved the results to be sufficiently exact for any practical purposes.

Using some special properties of the lossy ladder-networks found in the course of this investigation the general expressions were simplified for this important configuration. For the important case of semi-homogeneous loss distribution (all coils have identical quality-factors, and so do all capacitors, but the quality-factors of the two groups differ), topological considerations were applied to achieve extremely compact formulae.

Procedures to improve the accuracy for extreme cases (large losses, sharply changing response) have been developed; however these are seldom needed. Some alternative procedures applicable in special cases have also been derived.

Finally, the theory was tested with excellent results by applying it to a large number of design problems, a representative cross-section of which has been included in Chapter IV to illustrate the simplicity and usefulness of the method.
LIST OF THE MOST IMPORTANT SYMBOLS

ENGLISH - LETTER SYMBOLS

A  Cascade parameter

Even part of a Hurwitz polynomial

p. 16*  

A_i  Insertion loss

p. 38

A_o  Operating loss

p. 21

A_r  Reflection loss

p. 19

A_p  Maximum attenuation variation in the passband

p. 20

A_s  Minimum variation between passband and stopband attenuation

p. 74

B  Cascade parameter

Susceptance function

p. 75

Phase function

p. 16

pB  Odd part of a Hurwitz polynomial

p. 70

C  Capacitance

Cascade parameter

p. 21

D  Cascade parameter

Configuration index

p. 38

Dissipation constant

p. 16

E  Voltage

p. 170

E_{20}  Voltage across the load when it is connected directly to the generator

p. 120

e  Suffix used to denote the even part of a function

p. 42

f  Arbitrary even or odd polynomial (operating parameters)

p. 21

G  Conductance

p. 36

h  Hurwitz polynomial (operating parameters)

p. 35

h_{i,j}  Residue of X_{i,j} at a pole

p. 35

h  Arbitrary polynomial (operating parameters)

p. 35

* Page on which the symbol first occurs
I  Current
K  Complete elliptic integral of the first kind
k  Selectivity parameter
k₁ Discrimination parameter
M  Voltage transfer ratio
N  Current transfer ratio

Network
n  Number of elements in a network

Degree of a function
Order of a circuit

o  Suffix used to denote the odd part of a function
P  Even polynomial (operating parameters)
Pg  Maximum power available from a generator
Pᵣ Reflected power
p  Complex frequency variable
P₂  Power delivered to the load
P₂₀ Power delivered to the load connected directly to the generator
Q  Quality factor of a network element
q  Modular constant
R  Resistance value
R₀ Impedance normalization factor
S  Operating factor
X  Reactance function
Y  Admittance function

Xᵢⱼ, Xᵢⱼ Immittance function (Zᵢⱼ or Yᵢⱼ, Zᵢⱼ or Yᵢⱼ)
Y₀ Driving point admittance function
\[ Y_{ij} \] Short circuit driving point admittance function

\[ Y_{ij} (i \neq j) \] Short circuit transfer admittance function

\[ Z \] Impedance function

\[ Z_A, Z_B \] Impedances of a lattice

\[ Z_D \] Driving point impedance function

\[ Z_{ii} \] Open circuit driving point impedance function

\[ Z_{ij} (i \neq j) \] Open circuit driving point transfer impedance function

\[ Z_I \] Image impedance

**GREEK LETTER SYMBOLS**

\[ \Gamma_0 \] Operating transmission constant

\[ \Gamma_i \] Insertion transmission constant

\[ \Delta \] Circuit determinant

\[ \theta \] Image propagation constant

\[ \Lambda \] Insertion voltage ratio

\[ \rho \] Reflection factor

\[ \Phi \] Insertion characteristic function

\[ \Phi \] Operating characteristic function

\[ \omega \] Frequency variable

\[ \omega_p \] Normalized passband limit

\[ \omega_s \] Normalized stopband limit

\[ \Omega_\infty \] Frequency of infinite attenuation (normalized)
INTRODUCTION

The title of this work implies a logical division of the subject into two main themes, insertion loss network synthesis and the design of circuits from lossy elements. In fact, the two topics are closely related; it was Darlington's historical work on the insertion loss synthesis of networks, that first provided a comprehensive theory for the observation of losses in circuit design, based on his synthesis method for loseless networks.

The present thesis will be divided into four Chapters. The first is devoted to the insertion loss synthesis and its German counterpart, the operating loss design. One reason for the rather complete and logical treatment of these theories was to achieve a self-contained analysis. A second, much more important argument was the scarcity of publications on the subject. Darlington's original work was famous for its compactness as well as for its originality; it provides the results but not much of the derivations or reasoning behind them. While German authors (mainly Cauer and Piloty) gave the details of their work, largely paralleling Darlington's, the use of different symbols and concepts made the interpretation awkward. In addition, certain parts of Darlington's work, among them the treatment of lossy networks, were not fully explored. The result is a situation, in which prestigious periodicals (Proc. IRE, IRE Transactions on Circuit Theory, IEE Transaction etc.,) publish articles by eminent authors like Grossman, Desoer and Zdnék interpreting
parts or even single equations of Darlington's paper. Under these circumstances it seemed desirable to give a concise analysis of the method. Some of the derivations of this Chapter as well as those of Chapters II and III have never been published; many results are also new. They are, however embedded in the general theory in order to give a unified treatment of the subject.

Chapter II deals with selected problems of the approximation theory, mainly items relevant to filter design. The treatment is again brief, but logically complete.

Chapter III describes, with certain extensions, mainly already existing methods for the analysis and compensation of the effects of non-ideal element behaviour. It contains a detailed description of Darlington's predistortion theory and gives the derivation (indeed, two different derivations) of his celebrated Eqs. (77) - (81) for the first time.

Finally, Chapter IV demonstrates a new comprehensive theory for the general treatment of lossy networks. Darlington's analysis has been restricted to special loss-distribution and the only attempt to solve the general problem - Desoer's perturbation theory - is rather difficult to apply in most cases and not too well explored.

The theory presented in this Chapter is applicable in all cases;
special attention has, however, been given to certain important specific configurations and loss-distributions. For these, the formulae becomes surprisingly simple.

In the course of the calculations, some general network theorems—believed to be new—are stated and proven.

Finally, to illustrate the practical value of this synthesis procedure, a number of design examples has been worked out, and some demonstrated at the end of the Chapter. The accuracy obtained in these instances is much higher than any practical requirement would demand.

While the emphasis in the present text is on the treatment of losses, the principles and many of the results are equally useful in dealing with stray capacitances, element and quality-factor tolerances, etc.

It is the writer's pleasure to express his gratitude for encouragement and fruitful discussions to Professors G.S. Glinski and G.J. van der Maas of the University of Ottawa, and to acknowledge the constructive criticism provided by Drs. A.J. Grossman and G. Szentirmai of the Bell Telephone Laboratories. Also, he is deeply indebted to the Northern Electric Co. Ltd. for sponsoring the research and providing stimulating atmosphere.
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I. INSERTION LOSS SYNTHESIS

The synthesis of communication networks on the insertion loss (or operating loss) basis is performed in the following steps:

1. From the specifications (usually given in a graphical form), a suitable mathematical expression is derived, which approximates the requirements in an acceptable manner and which is at the same time appropriate for the realization procedure of steps 2, and 3.

2. From the algebraic expression obtained in step 1, the immittance parameters of the network are deduced.

3. The configuration and element values of the network can be derived from the immittance parameters.

This chapter will describe the most important procedures for carrying out steps 2, and 3. From these, the necessary realizability conditions for the algebraic form of the specifications can be derived.
14. THE EVALUATION OF FOUR-POLE PARAMETERS

The networks discussed in this thesis are reactive four-poles (two-branch-pair circuits), fed by a generator with resistive internal impedance and terminated by a load resistor (Fig. 1). The only resistive elements within the four-pole are the loss resistors associated with the parasitic dissipation of the reactances. All elements of the terminated network will be considered passive, linear, lumped, bilateral and time-invariant.

The following section will define the quantities and parameters which will be found useful in the treatment of these circuits.

a) Driving-point and transfer immittances

For the circuits described above, repeated applications of Kirchhoff's laws lead to two alternative systems of equations:

\[ z_1 I_1 + z_{i1} I_2 + \ldots + z_m I_n = E_1 \]
\[ z_{i1} I_1 + z_2 I_2 + \ldots + z_{i2} I_n = E_2 \]
\[ \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
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(nodal equations). In the following $X_{ij}$ will denote either $Z_{ij}$ or $Y_{ij}$. $X_{ij}$ will be called self-immittance ($i=j$) or mutual immittance ($i \neq j$) in Eq. (1) (Eq. (2)) $E_i$ ($I_i$) are the source voltages (currents), $I_j$ ($E_j$) the resulting mesh-currents (nodal voltages).

Also

$$X_{ij} = X_{ji}.$$ \hspace{1cm} (3)

The ratio of the source voltage $E_i$ (source current $I_i$) to the current $I_j$ (voltage $E_j$) will be called driving point ($i=j$) or transfer ($i \neq j$) impedance (admittance). $Z_{Di}$ ($Y_{Di}$) will denote a driving point, $Z_{Tij}$ ($Y_{Tij}$) a transfer impedance (admittance). $X_{Di}$ or $X_{Tij}$, the driving point or transfer immittance, might mean either $Z$ or $Y$. Solving Eq. (1) or (2), we get

$$X_{Di} = \frac{\Delta}{\Delta_{ii}}$$ \hspace{1cm} (4)

and

$$X_{Tij} = \frac{\Delta}{\Delta_{ij}}$$ \hspace{1cm} (5)

where $\Delta$ is the determinant of Eq. (1) or (2) and $\Delta_{ij}$ is its minor obtained by omitting the $i$-th row and the $j$-th column.

When there will be no danger of confusion with the immittance-parameters (as below), the simpler $X_{ii}$ (driving-point immittance) or $X_{ij}$ (transfer immittance) symbolism will also be used.
b) **Impedance parameters**

If in Eq. (1), all \( E_i = 0 \), \( i \neq 1 \) and

\[
Z_{z2} = R_2 + z_{22}^0
\]

(Fig. 1), the output voltage is

\[
V_2 = E_1 \frac{R_2}{Z_{12}} - \frac{E_1 R_2 \Delta_{12}}{\Delta^* + z_{22} \Delta_{22}}.
\]  

(6)

Here

\[
\Delta^* = \Delta \bigg|_{z_{22} = 0}.
\]  

(7)

If now \( R_2 \to \infty \), we get

\[
V_2 = E_1 \frac{\Delta_{12}}{\Delta_{22}}.
\]

Since further, for \( R_2 \to \infty \)

\[
I_1 = \frac{E_1}{Z_{D1}} - E_1 \frac{\Delta_{11}}{\Delta} - E_1 \frac{\Delta_{122}}{\Delta_{22}},
\]

(9)

(\( \Delta_{122} \) is found by deleting the first and second rows, and columns of \( \Delta \)),

\[
\frac{V_2}{I_1} \bigg|_{R_2 \to \infty} - Z_{22} - \frac{\Delta_{12}}{\Delta_{122}} \quad (8)
\]

\[
\frac{E_1}{I_1} \bigg|_{R_2 \to \infty} = Z_1 = \frac{\Delta_{22}}{\Delta_{122}} \quad (9)
\]
and similarly

\[ \frac{V_1}{I_2} \bigg|_{R_1 \to \infty} = Z_{21} - \frac{\Delta_{21}}{\Delta_{22}^{II}} - Z_{12} \quad (10) \]

and

\[ \frac{E_2}{I_2} \bigg|_{R_1 \to \infty} = Z_{22} - \frac{\Delta_{2}}{\Delta_{22}^{II}} \quad (11) \]

By superposition now

\[ Z_{11} I_1 + Z_{12} I_2 = E_1 \]

\[ Z_{21} I_1 + Z_{22} I_2 = E_2 \quad (12) \]

The \( Z_{ik} \) are the impedance-parameters of the four-pole.

c) Admittance - parameters

Starting out from Eq. (2) a procedure exactly dual to the one just performed leads to the admittance-parameters \( \gamma_{ik} \) of the four-pole.

We get

\[ \frac{I_1}{E_1} \bigg|_{R_1 \to 0} = \gamma_{11} = \frac{\Delta_{22}}{\Delta_{22}^{II}} \quad (13) \]

\[ \frac{I_2}{E_1} \bigg|_{R_2 \to 0} = \gamma_{12} = \frac{\Delta_{22}}{\Delta_{22}^{II}} - \gamma_{21} \quad (14) \]
and
\[
\frac{I_2}{E_2} \bigg|_{R_1 \rightarrow 0} = \frac{V_{22}}{\Delta_{12}} = \frac{\Delta_1}{\Delta_{12}} \tag{15}
\]
where the \( \Delta \)-s now refer to Eq. (2).

Also
\[
\begin{align*}
Y_{11} E_1 + Y_{12} E_2 &= I_1, \\
Y_{12} E_1 + Y_{22} E_2 &= I_2. 
\end{align*} \tag{16}
\]

d) **Cascade parameters**

The cascade parameters are defined by the following equations:

\[
A = \frac{E_1}{V_2} \bigg|_{R_1 \rightarrow \infty} \tag{17}
\]

\[
B = \frac{E_1}{-I_2} \bigg|_{R_2 \rightarrow 0} \tag{18}
\]

\[
C = \frac{I_1}{V_2} \bigg|_{R_1 \rightarrow \infty} \tag{19}
\]

\[
D = \frac{I_1}{-I_2} \bigg|_{R_2 \rightarrow 0} \tag{20}
\]

Comparison with Eqs. (8) = (16) gives

\[
A = \frac{Z_1}{Z_2} = -\frac{V_{12}}{V_{12}} \tag{21}
\]

\[
B = \frac{[Z]}{Z_2} = -\frac{1}{Y_{12}} \tag{22}
\]
\[ C = \frac{1}{Z_{12}} = \frac{[Y]}{Y_{12}} \] (23)
\[ D = \frac{Z_{12}}{Z_{22}} = \frac{Y_{12}}{Y_{22}} \] (24)

where \[ [X] = X_1 X_2 - X_{12}^2 \],
and \[ AD - BC = 1 \] .

e) Image parameters

The image impedances are defined by an impedance-matching condition between the terminations and the driving-point impedances of the four-pole (Fig. 2):

\[ Z_{i1} = Z_{D1} \] (26)
\[ Z_{i2} = Z_{D2} \]

Using Eqs. (8) - (25), we get

\[ Z_{i1}^2 = \frac{\Delta B}{C D} = \frac{Z_1}{Y_{12}} \] (27)
\[ Z_{i2}^2 = \frac{\Delta D}{A C} = \frac{Z_2}{Y_{22}} \]

The image propagation function \( \Theta \) is given by the power transfer of the image-matched network

\[ e^{2\Theta} = \frac{E_1 I_1}{-E_2 I_2} = \frac{([AD] + [BC])^2}{[Y_{12} Z_1 + 1]} \frac{1}{[Y_{22} Z_2 - 1]} \] (28)

From Eqs. (26) - (28),

\[ \cosh \Theta = \sqrt{AD} = \frac{\sqrt{Z_1 Z_{12}}}{Z_{12}} \] (29)

and

\[ \sinh \Theta = \sqrt{BC} = \frac{\sqrt{Z_1}}{Z_{12}} \] (30)

are obtained.
FIGURE 2.
f) **Lattice impedances**

A symmetrical four-pole is a circuit on which an interchange of input and output terminals could not be detected electrically.

This means

\[ Z_{11} = Z_{22}, \quad A = D, \]
\[ Z_{12} = Z_{12} \quad Y_{1} = Y_{22}. \quad (31) \]

A symmetrical network can be characterized by two, rather than three parameters. These may be chosen as the impedance — values of its equivalent lattice — circuit (Fig. 3). From Eqs. (8) — (11), it is found that

\[ Z_A = Z_1 - Z_{12}, \]
\[ Z_B = Z_1 + Z_{12}. \quad (32) \]

Somewhat analogous to the symmetrical networks are the anti-metric or inverse impedance four-poles. Here

\[ \frac{Z_1}{Y_{22}} - \frac{Z_{22}}{Y_{11}} = Z_{11} Z_{12} = R_e^2 = \text{const.} \quad (33) \]

From Eqs. (21) and (22),

\[ [Z] = \frac{Z_{11}}{Y_{22}} - R_e^2. \quad (33/a) \]

Consequently, for a symmetrical network (cf. Eqs. (29) and (30))

\[ \cosh \Theta = \frac{Z_1}{Z_{12}}. \quad (29/a) \]
and for an antimetric network

\[ \sinh \Theta = \frac{R_c}{Z_{12}} \]  

(30/a)

g) Operating variables

The voltage and current transfer ratios of a terminated four-pole are (Fig. 4)

\[ N = \frac{E_1}{E_2} \]  

(34)

and

\[ M = \frac{I_1}{I_2} \]  

(35)

The operating factor \( S \) is defined by

\[ S^2 = \frac{P_{\text{gen}}}{-E_2 I_2} \]  

(36)

where

\[ P_{\text{gen}} = \frac{E_I}{4R_1} \]  

(37)

is the maximum power obtainable from the generator.

The operating transmission constant \( \Gamma_o \) is closely related to \( S \)

\[ \Gamma_o = \log S - \frac{1}{2} \log \frac{P_{\text{gen}}}{-E_2 I_2} = A_o + jB_o \]  

(38)

\( A_o \) is the operating loss, \( B_o \) the operating phase.

Obviously, for real frequencies

\[ A_o = \frac{1}{2} \log \frac{P_{\text{gen}}}{P_2} \geq 0 \]  

(39)
FIGURE 4.
It is customary to extend the concept of reflection loss and coefficient from transmission lines to lumped-element circuits. If the effect of impedance mismatch between terminations and driving-point impedances is represented by an additional generator counteracting the (matched) source (Fig. 5), it is easy to obtain

\[-E_r = \frac{R_1 - Z_{b1}}{R_1 + Z_b} E = \delta_1 E\]

and

\[\delta_1 = \frac{R_1 - Z_{b1}}{R_1 + Z_{b1}}\]

\[\delta_2 = \frac{R_2 - Z_{b2}}{R_2 + Z_{b2}}\]

the reflection factors.

Since

\[|\delta|^2 = \left|\frac{E_r}{E}\right|^2 = \frac{P_r}{P_{gen}}\]

where \(P_r\) is the reflected power, for a loss-free four-pole

\[|\delta_1|^2 = |\delta_2|^2\]

and

\[\frac{P_0}{P_{gen}} + \frac{P_r}{P_{gen}} = 1,\]

or

\[|S|^2 + |\delta|^2 = 1.\]

(42/a)

The real part of \(\delta\) is usually called the reflection loss

\[A_r = -\log |\delta|\].
FIGURE 5.
h) **Insertion quantities.**

An alternative way of specifying the transmission properties of the terminated network is through the insertion quantities.

The insertion voltage ratio \( \Lambda \) is defined by

\[
\Lambda = \frac{E_{2o}}{E_2}
\]

(43)

where

\[
E_{2o} = E \frac{R_2}{R_1 + R_2}
\]

(44)

is the voltage across the load resistor if it is connected directly to the generator. The insertion power ratio, the insertion loss \( A_1 \) and phase \( B_1 \) are given by

\[
\begin{align*}
\Gamma_1 &= A_1 + jB_1 = \log \left( \frac{E_{2o}^2}{E_2 I_2} \right) = \log \left( \frac{P_{2o}}{E_2 I_2} \right) \\
A_1 &= \log \frac{P_{2o}}{P_2} = \log \left| \frac{E_{2o}}{E_2} \right|^2
\end{align*}
\]

(45)

Comparison with Eqs. (36) and (39) gives

\[
\Lambda = \frac{2 \sqrt{R_1 R_2}}{R_1 + R_2} S = \sqrt{\gamma_0} S
\]

(46)

and

\[
A_1 = A_0 + \log \gamma_0
\]

(47)

where

\[
\gamma_0 = \left( \frac{1}{\sqrt{\frac{R_1}{R_2} + \frac{R_2}{R_1}}} \right)^4 = \frac{P_{2o}}{P_{gen}} \leq 1.
\]

(48)

is the generator efficiency.

From Eqs. (39) and (47), for real frequencies

\[
A_1 \approx \log \gamma_0
\]

(49)

or

\[
|\Lambda|^2 \approx \gamma_0^2
\]

(50)
I.2. RELATIONS BETWEEN THE IMMITTANCE PARAMETERS AND THE 
OPERATING AND INSERTION QUANTITIES. 9, 11,

Since most communication networks are realised in the 
practically advantageous ladder-configuration, which can best be 
synthesised from the immittance - parameters \((Z_{ij}, Y_{ij})\) and since 
on the other hand the specification of these networks is normally 
given in terms of the operating or insertion quantities, it is most 
important to establish relations between these variables. This will 
be done in this section.

a) Connection between the operating variables and the 
impedance parameters.

From the definition of the driving-point impedance and 
eqs \((12)\) of Sec. I.1.2, it follows that

\[
Z_{n} = \frac{E_{i}}{I_{i}} - Z_{i} - \frac{Z_{2}^{2}}{Z_{22} + R_{2}} - \frac{[Z] + Z_{n}R_{2}}{Z_{22} + R_{2}} \tag{1}
\]

Also from eqs \((12)\)

\[
-I_{2} = \frac{E Z_{22}}{(R_{1} + Z_{D})(R_{2} + Z_{22})} = \frac{E Z_{22}}{(R_{1} + Z_{n})(R_{2} + Z_{22}) - Z_{22}^{2}} \tag{2}
\]

results.

From eqs \((1)\) and \((2)\)

\[
M = \frac{E}{(Z_{n} + R_{1})(-I_{2})} - \frac{Z_{22} + R_{2}}{Z_{2}} \tag{3}
\]

\[
N = \frac{I_{1}Z_{D}}{-I_{2}R_{2}} - \frac{[Z] + Z_{n}R_{2}}{Z_{2}R_{2}} - \frac{Y_{22} + R_{2}^{-1}}{Y_{12}} \tag{4}
\]
and

\[ S = \left( \frac{E_2^2}{4R_1} \times \frac{1}{I_2^2 R_2} \right)^{\frac{1}{2}} \frac{(R_1 + Z_1)(R_2 + Z_{22}) - Z_{12}^2}{2 \sqrt{R_1 R_2 Z_{12}}} \]  \hspace{1cm} (5)

could be calculated.

The operating loss can be expressed as

\[ A_o = \log |S| = \log \left| \frac{(R_1 + Z_1)(R_2 + Z_{22}) - Z_{12}^2}{2 \sqrt{R_1 R_2 Z_{12}}} \right| \]  \hspace{1cm} (6)

and the reflection factor as

\[ \delta_t = \frac{R_t - Z_{bt}}{R_t + Z_{bt}} = \frac{(R_1 - Z_{bt})(R_2 + Z_{22}) + Z_{12}^2}{(R_1 + Z_{bt})(R_2 + Z_{22}) - Z_{12}^2} \]  \hspace{1cm} (7)

b) Relations between the insertion and impedance parameters.

Since the insertion and operating variables are connected through Eqs. (4b) - (4g) of Sec. I.2.1.

\[ A = \frac{E_2}{E_2} - \sqrt{\eta_o} S = \frac{(R_1 + Z_{bt})(R_2 + Z_{22}) - Z_{12}^2}{(R_1 + R_2) Z_{12}} \]  \hspace{1cm} (8)

and

\[ A_i = A_o + \log \eta_o = \log \left| \frac{(R_1 + Z_1)(R_2 + Z_{22}) - Z_{12}^2}{(R_1 + R_2) Z_{12}} \right| \]  \hspace{1cm} (9)

c) The calculation of the immittance parameters from a prescribed current and/or voltage ratio.

As Eqs. (8) - (16) of Sec. I.1.1. show, all immittance parameters can be expressed as

\[ X_{ij} = \frac{\Delta_{ii}}{\Delta_{ii22}} \]  \hspace{1cm} (10)
Here the determinant elements are
\[ x_{ij} = a_{ij} p + b_{ij} p^{-1} \]  \hspace{1cm} (11)

since the (unterminated) network is loss-less.

If follows, that all
\[ x_{ij} = \frac{f(p^2)}{p} \]  \hspace{1cm} (12)

are odd functions of the complex frequency \( p \),
\[ x_{ij}(-p) = -x_{ij}(p). \]  \hspace{1cm} (13)

This property will be utilized repeatedly in the derivations that follow.

For a prescribed \( M' \) using Eq. (13).

\[ M(p) = \frac{Z_{22} + R_2}{Z_{12}} \]

\[ M(-p) = -\frac{Z_{22} + R_e}{-Z_{12}} \]

so that
\[ Z_{12} = \frac{2R_2}{M(p) - M(-p)} = \frac{R_2}{M_0}, \]  \hspace{1cm} (14)

where \( M_0 \) is the odd part of \( M(p) \). Also
\[ Z_{22} = \frac{Z_{12}}{2} \left[ M(p) + M(-p) \right] = R_2 \frac{M_e}{M_0} \]  \hspace{1cm} (15)

where \( M_e \) is the even part of \( M(p) \).

A dual derivation gives for a prescribed \( N \)
\[ \gamma_{12} = -\frac{R_2}{N_0} \]  \hspace{1cm} (16)

and
\[ \gamma_{22} = R_2 \frac{N_e}{N_0} \]  \hspace{1cm} (17)
M and N may be prescribed simultaneously. In that case, Eqs. (14) – (17) of this section and Eqs. (21) – (25) of Section I.I. can be used to determine the immittance parameter matrices.

\[ \|Z\| = \frac{R_2}{M_o} \begin{pmatrix} N_e & 1 \\ 1 & M_e \end{pmatrix} \]  \hspace{1cm} (18)

\[ \|Y\| = \frac{G_2}{N_o} \begin{pmatrix} M_e & -1 \\ -1 & N_e \end{pmatrix} \]  \hspace{1cm} (19)

Here \[ G_2 = \frac{1}{R_2} \]  \hspace{1cm} (20)

The driving-point impedance

\[ Z_{D_i} = \frac{E_i}{I_i} = \frac{E_i}{E_2} \times \frac{(-I_2 R_2)}{I_i} = \frac{N}{M} \frac{R_2}{R_2} \]  \hspace{1cm} (21)

can also be calculated.

d) **Calculation from a prescribed operating factor and characteristic function.**

At this point it is convenient to define the operating characteristic function

\[ \psi = \varphi, S \]  \hspace{1cm} (22)

From Eqs. (42) and (42/a) of Sec. I.I.

\[ |\psi|^2 = \frac{P_r}{P_2} \]  \hspace{1cm} (23)

and

\[ |S|^2 = 1 + |\psi|^2 \]  \hspace{1cm} (24)

on the j\omega-axis. If now an S and \(\psi\) pair satisfying Eq. (24) is given, the immittance parameters can be obtained.
From Eqs. (22), (5) and (7)

$$\varphi = \frac{(R_1 - Z_s)(R_2 + Z_{z2}) + Z_{z2}^2}{2 \sqrt{R_1 R_2 Z_{12}}}$$  \hspace{1cm} (25)

and by Eq. (12)

$$S_e = \frac{R_2 Z_s + R_1 Z_{z2}}{2 \sqrt{R_1 R_2 Z_{12}}}$$ \hspace{1cm} (26)

$$S_o = \frac{R_1 R_2 + [Z]}{2 \sqrt{R_1 R_2 Z_{12}}}$$

also

$$\varphi_e = \frac{-R_2 Z_s + R_1 Z_{z2}}{2 \sqrt{R_1 R_2 Z_{12}}}$$

$$\varphi_o = \frac{R_1 R_2 - [Z]}{2 \sqrt{R_1 R_2 Z_{12}}}$$ \hspace{1cm} (27)

Using Eq. (13) a derivation similar to that of Para. I.2.c. gives

$$Z_s = \frac{R_1 S_o - \varphi_e}{S_o + \varphi_o}$$

$$Z_o = \frac{\sqrt{R_1 R_2}}{S_o + \varphi_o}$$ \hspace{1cm} (28)

$$Z_{z2} = \frac{S_e + \varphi_e}{S_o + \varphi_o}$$

and an exactly dual procedure

$$Y_s = G_1 \frac{S_o + \varphi_e}{S_o - \varphi_o}$$

$$Y_o = \frac{G_1 G_2}{S_o - \varphi_o}$$ \hspace{1cm} (29)

$$Y_{z2} = G_2 \frac{S_o - \varphi_e}{S_o - \varphi_o}$$

where

$$G_i = R_i^{-1}$$ \hspace{1cm} (30)
e) **Calculation from prescribed insertion voltage ratio and characteristic function.**

If the insertion characteristic function $\Phi$ is defined by the equation

$$
\Phi = \sqrt{\eta_0} \psi
$$

(31)

we get

$$
|\Phi|^2 = \eta_0 |\psi|^2 - \frac{P_0}{P_{an}} \frac{P_r}{P_z}
$$

(32)

and from Eqs. (8), (24) and (31)

$$
|\Lambda|^2 = \eta_0 + |\Phi|^2
$$

(33)

is obtained. Any prescribed $\Lambda, \Phi$ pair must satisfy Eq. (33). A multiplicity of acceptable $\Phi$ functions is possible for a given $\Lambda$.

The $Z$ and $Y$ parameters can be found as in Para. I.2.d.

$$
Z_{11} = R_1 \frac{\Lambda_c - \Phi_c}{\Lambda_c + \Phi_c}
$$

$$
Z_{22} = \frac{2R_1R_2}{R_1 + R_2} \frac{1}{\Lambda_c + \Phi_c}
$$

$$
Z_{12} = R_2 \frac{\Lambda_c + \Phi_c}{\Lambda_c + \Phi_c}
$$

and

$$
Y_{11} = G_1 \frac{\Lambda_c + \Phi_c}{\Lambda_c - \Phi_c}
$$

$$
Y_{12} = \frac{2G_1G_2}{G_1 + G_2} \frac{1}{\Lambda_c - \Phi_c}
$$

$$
Y_{21} = G_2 \frac{\Lambda_c - \Phi_c}{\Lambda_c - \Phi_c}
$$

(35)
I.3. REALIZABILITY CONDITIONS \(^{9, 25, 41}\)

The physical specifications of the networks discussed in the present work include the passivity of all elements and the purely reactive character of the four-pole components. From these requirements a number of conditions can be set against the parameters describing the circuit. As elsewhere in this thesis, the physical meaning behind the conditions - rather than their mathematical derivation - will be emphasized. The conditions given will not be mathematically independent, some will be derivable from others. Nevertheless, they will all have important roles in later analysis.

a) **Immittance Parameters** \(^{1, 9}\)

It is convenient to treat the driving point \((X_{11})\) and transfer \((X_{12})\) immittances separately. For \(X_{11}\) the following qualifications can be made:

1. They must be odd rational functions of \(p\), with real coefficients, the degrees of numerator and denominator must differ by 1. (Cf Eqs. (8) - (16) of Sec. I.1., and Eq. (12) of Sec. I.2.)

2. All zeros and poles must be located (interlaced) on the \(j\omega\) - axis. They must be simple and the residues must be positive real.

This condition expresses the physical fact, that the networks obtained by open - or short-circuiting the four-pole terminals are passive and loss-less, so that the only possible transient is a undamped sine-wave. Using Eqs. (8) - (16) of Sec. I.1., the above conclusions are easily derived.
For $X_{12}$ one obtains

3. It must be an odd rational function of $p$ with real coefficients.

4. The denominator must have simple roots on the $j\omega$-axis.

5. The degree of the numerator cannot be more than one degree higher than that of the denominator.

The difference in conditions, in particular the more lenient requirements against $Z_{12}$ can be traced back to the fact, that its numerator is derived from $\Delta_{e2}$, which (unlike $\Delta_{e1} \Delta_{e2}$ or $\Delta_{e22}$) is not the circuit determinant of any physical circuit and hence transient considerations do not apply to it.

Two more conditions link all $X_{ij}$ parameters together.

6. At any pole of any $X_{ij}$, the residues ($h_{ij}$) must satisfy the

$$h_i > 0$$

$$h_{e2} > 0$$

$$h_i h_{e2} - h_{e2}^2 > 0$$

condition.

This condition can be derived e.g. for $Z$-parameters by considering the (pure reactive) driving-point impedance of the circuit of Fig. 6. From Eqs. (12) of Sec. I.2.1., this turns out to be

$$Z = \frac{E}{I} = n_2^i \left( x^2 Z_i + 2 x Z_{12} + Z_{22} \right)$$

(2)

where

$$x = \frac{n_i}{n_2}$$
At any \((j\omega\text{-axis})\) pole of \(Z\), its residue must be positive for any \(x\), so that the discriminant

\[ 4\left(h_{22}^2 - h_{11}h_{22}\right) \leq 0 \]

and Eq. (1) follows.

7. From Eqs. (21) - (25) of Sec. I.1 it is easy to derive

\[ \begin{bmatrix} Z \end{bmatrix} = \frac{Z_{11}}{Y_{22}} \quad \frac{Z_{22}}{Y_{11}} \quad \frac{Z_{12}}{Y_{12}}. \]  

(3)

b) \textbf{Realizability conditions on cascade parameters}\textsuperscript{31}

1. \[
\begin{vmatrix} A & B \\ C & D \end{vmatrix} = 1 \quad (\text{cf., Eq. (25) of Sec. I.1.})
\]

2. Since (Eqs. (21) - (25) of Sec. I.1.)

\[
\begin{align*}
Z_1 &= Z_{11} = \frac{C}{A} \\
Z_{22} &= Z_{22} = \frac{C}{D} \\
Y_{11} &= Y_{11} = \frac{B}{D} \\
Y_{22} &= Y_{22} = \frac{B}{A}
\end{align*}
\]  

(4)

all four ratios should satisfy Conditions 1, and 2, of Para. I. 3.a.

3. \(A\) and \(D\) must be even, \(B\) and \(C\) odd rational functions, with real coefficients. This follows directly from Eqs. (21) - (25) of Sec. I.1. and Eq. (12) of Sec. I.2.
c) **Restrains on voltage and current ratios**

Since the voltage and current ratios $N$ and $M$ are dual quantities (see e.g. the equations of Para. I.2.c.), it is sufficient to treat one of them, e.g. $M$.

The following conditions hold for $M$:

1. It is a real rational function of $p$

   $$M = \frac{q_m}{t_m}.$$  \hspace{1cm} (5)

2. $f_m$ is an even or odd polynomial

3. $g_m$ is a (strictly) Hurwitz polynomial, i.e. all its roots have negative real parts

b. The order of $g_m$ is equal to or higher than the order of $f_m$.

The first 3 conditions follow from Eq. (3) of Sec. I.2. Defining polynomials $p_{ij}$ and $q_{ij}$ by

$$Z_{ij} = \frac{p_{ij}}{q_{ij}},$$

we get

$$M = \frac{q_{zz} + q_{zz} q_{zz}}{q_{zz} P_0 / q_{zz}}.$$

Now since $p_{zz} + R_2 = Q_{zz}$ is the numerator of a physical impedance $Z_{zz}$, it is proportional to a physical circuit determinant, hence Condition 3, follows. By Eqs. (1), $Q_{zz}$ contains all zeros of $q_{zz}$, so $-\frac{q_{zz} P_0}{Q_{zz}}$ is a polynomial ($f_m$) and according to Condition 1, in Para. I.3.a., it is even or odd.

Finally, since everywhere on the $j\omega$-axis (including $\omega \rightarrow \infty$)

$$|M| = \left| \frac{I_1}{I_2} \right| > 0$$

Condition 7, is immediate.
By a dual derivation, identical rules hold for the voltage ratio $r$.

If $M$ and $N$ are prescribed simultaneously, two more restraints apply:

5. The equation
   \[
   \frac{1}{2} \left[ M(-\rho)N(\rho) + M(\rho)N(-\rho) \right] = 1
   \] (6)
   holds for all real frequencies.

6. The roots and poles of $\frac{N}{M}$ must lie in the left half of the complex frequency plane.

Condition 5, can be derived from the fact, that for a lossless four-pole, the power entering the circuit must be dissipated in the load. Therefore

\[\text{Re} \left( E_1 \bar{I}_1 \right) = \text{Re} \left( E_2 \bar{I}_2 \right)\] (6a)

and using Eq. (21) of Sec. I.2., Condition 5, follows.

Condition 6, can be seen by considering Eq. (21) of Sec. I.2., and realizing that the roots and poles of $\frac{N}{M}$ are natural frequencies of the four-pole terminated in $R_2$ on the secondary side and left open or short-circuited on the primary terminals.

d) The realizability of operating parameters

From Eqs. (3) - (5), of Sec. I.2.

\[ S = \frac{1}{2} \left[ \sqrt{ \frac{E}{R_4} M + \frac{E}{R_2} N } - \frac{1}{2\sqrt{R_1/R_2}} \left[ R_1 M + R_2 N \right] \right] \] (7)

and from Eqs. (7) and (21) of Sec. I.2.

\[ \phi = \frac{R_1 M - R_2 N}{R_1 M + R_2 N} \] (8)

also

\[ \phi = \phi, S = \frac{R_1 M - R_2 N}{2\sqrt{R_1/R_2}} \] (9)
Evidently we may define polynomials \( f, g \) and \( h \) by

\[
S = \frac{g}{f} \\
\varphi = \frac{h}{f} \\
\varphi_i = \frac{h}{g}.
\]

From these equations and the realizability conditions on \( M \) and \( N \), the following restraints follow on \( S \)

1. \( f \) is even or odd (it is the product of \( f_m \) and \( f_n \)).
2. \( \left| S \right|^2 = \left| \frac{P_{2m}}{\pi} \right| \geq 1 \) for \( p = j\omega \). Therefore, the order of \( g \) must be at least equal to the order of \( f \).
3. Since \( S = 0 \) represents the natural frequencies of the terminated four-pole, \( g \) must have strict Hurwitz character (cf. Condition 2.).

For \( \varphi_i \):

1. On the \( j\omega \)-axis
   \[
   \left| \varphi_i \right|^2 = \frac{\left| \varphi \right|^2}{1 + \left| \varphi \right|^2} \leq \}
   so \( h \) must have at most the order of \( g \).

2. \( g \) must be strictly Hurwitz (see above).

For \( \varphi \):

1. \( f \) is even or odd (see above).

\( f, g \) and \( h \) are connected through Eq. (24) of Sec. I.2.:

\[
\left| g \right|^2 = \left| f \right|^2 + \left| h \right|^2
\]

for \( p = j\omega \).

e) **Realizability conditions on insertion parameters**

By Eqs. (6) and (31) of Sec. I.2., the realizability-
conditions on $\Lambda$ and $\phi$ are identical to those demanded for $S$ and $\phi$, except that the lowest permissible value of $|\Lambda|^2$ on the $j\omega$-axis is given by

$$|\Lambda|^2 \geq \eta_0 - \frac{4R_1R_2}{(R_1 + R_2)^2}$$

(12)

for $p = j\omega$.

From the Conditions of Para. I.3.d. and this Paragraph, it is obvious, that of the polynomials contained in $S$ and $\phi$ (or $\Lambda$ and $\phi$) $g$ (or the numerator of $\Lambda$) is of the highest degree. This degree $n$ is usually called the order of the network. Its parity plays a very important role in the synthesis procedure, as e.g. Para. I.4.e. will show.
I.4. THE DERIVATION OF RELIZABLE IMMITTANCE PARAMETERS FOR UNTERMINATED, SINGLE-AND DOUBLE-TERMINATED FOUR-POLES

The relations derived in Section I.2. and the necessary realizability conditions stated in Section I.3. can now be used to deduce the immittance-parameters of circuits satisfying a wide assortment of termination and attenuation specifications. In the following Section this derivation will be performed for networks in the order of increasing complexity. Throughout this Section it will be assumed that the prescribed parameters satisfy the conditions of Sec. I.3.

a) **Unloaded four pole**

The source is a pure voltage - or current generator, the load side is open - or short-circuited.

The four possible cases can be handled in two groups. If the generator and load impedances are equal (both zero or infinite), the specified transfer function can be \( X_{12} \), the transfer immittance parameter.

One possible way to find the other immittance parameters \( X_{11} \) is to break \( X_{12} \) into partial fractions and then attach \( X_{11} \) satisfying the residue-condition of Para. I.3.a.

If the relation involving all 3 residues is satisfied with equal sign at all poles, Eq. (1) of Sec. I.2. shows that the driving-point immittance remains finite on the whole \( jo \)-axis. This may be a very important requirement (e.g. for filter-combinations, see Sec. I.6.).

Another simple method is to find a lattice equivalent
by using Eq. (32) of Sec. I.1. to derive
\[ Z_{12} = \frac{1}{2} (Z_B - Z_A) \]  
(1)
Assigning the partial fractions with positive residue to \( \frac{Z_A}{2} \) and the ones with negative residue to \( -\frac{Z_A}{2} \), a realisable pair of lattice impedances will be obtained.
Then
\[ Z_1 = Z_{22} = \frac{Z_A + Z_A}{2} \]
(2)
will furnish the missing parameters.

If the (extreme) generator-impedance and the load are different, the specified transfer functions are \( N(R_2 \to \infty) \) or \( M(R_2 \to 0) \). From Eqs. (3) and (4) of Sec. I.2., these have the common form of \( \pm \frac{X_{22}}{X_{12}} \).

If the numerator and denominator of the given transfer function are divided by a proper polynomial satisfying Conditions 1 - 5, of Para. I.3.a., \( X_{12} \) and \( X_{22} \) can be separated. If necessary, \( X_1 \) can be added using the residue-condition.

b) **Single-loaded four-pole**

The source contains a resistor and the load is extreme (0 or \( \infty \)) or the source is a voltage-(current-) generator and the load is resistive.

Again, it is sufficient to investigate two basic possibilities. If the loads are resistive and
the generators extreme, the specified transfer functions are
M or N and Eqs. (1t) - (17) of Sec. I.2. give $X_{12}$ and $X_{22}$.

Since Condition 2, of Para. I.3.c. applies,

there are two possibilities:

a) \( f \_l \) even (\( l \) is \( m \) or \( n \); \( L \) is \( M \) or \( N \), \( P \) is \( R \) or \( G \))

\[
\begin{align*}
L_e &= \frac{g_{le}}{f_l} \\
L_o &= \frac{g_{lo}}{f_l}
\end{align*}
\]

so

\[
X_{12} = \pm P_2 \frac{f_l}{g_{le}}
\]

\[
X_{22} = P_2 \frac{g_{le}}{g_{lo}} \tag{3}
\]

\[
X_{22} = P_2 \frac{g_{le}}{g_{lo}} \tag{4}
\]

\[
X_{22} = P_2 \frac{g_{le}}{g_{lo}}
\]

b) \( f \_l \) odd

\[
\begin{align*}
L_e &= \frac{g_{le}}{f_l} \\
L_o &= \frac{g_{lo}}{f_l}
\end{align*}
\]

so

\[
X_{12} = \pm P_2 \frac{f_l}{g_{le}}
\]

A proper $X_4$ can be found, as shown in Para. I.4.a.
If the generator is resistive, and the load extreme, the use of Thevenin's and Norton's theorems and the reciprocity-theorem will always reduce the problem to the one just treated.

For a Thevenin-type generator and open-circuited output, the specified quantity may be the insertion voltage ratio

\[ \Lambda = \frac{E_2}{E_2} = \frac{E}{E_2}. \]

Switching to Norton-equivalent generator and using reciprocity (Fig. 7), we find, that the circuit is equivalent to one realizing a prescribed current ratio between a current generator feeding the secondary terminals and a resistor connected to the primary side.

Thus, Eqs. (14) - (15) of Sec. I.2. and Eqs. (3) - (4) of this Section apply, if \( \Lambda \) is substituted for \( M \) and the suffixes 1 and 2 are interchanged.

Since the insertion voltage ratio is normally written as

\[ \Lambda = \frac{A + pB}{p} \]  

where \( A, B \) and \( p \) are even polynomials and the numerator is a Hurwitz-polynomial (cf. Para. I.3.e.), the results are

\[ Z_2 = R_i \frac{p}{pB} \]

\[ Z_1 = R_i \frac{A}{pB}. \]  

In the dual situation (Norton-type generator, short circuited
Figure 2
output), an insertion current ratio \( \overline{I} \) (equal to the insertion voltage ratio, when both exist) may be defined and specified. Then an exactly dual procedure leads to

\[
\overline{I} = \frac{I_{so}}{I_2} = \frac{C + pD}{R}
\]

and

\[
Y_2 = G_i \frac{R}{pD} \\
Y_1 = G_i \frac{C}{pD}
\]

In certain cases the quantity specified for a single-loaded network is not \( M \) or \( N \), but rather \( |M| \) or \( |N| \). Then, according to Para. I.3.c., the denominator must be the square of an even or odd polynomial \( f_m (f_n) \). If this is not the case, the numerator and denominator must be multiplied by identical factors, to achieve the necessary condition. The square-root of the new denominator (with either sign) will be chosen as \( f_m (f_n) \).

Since, also by Para. I.3.c., the numerator of \( M \) or \( N \) must be a Hurwitz-polynomial, the (enlarged) numerator of \( \Phi^2 \) must be split into a Hurwitz and a non-Hurwitz part. This can be performed by factorizing the enlarged numerator and assigning the factors corresponding to left half-plane roots to \( g_m (p) \) (or \( g_n (p) \)), the factors corresponding to right half-plane roots to \( g_m (-p) \) or \( g_n (-p) \). Since on the \( j\omega \) - axis

\[
g_m (p) g_m (-p) = |g_m (p)|^2
\]

and
\[ f_m(p) f_m(-p) = \pm [f_m(p)]^2 \]  \hspace{1cm} (10)

(upper sign for even, lower sign for odd \( f_m \)), the ratio of \( g_m \) and \( f_m \) will satisfy all realizability requirements as well as the specifications.
c. Double-terminated four-pole

For a double-terminated network (fed by a generator with resistive internal impedance and terminated by a resistive load) both M and N are finite and they can be specified simultaneously, if Eq. (6) of Sec. I.3. is satisfied. Through Eqs. (7) - (9) of Sec. I.3., then, all operating parameters will be prescribed, so that either Eqs. (18) - (20) or Eqs. (28) - (30), all of Sec. I.2., can be used to derive the immittance parameters.

If the operating factor S is prescribed, Eq. (24) of Sec. I.2., rewritten as

\[ S(p) S(-p) = 1 + \varphi(p) \varphi(-p) \quad (11) \]

or, using Eq. (10) of this Section and condition 1, of Para I.3.d.,

\[ g(p) g(-p) = i \pi^2 + h(p) h(-p) \quad (12) \]

can be used to find h(p). At this point it is necessary to emphasize again, that Eqs. (11) - (12) are only equivalent to Eq. (24) of Sec. I.2. for \( p = j\omega \), which, however, is our range of physical interest.

The distribution of the root-factors between \( h(p) \) and \( h(-p) \) is not inherently restricted. Certain conditions have to be satisfied, however, if the configuration and/or the value of the terminating resistors is prescribed. Some preferences also exist from the point of view of inherent computational inaccuracies. Because of its importance, this question will be treated in some
After an appropriate \( h \) has been found, Eqs. (28) - (30) of Sec. 1.2, can be used to derive the immittance - parameters. For even \( f \):

\[
\|Z\| = \frac{1}{g_o + h_o} \begin{pmatrix} R_1(g_c - h_c) & \sqrt{R_1R_2} f \\ \sqrt{R_1R_2} f & R_2(g_c + h_c) \end{pmatrix} \tag{13}
\]

and

\[
\|Y\| = \frac{1}{g_o - h_o} \begin{pmatrix} G_1(g_c + h_c) & \sqrt{G_1G_2} f \\ \sqrt{G_1G_2} f & G_2(g_c - h_c) \end{pmatrix} \tag{14}
\]

For odd \( f \):

\[
\|Z\| = \frac{1}{g_o + h_c} \begin{pmatrix} R_1(g_o - h_c) & \sqrt{R_1R_2} f \\ \sqrt{R_1R_2} f & R_2(g_o + h_c) \end{pmatrix} \tag{15}
\]

and

\[
\|Y\| = \frac{1}{g_c - h_o} \begin{pmatrix} G_1(g_o + h_o) & \sqrt{G_1G_2} f \\ \sqrt{G_1G_2} f & G_2(g_c - h_o) \end{pmatrix} \tag{16}
\]

If the insertion voltage ratio \( \Lambda \) is specified, the insertion characteristic function \( \Phi \) should be calculated from Eq. (33) of Sec. 1.2. Using Eq. (5) of this Section and writing

\[
\Phi = \frac{A' + pB'}{p} \tag{17}
\]
\[ A^2 - p^2 B^2 - \gamma \epsilon_p^2 + A' + p B' \]  

(18)

from which \( A' + p B' \) can be calculated (see the remarks made above on the calculation of \( h \)).

The admittance matrices obtained afterwards are identical to those of Eqs. (13) and (14) of this section, if the

\[
\begin{align*}
q &= A + p B \\
h &= A' + p B' \\
f &= \sqrt{\gamma \epsilon_p} P
\end{align*}
\]

(19)

identifications are made.

If not \( S \) or \( \Lambda \), but \( \frac{P_{20}}{P_2} \) or \( \frac{P_{2e}}{P_2} \) i.e. \( |S|^2 \) or \( |\Lambda|^2 \) is specified, the procedure described in the previous paragraph can be used derive \( S \) or \( \Lambda \).

Often the specifications are not given in an analytic form, but rather in the form of a graph, showing \( P_2 \) (a). In that case it is normally advantageous to derive a tolerance scheme for \( |\varphi| \) using

\[
|\varphi| = \left[ \frac{P_{20}}{P_2} - 1 \right]^{1/2}
\]

(20)

and to try to find a realisable \( \varphi \) satisfying the requirements.

One advantage of solving the approximation problem for \( \varphi \) rather than \( S \) is that the realisability conditions on \( \varphi \) are very lenient (cf. Para. 1.3,d.) and do not represent a serious
restriction on the choice of \( \phi \). In addition, it is economical to place the zeros of \( \phi \) on the \( \omega \)-axis (in the pass-bands, to restrict the attenuation), similarly for the poles (to boost the attenuation in the stop-bands). As will be shown in Sec. I.5, the latter restriction is also necessary to ensure the possibility of a ladder realization without mutual inductance. These constraints make \( \phi \) an easily manageable function.

Finally, in the pass-bands, \( \phi \) approaches zero, which represents an easier approximation problem, than \( |S| \approx 1 \).

Identical remarks apply, of course, to \( \Lambda \) and \( \Phi \).

d. Special cases: symmetric and antisymmetric networks.

The equally terminated symmetric or antisymmetric networks are of high importance and could be treated simply. Comparison of Eq. (31) of Sec. I.1, and Eqs. (13) - (16) of this Section show that for symmetric circuits, if \( f \) is even (odd), \( h \) must be odd (even) and Eq. (12) of this Section simplifies to

\[
ge(p)g(-p) = \mp (f+h)(f-h) \tag{21}
\]

(upper sign for even \( f \), lower for odd \( f \)).

If we set

\[
f + h = g_A(p) q_B(-p) \tag{22}
\]

where \( g_A(p) \) and \( q_B(p) \) are Hurwitz, use Eqs. (21) and (13) - (16) of this Section and utilize the opposite parity of \( f \) and \( h \), we get:
For $f$ even:

$$Z_A = R \frac{g_{h0}}{g_{\beta e}} \quad (23)$$

$$Z_B = R \frac{g_{de}}{g_{e0}} .$$

For $f$ odd:

$$Z_A = R \frac{g_{d0}}{g_{e0}} \quad (24)$$

$$Z_B = R \frac{g_{de}}{g_{\beta e}} ,$$

where

$$R = R_1 = R_2 .$$

All remarks and results (Eq. (23)) apply to insertion loss quantities equally well.

For antimetric networks, Eqs. (33) of Sec. 1.1, and (13)-(16) of this Section show, that both $h$ and $f$ must be even. Therefore,

$$g(p)g(-p) = f^2 + h^2 \quad (25)$$

and the immittance matrices are obtained by setting $h_0$ equal to zero in Eqs. (13) and (14) of this Section.

The choice of characteristic function for prescribed configuration and terminations.

As shown by Eqs. (24) and (33) of Sec. 1.2, and by Eq. (11) of this Section, the attenuation response will not be affected by any change in $\varphi$ (or $\Phi$) that leaves

$$\varphi(p)\varphi(-p) = \varphi_e^2 - \varphi_s^2 \quad (p = j\omega) \quad (26)$$

unchanged. Since, as mentioned in Para. 1.2.3, the zeros of $f(p)$
are normally on the \( j \omega \) - axis and since the zeros of all polynomials must be on the real axis or occur in conjugate complex pairs (to keep the coefficients real), these 'permissible' changes can be classified as follows:

1. A change in the sign of \( \psi(\bar{P}) \)

2. A change in the sign of the real root(s) of \( n (A' + \bar{P}B') \)

3. The change of the sign of any complex conjugate root-pair(s) of \( n \).

The effect of these changes on the configuration and terminations will now be analyzed for the important special case, where the operating factor or the insertion voltage ratio has one real root (the order of the circuit, \( n \), is odd) or no real root (\( n \) is even). Also, it will arbitrarily be chosen even. The procedure to be followed in the general situation will then be obvious.

From Eqs. (1), (7), (26), and (28) of Sec. II.,

\[
Z_{D1} = R_1 \frac{\frac{g - h}{g + h}}{g + h} = R_1 \frac{A - A' + P(\bar{B} - B')}{A - A' + P(\bar{B} + B')} \tag{27}
\]

\[
Z_{D2} = R_2 \frac{\frac{g_0 + h_0 + g_0 - h_0}{g_0 - h_0 + g_0 + h_0}}{g_0 - h_0 + g_0 + h_0} = R_2 \frac{A - A' + P(\bar{B} - B')}{A - A' + P(\bar{B} + B')} \tag{28}
\]

so

\[
Z_{D1} = \frac{R_1 - Z_{D1}}{R_1 + Z_{D1}} = \frac{h}{g} = \frac{A' - P\bar{B}}{A - P \bar{B}} \tag{29}
\]

\[
Z_{D2} = \frac{R_2 - Z_{D2}}{R_2 + Z_{D2}} = \frac{-h_0 + h}{g} = \frac{A' - P\bar{B}}{A - P \bar{B}} \tag{30}
\]

At extreme frequencies (\( \omega \) or \( \omega_0 \)) limited in the stop-band, the driving-point impedances degenerate into a short or open-circuit. At extreme frequencies in the pass-band and \( \omega_0 \), the circuits can only have
the values $\pm \varrho_o$, where
\begin{equation}
\varrho_o = \frac{R_1 - R_2}{R_1 + R_2},
\end{equation}
if there is no mutual coupling.

Thus, depending on the configuration and terminations, the reflection factors will have the extreme-frequency values $\mp 1$ in the stop-band and $\mp \varrho_o$ in the pass-band. The attenuation will be the same for any sign-combination.

Now for an odd order $n$ and one real root,
\begin{equation}
g - A + pB = (p + \alpha_o)^n \left[ p^2 + 2p\alpha_i + |p_i|^2 \right] \quad \text{(30)}
\end{equation}
where all
\begin{equation}
\alpha_i = - \text{Re}(p_i) > 0, \quad (i = 0, 1, 2, \ldots, \frac{n}{2} - 1)
\end{equation}
also
\begin{equation}
h = A' + pB' = \mp (p + \alpha_j) \left[ p^2 + 2p\alpha_j + |p_j|^2 \right] \quad \text{(32)}
\end{equation}
where again
\begin{equation}
\alpha_j = - \text{Re}(p_j), \quad (j = 0, 1, 2, \ldots, \frac{n}{2} - 1)
\end{equation}
but
\[ \alpha_j \neq 0. \]

It is expedient to write
\begin{equation}
h = A' + pB' = (xp + y|\alpha_j|) \left[ p^2 + 2p\alpha_j + |p_j|^2 \right] \quad \text{(32a)}
\end{equation}
with
\[ x, y = \pm 1, \]
then
\begin{equation}
\begin{bmatrix}
\varrho_1 \\
\varrho_2
\end{bmatrix}
_{p = 0} = \begin{bmatrix}
\varrho_1 \\
\varrho_2
\end{bmatrix}
_{p = \infty} = y \left| \begin{array}{c}
\alpha_j \\
\alpha_i
\end{array} \right| \left| \begin{array}{c}
p_i \\
p_j
\end{array} \right| \frac{1}{2} \quad \text{(34)}
\end{equation}
and
\begin{equation}
\begin{bmatrix}
\varrho_1 \\
\varrho_2
\end{bmatrix}
_{p = 0} = \begin{bmatrix}
\varrho_1 \\
\varrho_2
\end{bmatrix}
_{p = \infty} = x. \quad \text{(35)}
\end{equation}
It has been tacitly assumed here, that no degeneracy is present, i.e.
\[ A, \ A' \neq 0. \]

Under these circumstances the following formulae will sum up the situation:

\[
\begin{align*}
\text{x} & = \pm 1 \\
\begin{bmatrix} S_1 \end{bmatrix}_{p \to \infty} & = \begin{bmatrix} S_2 \end{bmatrix}_{p \to \infty} = 1 \\
\begin{bmatrix} Z_{b_1} \end{bmatrix}_{p \to \infty} & = \begin{bmatrix} Z_{b_2} \end{bmatrix}_{p \to \infty} = 0
\end{align*}
\] (36)

\[
\begin{align*}
\text{y} & = \pm 1 \\
\begin{bmatrix} S_1 \end{bmatrix}_{p \to 0} & = -\begin{bmatrix} S_2 \end{bmatrix}_{p \to 0} > 0 \\
\begin{bmatrix} Z_{b_1} \end{bmatrix}_{p \to 0} & = -\begin{bmatrix} Z_{b_2} \end{bmatrix}_{p \to 0} < 0
\end{align*}
\] (37)

\[ \text{E.g. for a low-pass filter:} \]

\[
\begin{align*}
\text{y} & = \pm 1 \\
\begin{bmatrix} S_1 \end{bmatrix}_{p \to 0} & = S, > 0 \\
R_1 & > R_2 \\
\text{y} & = \pm 1 \\
S & < 0 \\
R_1 & < R_2
\end{align*}
\] (40) (41)
For a desired configuration and for prescribed terminations evidently one has to choose a proper combination of $x$ and $y$.

For an even $p$,

$$A' + pB' = Z \prod_{j} \left[ p^j + 2p \alpha_j' + |p_j'|^2 \right]$$

(42)

where

$$Z = \pm 1$$

If

$$Z = +1$$

$$[\mathcal{G}_1]_{p=0} = \left[ -\mathcal{G}_2 \right]_{p=0} = -Z \left| \prod_{j} \frac{p_j' \overline{p_j'}}{p_j^2} \right| > 0$$

(43)

and

$$[\mathcal{G}_1]_{p=\infty} = [\mathcal{G}_2]_{p=\infty} = 1$$

$$[Z_{d_1}]_{p=\infty} = [Z_{d_2}]_{p=\infty} = 0$$

(44)

Similarly, if

$$Z = -1$$

$$[\mathcal{G}_1]_{p=0} = \left[ -\mathcal{G}_2 \right]_{p=0} < 0$$

and

$$[Z_{d_1}]_{p=\infty} \rightarrow [Z_{d_2}]_{p=\infty} \rightarrow \infty$$

(45)

This is a less flexible case, configuration and terminations being tied together.

Now some special situations can be treated. If

$$A' = 0$$

with

$$\alpha'_0 = 0$$

(46)

from Eq. (34) of this Section
\[ R_1 = \left[ Z_{D_1} \right]_{p=0} \]
\[ R_2 = \left[ Z_{R_2} \right]_{p=0} \]  \hspace{1cm} (47)

Eq. (35) of this Section remains valid.

If on the other hand
\[ B' = 0, \]  \hspace{1cm} (48)

Eqs. (28) and (43) show, that Eq. (47) will not hold, unless
\[ \left[ A' \right]_{p=0} = \prod_{i} \theta_{j}^{\lambda} \neq 0, \]  \hspace{1cm} (49)
i.e. unless
\[ A' \neq \sum_{i} \frac{A_{i}^{\lambda}}{p^3} \]  \hspace{1cm} (50)
where \( A' \) is an even polynomial.

It may be noted here, that a positive sign for
\[ g = A + pB \]
has been tacitly assumed throughout this paragraph. If, however, either of the extreme frequencies is in a pass-band, the network configuration will specify the sign of \( \Lambda \) or \( S \) at that frequency.

E.g. for a low-pass ladder network,
\[ \Lambda(0) = \frac{A(0)}{P(0)} > 0 \]  \hspace{1cm} (51)
must hold.

A possible argument in the choice of signs is to make the coefficients in \( X_{ii} \), the immittance parameter used in the ladder development of the circuit (see Sec. I.5.) as large as possible to improve the accuracy of the realization. E.g. for even \( f \) and \( Z_{21} \), choosing all roots of \( h \) on the left half-plane and using
the positive sign of \( g \) and \( h \) will give the best result.

An example illustrating the usefulness of the analysis given in this paragraph will be provided in connection with the mid-series and mid-shunt low-pass filters in Para. I.5.d. At the same time, a simple method will be presented, that leads to the proper sign-combination in special cases.
I. 5. THE REALIZATION OF FOUR-POLES FROM GIVEN IMMITANCE-PARAMETERS

Section I.4 described methods of obtaining the immitance parameters of the four-pole from the attenuation-requirements.

In the present Section, the next logical step, the synthesis of the network proper from these immitance-parameters, will be explored. The realization of circuits in the practically most important ladder-configuration will be given strong preference and a few remarks will be made on the lattice synthesis technique. Some realizability criteria of ladder networks without mutual coupling will be briefly treated.

Throughout this Section, the realization from prescribed impedance-parameters will be analyzed explicitly. Since the synthesis from the admittance-matrix follows exactly dual lines, this does not represent any restriction of generality. Similarly, normally only the development of the primary immitance will be described. Obviously, a similar treatment of $X_{22}$ is tacitly implied.

a. Realization from prescribed $X_{11}$ and $X_{12}$

From Eqs. (8) and (9) of Sec. I.1.0 it is evident, that barring degenerate cases, the poles of $X_{12}$ and $X_{11}$ are identical. Exception to this rule occurs, when $X_{11}$ possesses poles not contained in $X_{12}$ — so-called private poles. (The inverse situation is prevented by Eq. (1) of Sec. I.3.0). When no private
pole is present, any realization of $X_{11}$ will automatically provide
the required poles of $X_{12}$. The problem is to create a network,
that also exhibits the proper zeros of $X_{12}$. The constant
multiplier of $X_{12}$ representing a frequency-independent loss, is
usually unimportant.

If the practically preferred ladder-configuration is chosen, the
zeros of $X_{12}$ can only be created through the resonances of shunt
arms or through the anti-resonances of series arms. At these
frequencies, then, both the attenuation and the open-circuit
immitance of the ladder-portion which includes the resonant
(or antiresonant) arm must have a pole.

The purpose is therefore to shift one by one the critical
frequencies of $X_{11}$ to coincide with the zeros of $X_{12}$. The creation
of proper ladder-arms will then simultaneously realize both sets of
critical frequencies. The design of the residual network preceding
the ladder-arm is considerably facilitated by the isolation of this
network from the rest of the four-pole by the ladder-arm at its
critical frequency.

The procedure to be followed is now clear. The arbitrary order
of the zeros of $X_{12}$ is established, then the value of $X_{11}$ at the
first zero-frequency is found. This value represents the driving-
point impedance of the first residual network-fragment. From the
sign and value of this impedance the fragment can be designed.
Care must be taken, however, at this point, since the creation of
this ladder-fragment represents an at least partial removal of
a term from the Laurent series expansion of $X_{11}$. Therefore, it
must represent a pole actually present in $X_{11}$ and the residue
removed must be smaller than the original value, so that Eq. (1)
of Sec. 1.3 remains satisfied. After that the new $X_{11}'$ must have
a zero and therefore $(X_{11})'$ a pole at $X_{12}'$'s zero-frequency and both
can be realised through a ladder-arm having this as its critical
frequency. The procedure can now be repeated etc.

At this point it is important to notice, that the partial
removal of a pole $X_{11}$ through a ladder-arm does not create a
transmission zero. This is illustrated in Fig. 8, where $Z_k$, a
series impedance, represents a partial pole-removal from $Z_{11}$.
Therefore, $Z_k, Z_{11}', Z_{4}$ and in general $Z_{4}'$ will all have single poles at
the anti-resonance frequency of $Z_{11}$ and

$$E_2 = E_3 \frac{Z_{4}'}{Z_{1}' + Z_k + Z_{4}} 
eq 0.$$  \hspace{1cm} (1)

If on the other hand $Z_k$ corresponds to a complete pole-removal
from $Z_{11}', Z_{11}'$ and therefore $Z_{4}'$ cannot have that pole anymore, consequently at that
pole frequency the circuit will have a transmission zero.

The procedure can also be viewed as an alternation of partial
and complete pole-removals from $X_{11}$. Any pole-removal leaves the
other poles intact, but shifts the zeros towards the pole with the
diminished residue.

This effect is used to bring the poles of $X_{11}$ in coincidence of
the zeros of $X_{12}$.

It is also evident now, how to handle the private poles of $X_{11}$.
The terms corresponding to these poles in the partial-fraction
expansion of $X_{11}$ are lumped together into an immittance $X_P$. The
development of the ladder should now begin with the series (parallel)
removal of $Z_p$ ($X_P$) and thereafter continued as described above.

The constant multiplier of $X_{12}$ is not controlled by the
procedure. It can be found from the comparison of the required
extreme frequency ($0$ or $\infty$) behaviour of $X_{12}$ with that shown by the
realized circuit. If necessary, the cascade-connection of an (ideal)
transformer will give the specified value.

It may be mentioned, that an equivalent lattice can be found
by multiplying $X_{12}$ with a sufficiently small constant, so that at
all poles

$$h_\pi \gg |h_{12}|.$$  \hfill (2)

Then it is permissible to select

$$X_{22} = X_1,$$

(cf. Eq. (1) of Sec. I.3.) and through Eq. (32) of Sec. I.1. the lattice
impedances can be calculated.

b. The ladder-expansion of the driving-point immittance

From the complete $X_{ij}$ - matrix or from the operating parameters
directly (see e.g. Eq. (27) of Sec. I.4.) the driving point
immittances can be obtained. Since at the transmission zero
frequencies $X_P$ is pure imaginary or has extreme values, as can be
seen from

$$P_2 = |I_2|^2 R_2 - |I_1|^2 \text{Re}(Z_D) = 0$$ \hfill (3)

the ladder expansion described in Para. I.5.a. can be performed
without any change.
Realization of the complete immittance-matrix through the ladder-development of \( X_{11} \).

It has been shown in Para. I.5.a., that by observing certain rules, it is possible to obtain a ladder-development of \( X_{11} \) that simultaneously realizes (except for a constant multiplier) the prescribed \( X_{12} \). Now the still more ambitious problem of realizing the whole immittance-matrix through the development of \( X_{11} \) will be investigated.

Suppose first, that \( X_{11} \) has been developed into a ladder also incorporating the required \( X_{12} \) (this may necessitate a cascaded transformer, as mentioned in Para I.5.a.). Let \( X_{22,\text{min}} \) be the most compact expression of \( X_{22} \) (containing no private poles) that satisfies the third relation of Eqs. (1) of Sec. I.3. with the equal sign at all poles. Then

\[
X_{22} = X_{22,\text{min}} + \chi
\]
\[
X_{22}' = X_{22,\text{min}} + \chi'
\]

where \( X_{22}' \) is the secondary immittance realized by the ladder-development already performed. \( \chi \) and \( \chi' \) are the "superfluous" parts of \( X_{22} \) and \( X_{22}' \), respectively. By keeping the ladder-development as simple as possible, \( \chi, \chi' \) and

\[
\chi - \chi' = X_{22} - X_{22}'
\]

will all be realizable reactance-functions.

If the variables of the network realizing \( X_{22}' \) and \( X_{22,\text{min}} \)
are distinguished by a prime or the suffix "min", respectively, the secondary driving-point immittances of the three networks (with the primary sides terminated in unit resistance) are connected by

\[ X_{d_2} = X_{d_2 \text{ min}} + \chi \]
\[ X'_{d_2} = X_{d_2 \text{ min}} + \chi' \]  

Using Eq. (1) of Sec. I.3., it can be seen that \([X]_{\text{min}}\) has only simple poles, consequently (cf. Eq. (1) of Sec. I.2.) \(X_{d_2 \text{ min}}\) can have no imaginary pole at all. Since on the other hand, \(\chi\) and \(\chi'\) can have only \(j \omega\) axis poles, these can be identified easily from \(X_{d_2}\) and \(X_{d_2}'\). After \(\chi - \chi'\) has been found, cascading it with the ladder-network already developed will result in the required circuit.

However, considerable effort is saved, if this cascading is unnecessary, i.e.

\[ \chi - \chi' = 0 \]  

Since \(\chi - \chi'\) must be a realizable reactance,

\[ \chi = 0 \]  

will guarantee this. Eq. (8) be satisfied, if

\[ X_{d_2}^{-1} = \left[ \frac{[X] + X_{zz}}{1 + X_{\infty}} \right]^{-1} \neq 0 \]  

for

\[ \rho = j \omega \].

It can be seen, that Eq. (9) is equivalent to the condition that of the immittance parameters only \(X_{11}\) is allowed to possess private poles. Then no cascading of additional elements is necessary.
By considering e.g. impedance-parameters and realizing, that a private pole is represented by an additional series branch at the termination, the necessity of this condition is easily visualized.

It is also useful to find conditions, under which Eq. (7) could not be satisfied. If

\[ x' \neq 0 \quad (10) \]

\[ x \neq 0 \quad (11) \]

and in general, Eq. (7) does not hold.

Eq. (10) means that \( x'_{d2} \) has \( j\omega \)-axis pole, which can only happen at those critical frequencies of some branch-reactances, which are transmission zeros.

Let \( j\omega_1 \) be a pole of \( x'_{d2} \). Let us suppose that this attenuation pole has been created by a number of pole-removals from \( z_{ii} \), the last of which was performed through the creation of a series impedance \( Z_i \) (Fig. 9). \( Z_i \) does not necessarily represent a complete pole-removal of \( j\omega_1 \) it may be that this pole has been later shifted before final removal.

Now if

- \( Z_i \) was obtained through a full pole-removal, \( Z_{ii} \) and thus \( Z_{22} \) does not have a pole at \( j\omega_1 \). Also,

\[ Z_2' \left( j\omega_1 \right) = Z_{22i} \left( j\omega_1 \right) \quad (12) \]

and since a private pole of \( Z_{22} \) at \( j\omega_1 \) would create a private pole of \( Z_2' \) which in turn would cause the condition described by Eq. (10) anyway, we find that \( Z_{22i} \) and consequently \( Z_{d2}' \) remains finite at \( j\omega_1 \).
FIGURE 9.
b. If $Z_i$ originated from a partial pole-removal, $Z_{u_1}, Z_{z_2}$, and $Z_{z_3}$, and so $Z_{y_2}$ may all have poles at $j\omega$. Generalizing this result, if the cascading of $x - x'$ is to be avoided, partial pole-removals should only be carried out with poles, that can later fully be removed and that are certainly not shifted by other manipulations. This limits the choice to poles at extreme frequencies ($\omega = 0$ or $\infty$).

An alternative viewpoint is to consider Eqs. (13)-(16) of Sec. I.4. If $X_{ii}$ is a usable immittance, it must have the order of the circuit (the order of $g$). The analysis of Para I.4.e or the observation of the required network configuration will show, which immittance will be useful. As the equations show, at least one immittance will always be suitable (the cancellation of the highest terms cannot occur simultaneously in $q_e \pm h_e, q_o \pm h_o$).

It is also possible to observe, that the development of both $X_{ii}$ and $X_{z2}$ or $Y_{ii}$ and $Z_{ii}$ is bound to supply the complete circuit and also some numerical check.

In the rare cases, when the transmission zeros are not given, they can be obtained as the zeros of $Z_{z2}$ and the private poles of $Z_{ii}$, as Eq. (5) of Sec. I.2. shows.

Another realization technique, which is, however, only of theoretical interest, is Cauer's partial fractioning method. Essentially, it consists of the following steps:

1. All $X_{ij}$ are expanded into partial fractions.

2. All residues of $X_{ii}$ are split up into 2 parts.
parts satisfying Eq. (1) of Sec. I.3. with the equal sign \( h' \) and remainders \( h'' \).

3. Since the addition of \( X_{ij} \) parameters corresponds to series (or parallel) connection of the component four-poles, the 'canonical' realization of the network is finally built from the series (or parallel) connection of elementary four-poles. The elements are simple circuits realizing the sets of residues \( (h'_1, h'_2, h'_3) \) and \( (h''_1, 0, 0) \), respectively. The number of the component circuits therefore is in general twice the number of the poles.

Since the four poles realizing \( (h'_1, h'_2, h'_3) \) contain ideal transformers, this synthesis procedure is not used in communication circuits.

The m-derived low-pass configurations.

An important class of ladder-circuits is known for historical reasons as m-derived low-pass networks (they have the same configuration, but normally different element values of the m-derived filters of the image-parameter theory). The general diagrams of these circuits are shown on Fig. 10. Fig. 10.a. shows the so-called mid-series low-pass circuit, Fig. 10.b. the mid-shunt configuration.

A common property of these networks is the low-pass character of their response, i.e. the attenuation is low at the near zero frequency, high elsewhere. Since this precludes an attenuation
FIGURE 10.
pole at \( \omega = 0 \), \( f \) must be even. The degree of \( g \) and \( h \) \((n)\) is, on the other hand, odd for both circuits shown on Fig. 10.

\( h \) is of the form described by Eq. \((32/a)\) of Sec. I.4. Since by Eq. \((28)\) of Sec. I.4, for the mid-series circuit \( [\Omega_i] \) and \( [\Omega_e] \), equal \(-1\), while for the mid-shunt configuration they equal \(+1\), we get (using the symbols of Para. I.4.4.):

\[
\begin{align*}
x = +1 & \quad \text{mid-shunt configuration} \\
 x = -1 & \quad \text{mid-series configuration}
\end{align*}
\] (12)

It is instructive to notice that by Eqs. \((13)\) and \((14)\) of I.4., \( x = +1 \) means that the order of the \( Z \)-matrix will be equal to \( n \), that of the \( Y \)-matrix being \( n - 1 \). For \( x = -1 \) the reverse situation exists. This corresponds to the fact—easily verified from Fig. (10)—that the mid-shunt (mid-series) configuration is completely characterized by its open-circuit (short-circuit) parameters.

Furthermore, since

\[
\begin{align*}
\left[ Z_{D_{ij}} \right]_{p=0} &= R_i & i, j = 1, 2, \ i \neq j \\
y = +1 & \quad R_1 > R_2 \\
y = -1 & \quad R_1 < R_2
\end{align*}
\]

(13) (14)

If \( R_1/R_2 \) is specified, but the configuration is indifferent, it is possible to make \( h \) originally Hurwitz and then change the sign of \( h_c(h_e) \) for \( R_2 > R_1 \) \((R_2 < R_1)\). This will result in a \([1, -1]\) \(([-1, 1]\)) value-pair for \([x, y]\) i.e., it gives the desired termination-condition and a mid-shunt (mid-series) configuration.
If

\[ A^1 = B^1 = h_c = 0, \]  

by Eqs. (32) and (34) of Sec. 1.4.3,

\[ \left[ \mathcal{G} \right]_{p^*} = \mathcal{A} \neq 0 \]  

and

\[ R_1 = R_2. \]  

This is the case of the symmetrical, equally terminated circuit.

If the last two coils of the mid-series circuit have zero inductance or the last two capacitors of the mid-shunt network have zero capacitance, the circuits will have a double attenuation pole at infinite frequency. Such circuits can therefore correspond to

\[ \rho B^1 = h_c = 0 \]  

and if Eq. (50) of Para. 1.4.3 is satisfied, the network will be an equally terminated antimetric four-pole.

Finally, it is easy to see that an odd-order mid-series ladder can be developed by the process of a partial pole removal from the infinite-frequency pole of \( \gamma^{-1} \) followed by a complete removal from the reciprocated remainder, repeated as many times as necessary. A dual procedure will supply the odd-order mid-shunt ladder.

An alternative procedure has been developed by Darlington especially for the design of these filters. This is, however, described in detail in Cauer's book and thus it is not necessary to
present it here.

The realizability of ladder networks without mutual coupling \(^{16,23,58}\)

The transmission zeros of a ladder network containing no mutual coupling between its elements are necessarily identical to some critical frequencies of its branch-immittances. Therefore, they can only be located on the left half of the complex frequency plane, or, for lossless branches, on the \(j\omega\) axis itself. This is then a necessary (but not sufficient) condition for the ladder-realizability of a transmission function.

No general realizability theory has been developed yet for ladder networks. However, for the important configurations described in the previous paragraph, an adequate analysis exists. It will be briefly presented for the mid-series network only.

The following are necessary and sufficient restraints for the realization of this circuit:

1. \(Z_{Di}\) has a critical frequency at \(p \to \infty\)

2. \(\left[ Z_{Di} \right]_{p=0} = R_2\) \hspace{1cm} (19)

3. If

\[
Z_{Di} = R_1 \frac{m_1 + n_1}{m_2 + n_2}
\] \hspace{1cm} (20)

where \(m_1, m_2\) are even, \(n_1, n_2\) odd polynomials,

then

\[
m_1 m_2 - n_1 n_2 = k \prod_{i=1}^{\infty} \left( p^2 + \omega_i^2 \right)
\] \hspace{1cm} (21)

where the \(\omega_i\) are the finite transmission zeros of the circuit.

4. If the transmission zeros are distributed
\[ 0 < \omega_1 \leq \omega_2 \leq \ldots \omega_i \leq \ldots \omega_n \] \hspace{1cm} (22)

then \( n \) has \( i \) non-zero roots not larger than \( \omega_i \) on the positive \( j\omega \)-axis for any \( i \) \((1 \leq i \leq n)\).

The sufficiency and necessity of these conditions can be proved by a procedure analog to the complete induction in mathematics; they can be shown to be sufficient and necessary for the elements of a mid-series circuit (series \( L \), shunt resonant circuit or shunt \( C \)) and it can be demonstrated, that cascading another elementary four-pole does not change their validity.

However, the necessity of these conditions can also be documented in a more straightforward manner. Conditions 1, and 2, are self-evident.

Condition 3, will be immediate by using Eqs. (27) and (12) of Sec. I.4. to find
\[ m_1 m_2 - n_2 = (q - h) \left( q_e + h_e \right) - \left( q - h \right) \left( q + h \right) = f^2 \] \hspace{1cm} (23)
with \( f \) even.

Finally, for an odd \( n \), the circuit is developed from
\[ V^{-1} = R_i \frac{q - h}{q_e + h_e} = R_i \frac{n_i}{m_2} \] \hspace{1cm} (24)

The zeros of this expression (i.e. the zeros of \( n_i \)) must be shifted by partial removals from its pole at infinity to coincide with the finite transmission zeros. But all partial removals shift the zeros of \( V^{-1} \) up; consequently, Condition 4, must hold for their initial position.

Analog derivations can now easily be found for even \( n \), for mid-
shunt configuration, for similar high-pass circuits and, finally, for band-pass filters created by the cascading of a series capacitor to a midseries network.
The separation of a continuous frequency range into separate bands directed to different receivers, or vice versa, the combination of several non-overlapping frequency bands into a single group without interference, is a frequently arising communication problem. This Section will briefly describe the insertion loss methods for the synthesis of such combining or splitting filter-combinations.

The general theory of filter combinations.

Two basic configurations will be treated. In the first (second), all component networks are paralleled (series-connected) on the primary side and individually terminated. These circuits are called front-paralleled and front-series combinations. Their treatment can be carried out in exactly dual terms. The analysis will here be restricted to the front-series configuration.

Throughout the Section it will be assumed, that the resultant driving-point impedance of the combination has (exactly or approximately) a finite, real constant value on the whole $j\omega$-axis. Since the residues and real parts of an impedance cannot be negative on the imaginary axis, no individual driving-point impedance will be allowed to have on the $j\omega$-axis a pole or a real part value higher than the required resultant.

If these conditions are satisfied, then it is adequate to make the real part of the driving-point impedance constant. The imaginary
part will be automatically zero. Since by Eq. (6/a) of Sec. I, 3.

\[ |I_1|^2 \text{Re} \left( Z_{D_1} \right) = |I_2|^2 R_2, \]  

(1)

for the combination

\[ \text{Re} \left( Z_D \right) = R_* - \sum_{(i)} \frac{R_i}{|M_i|^2} \]  

(2)

where the \( R_i \) and \( M_i \) are the secondary terminations and current ratios of the component networks. If Eq. (2) is exactly satisfied, all networks are fed by a constant input current.

\[ I = \frac{E}{R + R_*} \]  

(3)

where \( R \) is the generator impedance and the operating factors are given by

\[ S_c^2 = \frac{(R + R_*)^2}{4R_*R_l} M_i^2. \]  

(4)

If

\[ R = R_* - R_i \]  

(5)

as usually is the case, \( S_c^2 = M_i^2 \). \hfill (4/a)

Hence, characteristic functions can be defined for each network, with

\[ |M_i|^2 = 1 + |\psi_i|^2. \]  

(6)

By Eqs. (2) and (5)

\[ \sum_{(i)} \frac{1}{|M_i|^2} = \sum_{(i)} \frac{1}{1 + |\psi_i|^2} = 1. \]  

(7)

b. The exact design of filter-combinations

Two important cases will be treated: The two filter (e.g. low-pass/high-pass) combination and the three filter (e.g. low-pass/band-pass/high-pass) combination.

For the former, from Eq. (7)
\[ |\varphi_1|^2 |\varphi_2|^2 = 1 \]  
(8)

and

\[ |\varphi_1|^2 - |\varphi_2|^2 = \left| \frac{M_1}{M_2} \right|^2 - \left| \frac{S_1}{S_2} \right|^2 = \frac{P_2}{P_1}. \]  
(9)

Then it is possible to choose

\[ \varphi_1 = \frac{P_2}{P_1} = \varphi_2^{-1} \]  
(10)

\[ M_1 = \frac{g_1}{f} \]  
(11)

\[ M_2 = \frac{g_2}{h} \]

and since

\[ |g_1|^2 - |g_2|^2 = |h|^2 + |f|^2, \]  
(12)

it is convenient to select

\[ g_1 - g_2 = g. \]  
(13)

Now by Eqs. (3)-(4) of Sec. I.4.c, the impedance-parameters \( Z_1 \) and \( Z_2 \) can be calculated for both networks. If a ladder-realization is desired, the first-most elements must be shunt (to avoid a \( y \)-axis pole in \( Z_{bl} \)) and an expansion of the \( Z_{22} \)'s will suffice.

A dual analysis supplies \( I_{12} \) and \( I_{22} \) of front-parallel connected four-poles. Since now the ladder networks start with a series arm, these suffice for the synthesis.

For a 3-filter combination, Eq. (7) gives

\[ |M_1|^2 = 1 - |\varphi_1|^2 \]

\[ |M_2|^2 = 1 - |\varphi_2|^2 \]

\[ |M_3|^2 = 1 - \frac{2 - |\varphi_1^{\varphi_2}|^2}{|\varphi_1|^2 + |\varphi_2|^2 + |\varphi_1\varphi_2|^2}. \]  
(14)

The procedure outlined at the end of Para. I.4.b can be used to derive \( M_1, M_2 \) and \( M_3 \). The immittance parameters and the circuit are
then found as before.

c. The approximating design of filter-combinations

The synthesis method demonstrated in Para. I.6.b. has two important shortcomings. First, the reflection loss of the conducting filter must equal the operating loss of the other filters (see Eqs. \( h/a \) and \( 7 \)). This is because the generator is perfectly matched along the whole \( j\omega \)-axis (Eq. 2) and any power rejected by the cut-off filters must be absorbed by the conducting network. As a consequence, the pass-band requirements become absurdly tight. (E.g. for a filter-pair a modest 40 dbs stop-band attenuation of one filter allows about 0.00013h db pass-band ripple for the other).

A second draw-back is that for the same reason the cross-over point between adjacent pass-bands must be at 3 db. Various methods are available to correct this situation, when it could not be tolerated. Some are: the use of band-pass filter to absorb power in any region, where all the other filters have to cut off, the cascading of additional constant-resistance groups having slightly different cut-off frequencies or simply the cascading of conventional filters with the element networks of the filter combination. In this last method care must be exercised to avoid natural frequencies of the cascades in the vicinity of the stop-bands.

Returning to the first difficulty, a method of overcoming it will be described in this Paragraph. It will be treated for front-paralleled networks and it rests upon the following assumptions:
1. The input conductance of a cut-off filter is negligible.

Since by taking the dual of Eq. (1)

\[ G_d = \text{Re} \left( \gamma_d \right) = g_2 \frac{g_3}{|N|^2} \]  

(15)

this supposition will hold even for moderate stop-band attenuations.

2. If the input conductance \( G \) of the combination is kept approximately constant and none of the susceptances have \( j\omega \)-axis poles, then the driving-point susceptance \( B_d \) of the combination is negligible compared to the driving-point conductance. This assumption can be made on the basis of the equations linking the real and imaginary parts of minimum-phase network functions. E.g.

\[ \int_0^\infty \left[ G_d(\omega) - G'_d(\infty) \right]^2 d\omega = \int_0^\infty \left[ B_d(\omega) \right]^2 d\omega \]  

(16)

\[ \int_0^\infty \left[ B_d(\omega) \right] d(\log \omega) = \frac{\pi}{2} \left[ G_d(\infty) - G_d(0) \right] \]

etc.

3. The pass-band attenuation \( A_p \) as well as the pass-band voltage transfer loss \( A_{v_p} = 20 \log |N|_p \) are small.

Under these assumptions the following results ensue for the circuit of Fig. 11. (in which filter "A" represents the only component network passing energy):

\[ A_A = 10 \log \left| \frac{I_o^2}{G_{2A} E_{2A}} \right| = 10 \log \left| \frac{I_o^2}{G_{DA} E_1^2} \right| \]  

(17)

\[ A_A = 10 \log \left( \frac{G + G_{DA} + G_{DB} + \ldots}{4G G_{DA}} \right)^2 \]  

(18)

\[ A_A \approx 10 \log \frac{(G + G_{DA})^2}{4G G_{DA}} \]  

(19)

Also

\[ A_{v_A} = 20 \log |N|_A = 10 \log \frac{G_{2A}}{G_{DA}} \]  

(20)
If again
\[ G = G_0 - G_{2A} = G_{2b} = \ldots \approx G_{DA} + G_{DB} + \ldots \]  
\[ \frac{G_{2A}}{G_{DA}} = \frac{G}{G_{DA}} = 10^{-10}. \]
Substituting into Eq. (19) and using series expansion
\[ A_A \approx \frac{A_{nA}^2}{17.4} \left[ 1 - \frac{A_{nA}^2}{4S1} \right] \]
or, for a specified pass-band ripple \( A_P \), the maximum voltage transfer loss is
\[ A_{nP} \leq 4.175 \sqrt{A_P}. \]

For a filter in the stop-band
\[ A_B \approx 10 \log \left( \frac{G + G_{DA}}{4GG_{DB}} \right) = 10 \log \left[ \frac{(G + G_{DA})^2}{4GG_{PA} \times \frac{G}{G_{DA}}} \times \frac{G}{G_{DB}} \right] \]
or for a prescribed stop-band attenuation \( A_S \)
\[ A_{nS} = A_S + A_{nP}. \]

Eqs. (24) and (26) give the allowed extreme values of \( |N|^2 \) for the component networks. In addition, care must be taken to ensure the constancy of \( G_P \) along the whole \( j\omega \) -axis. According to the assumptions, this is satisfied in the pass and stop-bands. If a linear, equi-slope behaviour of the \( G_{DA} \)'s is assumed in the transition bands, then it is sufficient to specify:
\[ G_{DL} + G_{DM} \geq G_{DP} = G \times 10^{-10} \]
at every cross-over point. Using Eq. (22) and the dual of Eqs. (6) and (2)
\[ G_{DL} = G_{DM} - \frac{G}{1 + |\nu_L|^2} = \frac{G}{1 + |\nu_M|^2} - \frac{G}{2} 10^{-10} \]
so that at cross-over
\[ \left| \psi_L \right|^2 = \left| \psi_H \right|^2 = 2 \times 10^{\frac{A_{mp}}{10}} - 1 \] (29)
and from Eqs. (18), (20), and (23).
\[ A_L = A_M = A_p + 3 \text{ db} \] (30)
i.e. this method results approximately in the same low cross-over point loss as the exact procedure. The measures mentioned at the beginning of this paragraph can be applied to overcome this problem, if necessary.

Several networks have been designed by this method with very good results. Figs. 12 and 13 demonstrate the circuits and responses of a 2- and a 3-filter combination, respectively.
II. APPROXIMATION THEORY

As the results of Chapter I. show, a network can always be synthesized for given requirements, provided these requirements satisfy certain restrictions, the realizability conditions (cf. Sec. I.3. and Para. I.5.e). Since, however, the specifications are normally given in a non-mathematical (verbal or graphical) form, it is necessary to translate these into proper algebraic expressions, satisfying the requirements and the realizability conditions simultaneously. Some ways of doing this for the most common types of specifications will be demonstrated in this Chapter.
II. I. THE APPROXIMATION OF THE IDEAL LOW-PASS RESPONSE

A large percentage of the approximation problems is equivalent to (or can be simplified to) the simulation of the ideal low-pass response, i.e. of a response, that has zero attenuation below a specified frequency and infinite attenuation above it. Since this ideal response cannot be satisfied with a finite network, a similar requirement postulating the maximum allowed attenuation (the pass-band "ripple") below a specified frequency (the pass-band limit) and the minimum tolerable attenuation (stop-band loss) above a second prescribed frequency (the stop-band limit) will instead be demanded.

The use of the well-known frequency-transformations allows the results derived in this Section to be utilized in the design of high-pass, frequency-symmetrical band-pass, band-stop and multi-band filters.

a. Butterworth-approximation

The simplest characteristic function that leads to a simulation of the ideal low-pass behavior is a monotonic power function with the largest possible number of derivatives zero at the origin. This is

$$\phi = \rho^n.$$  (1)
From Eqs. (24) of Sec. 1.2.

\[ |S|^2 = 1 + \rho^n (-\rho)^n = 1 + \omega^{2n} \]

(2)

The \( n \) transmission zeros will all be at infinite frequency and the natural frequencies of the terminated network can be found from

\[ |S|^2 = 0 \]

(3)
to be the left half-plane values satisfying

\[ \rho_k = e^{j \pi \frac{n+1}{2n}}, \quad k = 0, \pm 1, \pm 2, \ldots \]
a total of \( n \). They lie on the unit circle drawn around the origin.

Since all transmission zeros are located at infinite frequency, a ladder-realization built from series coils and shunt capacitors \((n\) components altogether) is possible.

Since by Eqs. (38) and (39) of Sec. 1.3, for the specified attenuation extremes

\[ A_p^{(db)} = 10 \log \left[ 1 + \omega_p^n \right] \]
\[ A_s^{(db)} = 10 \log \left[ 1 + \omega_s^{2n} \right] \]

one obtains for the necessary order

\[ n = \frac{\log k_1}{\log k} \]

(5)

Here \( k_1 \) is the discrimination parameter

\[ k_1 = \left[ \frac{10^{A_s/10} - 1}{10^{A_p/10} - 1} \right]^{1/2} \ll 1 \]

and \( k \) the selectivity parameter

\[ k = \frac{\omega_p}{\omega_s} \ll 1 \]

Evidently, in all the above equations, \( \omega \) represents
a normalized $\alpha_0$. The unit frequency is the 3-db (cut-off) point.

b) Chebyshev-approximation in the pass-band or in the stop-band

If we choose

$$|\psi| = \varepsilon \cos n\alpha$$  \hspace{1cm} (7)

with

$$\omega = \cos \alpha,$$  \hspace{1cm} (8)

this choice will lead to a polynomial $\psi(p)$, as can be seen from the trigonometric relations giving the cosine of multiple angles.

Also, for

$$-1 \leq \omega \leq 1,$$  \hspace{1cm} (9)

$\alpha$ can be real and

$$0 \leq |\psi|^2 \leq \varepsilon^2$$  \hspace{1cm} (10)

i.e., the attenuation oscillates (exhibits a Chebyshev-behavior) between zero and

$$A_p^{(db)} = 10 \log (1 + \varepsilon^2).$$  \hspace{1cm} (11)

For

$$\omega > 1,$$  \hspace{1cm} (12)

using

$$\cos n\alpha = \frac{e^{jna} + e^{-jna}}{2}$$  \hspace{1cm} (13)

and

$$e^{j\alpha} = \cos \alpha + j \sin \alpha = \omega + \sqrt{\omega^2 - 1}$$  \hspace{1cm} (14)

we get

$$|\psi| = \varepsilon \cos n\alpha = \varepsilon \left[ \frac{\omega + \sqrt{\omega^2 - 1}}{2} + \frac{\omega + \sqrt{\omega^2 - 1}}{2} \right]^n.$$  \hspace{1cm} (15)
and
\[ |\Psi| \rightarrow \in \mathbb{C} 2^{n-1} \omega^n \]  
(16)

(i.e., exhibits a Butterworth stop-band behavior) for
\[ \omega \gg 1. \]  
(17)

Thus again all \( n \) transmission zeros are located at \( \omega \rightarrow \infty \) and the series-coil-shunt-capacitor configuration (the so-called constant-\( k \) circuit) is possible.

The natural frequencies can again be found from Eq. (3): now
\[ 1 + \varepsilon^2 \cos^2 n\alpha = 0. \]  
(18)

Using
\[ \alpha = \alpha_1 + j\alpha_2, \]  
(19)
\[ \cos(\alpha + j\beta) = \cos \alpha \cosh \beta - j \sin \alpha \sinh \beta, \]  
(20)

and
\[ p_k = \omega_k^2 + j\omega_k, \]  
(21)
\[ \frac{\omega_k^2}{\sinh^2 \alpha_1} + \frac{\omega_k^2}{\cosh^2 \alpha_2} = 1 \]  
(22)

obtains, that is, the natural frequencies lie on a central ellipse, with semiaxes \( \sinh \alpha_2 \) and \( \cosh \alpha_2 \).

From Eqs. (7) = (1b), the necessary degree is obtained
\[ n > \frac{\cosh^{-1} k_1}{\cosh^{-1} k} < \frac{\cosh^{-1} k}{\cosh^{-1} k_1}. \]  
(23)

Again, \( \omega \) represents a normalized frequency. The unit here is the pass-band limit, as Eqs. (9) and (10) show.

As the comparison of Eqs. (2) and (16) shows, for identical pass-band requirements (6-1) the Chebyshev pass-band filter has an advantage of \( 6(n-1) \) dB in stop-band over the Butterworth
network.

It is evident that the two-stage transformation

\[ |\phi| \rightarrow \frac{1}{|\phi|} \]  \hspace{1cm} (24)

and

\[ \omega \rightarrow \frac{1}{\omega} \]  \hspace{1cm} (25)

results in a response that is monotonically increasing in the pass-band and oscillates between \( A_s \) and infinity in the stop-band, i.e., that has a flat pass-band, Chebyshev stop-band behaviour.

The circuit exhibiting this behaviour must be of the 'm-derived' configuration, to be able to possess finite transmission zeros.

### Appendix C, Chebyshev pass-band and stop-band approximation

(elliptic approximation) \( ^{1,2,20,21,24} \)

In Para. II. I.b. it has been demonstrated, that the change from flat to Chebyshev pass-band response improved the stop-band behaviour. This is because the Chebyshev-type behaviour utilizes the permitted attenuation range more fully. It is to be expected, that a Chebyshev response in both bands will result in still more efficient networks.

With the analysis initially being restricted to odd \( \phi \) (i.e., symmetrical, equally terminated networks), the characteristic function will be chosen

\[ |\phi|^2 = (10^{A_s/10} - 1) F^2(\omega) \]  \hspace{1cm} (26)
where
\[ F(\omega) = F_0 \omega \frac{(\omega^2 - \omega_1^2)(\omega^2 - \omega_2^2) \ldots}{(\omega^2 - \omega_a^2)(\omega^2 - \omega_b^2) \ldots} \ldots \]  \hspace{1cm} (27)

Fig. 14 compares the frequency-diagrams of \( |S|^2, F^2 \) and two derived functions, \( 1-F^2 \) and \( 1-k_1^2 F^2 \) (see Eq. (6) for the definition of \( k_1 \)). It is evident from the diagrams, that they and \( \frac{dF}{d\omega} = \frac{1}{2F} \frac{dF^2}{d\omega} \) have the properties listed in the Table below:

<table>
<thead>
<tr>
<th></th>
<th>double zeros</th>
<th>simple zeros</th>
<th>double poles</th>
<th>simple poles</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1-F^2 )</td>
<td>( \omega_1, \omega_2 \ldots )</td>
<td>( \sqrt{k} )</td>
<td>( \omega_3, \omega_4 \ldots )</td>
<td>( \infty )</td>
</tr>
<tr>
<td>( 1-k_1^2 F^2 )</td>
<td>( \omega_3, \omega_4 \ldots )</td>
<td>( \frac{1}{\sqrt{k}} )</td>
<td>( \omega_5, \omega_6 \ldots )</td>
<td>( \infty )</td>
</tr>
<tr>
<td>( \frac{dF}{d\omega} )</td>
<td>( \omega_7, \omega_8 \ldots )</td>
<td>( \omega_5, \omega_9 \ldots )</td>
<td>( \omega_7, \omega_{10} \ldots )</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

Since all three quantities are rational functions of \( \omega \), by considering the zeros and poles, the equality
\[ \frac{dF}{d\omega} = \frac{\pm M_0}{\sqrt{(1-F^2)(1-k_1^2 F^2)}} \]  \hspace{1cm} (28)
results. Integrating and substituting
\[ F = \sin \Phi, \quad \omega = \frac{1}{\sqrt{k}} \sin \Phi, \]  \hspace{1cm} (29)
this is transformed to
\[ \int_{\Phi_1}^{\Phi} \frac{d\Theta}{\sqrt{1-k_1^2 \sin^2 \Theta}} = \pm M_0 \sqrt{k} \int_{\Phi_1}^{\Phi} \frac{d\Theta}{\sqrt{1-k^2 \sin^2 \Theta}} \]  \hspace{1cm} (30)
Eq. (30) has the parametric solution
\[ \omega = \frac{1}{\sqrt{k}} \text{sn} (z,k) \]
\[ F = \text{sn} (\pm M_0 \sqrt{k} z, k_1) \]  \hspace{1cm} (31)
where
\[ z = \int_{0}^{\phi} \frac{d\Theta}{\sqrt{1 - k^2 \sin^2 \Theta}} \]  \hspace{1cm} (32)
and
\[ \text{sn}(z, k) = \sin \phi \]  \hspace{1cm} (33)

is the Jacobian elliptic sine function.

Since the real period of \( \text{sn}(z, k) \) is \( 4K \) (where
\[ K = \int_{0}^{\pi/2} \frac{d\Theta}{\sqrt{1 - k^2 \sin^2 \Theta}} \]
is the complete elliptic integral of the first kind) the pass-band \( 0 \leq \omega \leq \sqrt{k} \) will correspond to \( 0 \leq z \leq K \).

F has to complete \( 2m+1 \) quarter-periods of oscillation in this same range (Fig. 14) where \( m \) is the number of finite attenuation zeros (poles) in the pass-(stop-)band. Therefore
\[ M_o \sqrt{k} K = (2m+1) K, \]  \hspace{1cm} (34)

and
\[ F = \text{sn} \left( (2m+1) \frac{K}{K} z, k \right). \]  \hspace{1cm} (35)

Hence, the frequencies of zero attenuation are
\[ \omega_i = \sqrt{k} \text{sn} \left( \frac{2iK}{2m+1} k \right) \]  \hspace{1cm} (36)

In the stop-band, \( \frac{1}{\sqrt{k}} \leq \omega \leq \infty \), corresponding to
\[ z = u + jK^1 \]
\[ K \geq u > 0. \]  \hspace{1cm} (37)

Here \( K^1 \) is the complementary complete elliptic integral.

Using
\[ \text{sn}(u+jK^1, k) = \frac{1}{k \text{sn}(u, k)} \]  \hspace{1cm} (38)
the stop-band is characterized by Eqs. (35) and (37) and

\[
\omega = \frac{1}{\sqrt{k} \, \text{sn}(u, k)}.
\] (39)

Since

\[
z = j K' \tag{40}
\]
corresponds to infinite \( \omega \), where \( F \) has a pole, \( \text{sn}\left(j(2m+1) \frac{K_i K'_i}{K}, K_i\right) \) should be infinite. This will be the case, if

\[
K'_i = (2m+1) \frac{K_i K'_i}{K} \tag{41}
\]
as Eq. (38) shows. Then, also by Eq. (38)

\[
F = \frac{1}{k_1 \, \text{sn}\left(\frac{(2m+1)K_i}{K}, u, k_i\right)} \tag{42}
\]
and the attenuation poles are given by the reciprocals of the \( \omega_i \) given by Eq. (36), as a comparison of Eqs. (31), (35), (39) and (42) shows.

Finally, in the transition band, \( \sqrt{k} \leq \omega \leq \frac{1}{\sqrt{k}} \)
transforms into

\[
\frac{1}{k} \leq \nu \leq K'. \tag{43}
\]

The unit frequency is transformed into \( K + j \frac{K'}{2} \),

whence

\[
F(1) = F_0 \prod_{i=1}^{n} (-\omega_i^*) = \frac{1}{\sqrt{k_i}} \tag{44}
\]
and \( F_0 \) can be calculated.

Now all constants (\( F_0, \omega_1, \omega_2, \ldots, \omega_a, \omega_b, \ldots \)) of Eq. (27) are known.

To calculate the order (\( n-2m+1 \)) of \( F \), Eq. (41) will be rewritten:
\[
q_1 = q^n \quad (41/a)
\]

where
\[
q = e^{-\frac{k}{k'}}
\]

and
\[
q_1 = e^{-\frac{k}{k'}}
\]

are the modular constants. For small \( k \), (which is practically always the case)
\[
q_1 \approx \frac{k^2}{16} - \frac{1}{16} \frac{A_8}{10^{10} - 1} - q^n \quad (44)
\]

thus
\[
h \geq \frac{2 \log k - 1.2}{10^9 q}
\]

and, neglecting \(-1\) in the denominator of \( k^2 \)
\[
h \geq \frac{\log (10^{10} - 1) - \frac{A_8}{10^9} - 1.2}{10^9 q} \quad (45/a)
\]

Because of its great importance, nomograms and diagrams have been prepared to demonstrate Eq. (45/a) and its various terms. These are shown on Fig. 15.

Since \( q \) is a unique function of \( k \), \( h \) is thereby given as a function \( A_8, A_8 \text{ and } k \). Also, tables containing \( \sqrt{k \sin (\pi K, k)} \) and \( F \) are available.

The natural frequencies of the terminated network can be calculated from Eq. (3) or from an approximation procedure described in the literature.

The same analysis can be performed for even \( q \) \( (h = 2m) \) antimesic networks). Starting out again from Eq. (26) but with
\[-10 (2m+1) \log q_v\]

\[n = 2m+1\]
and carrying out exactly similar calculations, the attenuation
zeros (ω₁) and poles (ω₂) are obtained

\[ \omega_i = \frac{1}{\omega_k} = \sqrt{k} \text{sn} \left( \frac{2i-1}{n} K, k \right) \]  

Eqs. (45) - (45/a) will still hold.

However, as Eqs. (26) and (46) show, now

\[ [\varphi] \neq 0 \]  

and

\[ [\varphi] \rightarrow \infty \]  

Inequality (46/a) rules out equal terminations, while the second
inequality makes the use of mutual inductance necessary.

Bilinear frequency transformations can be used on ω² to
shift the lowest finite zero to the frequency-origin and/or to
shift the highest finite pole to infinite frequency. It is easy
to see, that both measures decrease the selectivity slightly.

Since all elliptic networks possess finite attenuation poles,
the 'm-derived' configuration is necessary for the realized net-
works.

\[ d, \text{ Realizability of elliptic ladder-networks.} \]

The equations and derivations of Para I.5.e. can be used to
establish explicit realizability criteria for an elliptic low-pass
ladder network without mutual coupling. The results of the
calculations are presented on Fig. 16.
The realizability condition can be expressed as
\[ \Theta \leq \Theta_m \]
where \( \Theta \) and \( \Theta_m \) are the solutions of
\[ \text{sn}^2 \left[ \frac{\Theta k'_1}{K_1}, k'_1 \right] = \frac{-A_p}{10} \]
and
\[ \text{sc}^2 \left[ (1-\Theta_m) K_1, k \right] = \text{sn} \left( \frac{n-1}{n} K_1, k \right) \text{sn} \left( \frac{n-3}{n} K_1, k \right) \]
respectively. Here
\[ \text{sc}(u, k) = \frac{\text{sn}(u, k)}{\text{cn}(u, k)} \]
Fig. 16.a. illustrates the relation between \( \Theta \), \( k \), and \( A_p \). If the discrimination is very strong, i.e. if \( k_{\text{m}} \ll 1 \), the approximation
\[ \Theta \approx \frac{\log \cosh \frac{A_p}{2}}{2 \log \frac{4}{k_1}} \]
can be used.

The equation connecting \( \Theta_m \), \( k \) and \( n \) is plotted on Fig. 16.b. for odd \( n \) (symmetrical networks). Again, for very sharp filters (\( k_{\text{m}} \ll 1 \)) an approximation
\[ \Theta_m \approx \frac{1}{2} + \frac{X}{n} \left[ \gamma^m + \gamma^{-m} + \gamma^3 - \gamma^{-3} \right] \]
can be used, where
\[ X = \frac{1-k}{8k} \]
In extreme cases
\[ \Theta_m \approx \frac{1}{2} \]
No realizability conditions restrict the design of the one-section filter (\( \Theta_{\text{m}} \ll 1 \)) or the polynomial networks, where all attenuation poles are at infinity.

For flat pass-band, Chebyshev stop-band filters (\( A_p \ll 0, \ k \gg 0 \)) the restriction
\[ A_s^{(sb)} \geq 20 \log \frac{1}{2} \left[ \left( D + \sqrt{1+D^2} \right)^n + \left( D + \sqrt{1+D^2} \right)^{-n} \right] \]
results, with
\[ D^2 \approx \sin \left( \frac{n-1}{2n} \right) \sin \left( \frac{n-3}{2n} \right) \]
If \( n \) is large, this reduces to
\[ A_s^{(sb)} \geq 7656n - 6.011 \]
A non-realizable low-pass function

The loss functions analyzed in this Chapter have loss minima with the value of zero and loss maxima that are infinite. Neither of these features is possible for a ladder network containing lossy elements. It is of interest therefore to derive a loss-function with finite minima and maxima and a Chebyshev response in both bands. It will be shown, that the only type of these functions that can be handled mathematically is not realizable with finite networks.

The acceptable attenuation response is shown on Fig. 17.

Mathematically, for a dissipative four-pole

$$|S|^2 = \frac{P_{	ext{gen}}}{P_{	ext{gen}} - P_{	ext{loss}} \left[ 1 + |\varphi|^2 \right]} = 10^{10} \left[ 1 + \left(10^{10} - 1\right) \frac{\omega_0}{k} \right]$$

Carrying out an analysis similar to that yielding Eq. (28),

$$\frac{dF}{d\omega} \left( \frac{1}{(1 - F^2)(F_0^2 - F^2)} \right) = \pm \frac{M_0}{\sqrt{\left(1 + \frac{\omega_0^2}{k}\right) \left(1 - k\omega^2\right)}}$$

results. Here $F_0$ and $F_{\omega_i}$ are the $F$-values corresponding to $A_0$ and $A_{\omega_i}$, respectively.

$$F_0^2 = \frac{10^{-\Delta_0}}{10^{10} - 1} \approx k_0^2$$

and

$$F_{\omega_i}^2 = \frac{10^{-\Delta_{\omega_i}}}{10^{10} - 1}$$

Eq. (50) leads to a hyperelliptic integral. It is only solvable, if

$$A_{\omega_1} = A_{\omega_2} = \ldots = A_{\omega_i}$$
Then
\[ \int_{0}^{F} \frac{dF}{\sqrt{(1-F^2)(F_a^2-F^2)(F_s^2-F^2)}} = \frac{1}{2} \int_{0}^{x} \frac{dx}{\sqrt{x(1-x)(F_a^2-x)(F_s^2-x)}} \]
\[ = C_1 u_1(\varphi, k_o) + C_2 \]
(54)

with
\[ x = F^2 = \frac{a \sin^2 \varphi + b}{c \sin^2 \varphi + d} \]  
(55)

and
\[ u_1(\varphi, k_o) = \int_{0}^{\varphi} \frac{d\varphi}{\sqrt{1 - k_s^2 \sin^2 \varphi}} \]  
(56)

In the pass-and stop-band \((0 < F^2 < 1\) and \(F_a^2 < F^2 < F_s^2\))
\[ k_s^2 = \frac{F_s^2 - F_a^2}{F_a^2(F_s^2 - 1)} \]  
(57)

and
\[ C_1 = \frac{2}{\sqrt{F_a^2(F_s^2 - 1)}} \]  
(58)

Also, in the pass-band
\[ a = F_s^2 \]
\[ b = 0 \]
\[ c = 1 \]
\[ d = F_s^2 - 1 . \]  
(59)

Now Eq. (50) will be rewritten (in the pass-band)
\[ \omega = \sqrt{k} \ \text{sn}(u, k) \]
\[ F = \frac{F_s \sin \varphi}{\sqrt{F_s^2 - \cos^2 \varphi}} = \frac{F_s \ \text{sn} u_1}{\sqrt{F_s^2 - \text{cn}^2 u_1}} \]  
(60)

\[ C_1 u_1(\varphi, k_o) + C_2 = \pm M_0 \sqrt{k} u \]  

\[ F(\omega) \], as given by Eqs. (60) is not a rational expression,
therefore it does not represent a realizable network function
unless \(\cos^2 \varphi - \text{cn} u_1\) is neglected. Then it reduces to the
solution of Para. II.1.c.
II. 2. OPTIMAL SELECTIVITY OF HARMONIC SUPPRESSING FILTER SETS

An important test facility required in any telecommunication laboratory is a set of test filters. The outputs of most commercial oscillators have a harmonic content in the order of 1%. This is not suitable for many operations and must be improved by additional filtering. Measurement of harmonic distortion and intermodulation calls for separation of fundamental and higher order products and test filters may be used for this purpose.

The filter set may consist of low and high pass filters which could be used together to provide bandpass operation if required.

The purpose of this Section is to find the optimal selectivity for a set of low-pass (or high-pass) filters so that the number of components be kept to a minimum. The calculations involve all three types of approximations and the results emphasize the savings in components using elliptic filters when phase is not a prime parameter.

a. Frequency range and selectivity

The usual requirements for the test set are the following:
A. It should make possible the separation of signals and harmonic contents for any signal frequency in the range of interest.
B. It should provide a fairly high stop-band attenuation.
C. It should have a low passband ripple.

In the following discussion a test set consisting of low-pass filters only will be assumed. The same results apply for high-pass filters.

The low-pass filter can pass signals with frequencies below $\omega_p$ and stop signals with frequencies over $\omega_s$. It will pass a signal of frequency $\omega$ and stop its harmonics, if

$$\omega < \omega_p \quad \text{and} \quad 2 \omega > \omega_s$$

giving a useful frequency range

$$\frac{\omega_s}{2} < \omega < \omega_p \quad (1)$$

If the frequency range to be covered by the filter set is $\omega_{\text{low}}$ to $\omega_{\text{high}}$ the filter having the lowest cut-off frequency in the set must have

$$\frac{\omega_s}{2} \leq \omega_{\text{low}} \quad (2)$$

The equation (2) on an equation, the frequency range covered by this filter will be

$$\omega_{\text{low}} < \omega < \omega_{\text{low}} 2^k \quad (3)$$

where $k = \frac{\omega_p^{(i)}}{\omega_s^{(i)}}$ is the selectivity parameter of this filter. If all members of the set are derived from the same normalized low-pass filter (which is almost exclusively the case), the selectivity parameter will be the same for all filters.

The useful frequency range of the second lowest filter is then going to be

$$\omega_{\text{low}}^{(2k)^1} < \omega < \omega_{\text{low}}^{(2k)^2} \quad \text{and generally for the} \quad 1-\text{th filter}$$

$$\omega_{\text{low}}^{(2k)^{i-1}} < \omega < \omega_{\text{low}}^{(2k)^i} \quad (4)$$
If the number of filters in the set is $F$, the requirement against the $F$-th is 
\[ \omega_{\text{low}} (2k)^F \approx \omega_{\text{high}} \]

\[ F \geq \frac{\log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)}{\log(2k)} \quad (5) \]

The useful range is $0.5 < k < 1$. For low $k$ values, the number of filters required will be high ($F \to \infty$ for $k \to 0.5$), decreasing with increasing selectivity toward $\log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)/\log 2$. On the other hand, the number of circuit elements per filter, $n$, increases rapidly with increasing $k$ and $n \to \infty$ for $k \to 1$. Thus, the total number of circuit elements in the filter set, $N = F \cdot n$, tends to infinity as $k$ approaches either end of its range. Obviously, there is an optimum value of $k$, satisfying requirements $A_5$, $B_3$, and $C_3$, and at the same time requiring a minimum number of elements to be used in the set. To find this optimum value, another equation is needed, linking $k$ to $n$ and the attenuation and ripple specifications $(A_5$ and $A_p)$. This is supplied by the design equation of the filter-type used in the set.

b. Optimum selectivity of a filter set consisting of Butterworth filters.

The design equation for Butterworth filter is Eq. (5) of Para. II.1.a.

\[ n \geq \frac{\log k_i}{\log k} \quad (6) \]

where $k_i$ is the discrimination parameter given by the equation

\[ k_i^2 = \frac{10^{\frac{A_p}{2}} - 1}{\log(10^{A_5} - 1)} \quad . \]

It is useful to define the discrimination constant

\[ G = -\log k_i \approx 0.05A_5 - 0.5 \log(0.23A_p) \quad (7) \]
$A_s$ and $A_p$ must be expressed in decibels for substituting into Eq. (7).

Using (5) and (6)

$$N = F_n \geq \frac{G \log \left( \frac{\omega_{\text{high}}}{\omega_{\text{low}}} \right)}{(-\log k)(\log 2k)}$$

(8)

The optimal value of $k_p$ leading to the minimum of $N_p$ can now be calculated

$$k_{\text{opt}} = \frac{\sqrt{2}}{2} \approx 0.7071$$

(9)

giving

$$N_{\text{opt}} = \left(\frac{2}{\log 2}\right)G \log \left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right) = 4.41 G \log \left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$$

(10)

The value of the other set parameters

$$F_{\text{opt}} = \frac{2}{\log 2} \log \left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right) = 6.64 \log \left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$$

$$n_{\text{opt}} = \frac{2}{\log 2} G \approx 6.64 G$$

(11)

Naturally, all parameters must be rounded up to the nearest integer.

(c) Optimum selectivity of a set of Chebyshev filters

The design equation is

$$n \geq \frac{\cosh^{-1} k_1}{\cosh^{-1} k_1'}$$

(13)

To a very good approximation:

$$\cosh^{-1} k_1 \approx \ln 2 k_1' = 0.693 + 2.303 G$$

$$N = F_n = \frac{\log \left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)(0.693 + 2.303 G)}{\log (2k) \cosh^{-1} (y/k)}$$

(14)

The optimum value of $k$:

$$k_{\text{opt}} \approx 0.7846$$

The other parameters

$$N_{\text{opt}} = \log \left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right) \times (4.883 + 16.23 G)$$

(15)
\[ F_{\text{opt}} = 5.11 \cdot \log \left( \frac{\omega_{\text{high}}}{\omega_{\text{low}}} \right) \]  

(16)

\[ n_{\text{opt}} = 0.956 + 3.176 \cdot G \]  

(17)

d. Optimum selectivity of a set of elliptic filters

The design formula of elliptic filters is

\[ m \geq \frac{\log 4 + G}{-\log q_v} - \frac{1}{2} \]  

(18)

Here \( q_v(k) \) is the modular constant or name of modulus \( k \) and \( m \) is the number of filter-sections per filter. The number of elements per filter

\[ n = 3 \cdot m + 1 \geq 3 \cdot \frac{\log 4 + G}{-\log q_v} - \frac{1}{2} . \]  

(19)

So the total number of circuit elements in the filter set

\[ N = F_n = \log \left( \frac{\omega_{\text{high}}}{\omega_{\text{low}}} \right) \times \frac{3}{\log 2} \cdot \frac{\log 4 + G}{-\log q_v} - \frac{1}{2} \]  

(20)

For all practical test filters, the second term in the numerator is much smaller than the first, so it is sufficient to find the minimum of

\[ \frac{1}{(-\log q_v)(\log 2k)} \]

The minimum will occur for

\[ k_{\text{opt}} \approx 0.8746 \]  

(21)

giving

\[ N_{\text{opt}} = \left( 5.034 + 11.78G \right) \times \log \left( \frac{\omega_{\text{high}}}{\omega_{\text{low}}} \right) \]

(22)

\[ F_{\text{opt}} = 4.145 \cdot \log \left( \frac{\omega_{\text{high}}}{\omega_{\text{low}}} \right) \]

(23)

\[ n_{\text{opt}} = 1.223 + 2.863 \cdot G \]  

(24)
 Naturally, because of Eq. (19), $n$ must be rounded up to the nearest integer having the form
\[ n_{opt} = 3m_{opt} + 1 \quad m_{opt} = 1, 2, 3, \ldots \] (25)
where $m_{opt}$ is the optimal number of filter sections per filter.

The results for the three filter groups are summarized in the Table.
<table>
<thead>
<tr>
<th>Filter Type</th>
<th>Butterworth</th>
<th>Chebyshev</th>
<th>Elliptic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selectivity</td>
<td>0.7071</td>
<td>0.7846</td>
<td>0.8746</td>
</tr>
<tr>
<td>Total number of components</td>
<td>$44.1 \times G \times \log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$</td>
<td>$(4.883 + 16.23 \times G) \times \log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$</td>
<td>$(5.034 + 11.78 \times G) \times \log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$</td>
</tr>
<tr>
<td>$N$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of filters in the set</td>
<td>$6.64 \log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$</td>
<td>$5.11 \log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$</td>
<td>$4.115 \log\left(\frac{\omega_{\text{high}}}{\omega_{\text{low}}}\right)$</td>
</tr>
<tr>
<td>$F$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of components per filter $n$</td>
<td>$6.64 \times G$</td>
<td>$0.956 + 3.176 \times G$</td>
<td>$1.223 + 2.863 \times G$</td>
</tr>
<tr>
<td>Number of sections per filter $m$</td>
<td>---</td>
<td>---</td>
<td>$0.0743 + 0.9543 \times G$</td>
</tr>
</tbody>
</table>

Table: Optimal values of filter set parameters for a set of low- or high-pass filters.
II. 3. THE APPROXIMATION OF CHEBYSHEV PASS-BAND ARBITRARY STOP-BAND (OR CONVERSE) BEHAVIOUR 7,15,16,34,36,38.

An important class of approximation problems involves the design of networks exhibiting nearly uniform low loss (Chebyshev approximation) in a pass-band and a stop-band attenuation that exceeds consistently a frequency dependent minimum. Alternatively, the specified maximum loss may vary across the pass-band and the stop-band minimum be constant. The design of such filters involves the combination of mathematical and graphical procedures. These will be described in this Section for the most significant cases.

It will be adequate to treat the first situation (Chebyshev pass-band, arbitrary stop-band). The alternative response can then be obtained from it through the steps discussed in Para. II. 1.b. Also, it will initially be assumed, that the suitable location of the attenuation poles is given; Para. II. 3.e. will demonstrate a method for the derivation of the pole-frequencies.

a. The reference-filter method

Chebyshev pass-band response will be exhibited by a network, if its characteristic function is chosen to be

\[ \varphi = \sqrt{\frac{e^\Theta - 1}{e^\Theta + 1}} \]

(1)

with \( \Theta(p) \) obeying the following restrictions:

1. \( e^\Theta - e^{-\Theta} \) is a rational function.
2. $\Theta$ is imaginary in the pass-band.

3. $\Theta$ is of the form $\alpha + j\eta$ in the stop-band, where $\alpha$ is real and has the (supposedly known) attenuation poles.

Evidently, by Para. I.3.d. the first restriction is a sufficient and necessary realizability condition of $\varphi$. The second condition assures $0 < |\varphi|^2 < 10^2 - 1$,

i.e. Chebyshev-response with the prescribed ripple in the pass-band. Finally, the last restraint provides the necessary attenuation poles.

Observing now Eqs. (29) and (29/a) of Sec. I.1., it is easy to see, that choosing the positive sign in Eq. (1) and selecting as $\Theta(p)$ the image propagation function of a (hypothetical) symmetric image parameter filter satisfies the first restriction. If this so-called reference filter has the specified pass-band and its image propagation zeros are at the postulated pole-frequencies, all conditions are met. The (real) filter to be obtained has then an even $\varphi$ and is thus antimetric.

Alternatively, the choice of the negative sign in Eq. (1) and an antimetric reference filter will lead (by Eqs. (30) and (30/a) of Sec. I.1.) to a symmetric filter satisfying all necessary conditions. No other choice of reference filter will result in a rational expression for $\varphi$; hence only symmetric and antimetric filters can be synthesized by this procedure.
It is important to notice, that the image propagation function of the reference filter must contain all attenuation poles, hence its operating loss will contain the poles coinciding with the reflection peaks (the zeros and poles of the image impedances) in duplicate. Therefore, its (hypothetical) circuit-diagram is normally somewhat more complicated than that of the real network.

b. The design of general parameter low-pass filters\textsuperscript{1,2,16}

In the following synthesis of Chebyshev pass-band, arbitrary stop-band (alternatively called general parameter) low-pass networks will be discussed. The analysis will be restricted to antireflection circuits; the design of symmetric networks follows substantially similar lines.

As shown in Para. II.3.a., the characteristic function of such filter is given by

\[
\varphi = \sqrt{10^{A_0} - 1} \cosh \Theta = \sqrt{10^{A_0} - 1} \frac{Z_{2i}}{Z_{2i}},
\]

(2)

where \(\Theta\) is the image propagation function and the \(Z_{ij}\) are the impedance parameters of a symmetric image parameter filter. Since the sections of the reference-filter are matched,

\[
\Theta = \sum_{(i)} \Theta_i
\]

(3)

where the \(\Theta_i\) are exhibited by the individual sections. If one attenuation pole is associated with each (symmetric) section,
one has from Eqs. (29/a) and (32) of Sec. II a:

$$\Theta_i = \cosh^{-1} \left( \frac{Z_{Ai} + Z_{Bi}}{Z_{Bi} - Z_{Ai}} \right) - \cosh^{-1} \left( \frac{q_i^2 + 1}{q_i - 1} \right)$$

(4)

and

$$\Theta_i = \frac{q_i + 1}{q_i - 1}$$

(5)

with

$$q_i = \sqrt{\frac{Z_{Bi}}{Z_{Ai}}}$$

(6)

The attenuation poles $$\Omega_\infty$$ therefore must coincide with the

one-points of the $$q_i$$ (frequencies, where $$q_i = 1$$).

From Eq. (3), for the cascade of $$\sigma$$ symmetrical reference-

filter sections

$$\Theta_\sigma = \frac{q_i + 1}{q_i - 1} = \prod_{i=1}^\sigma \frac{q_i + 1}{q_i - 1}$$

(7)

If the $$q_i$$ are chosen as

$$q_i = \sqrt{\frac{m_i \rho}{\rho^2 + 1}}$$

(8)

with

$$m_i^2 = 1 - \Omega_\infty^2$$

(9)

the following observations can be made:

1. The one-points will be correctly located at $$\Omega_\infty$$.

2. The second and third restrictions of Para. II.3.a. will be

satisfied for $$\Omega_\sigma = 1$$.

It is also easy to see that $$\Theta$$ of Eq. (7) corresponds

to a symmetrical reference-filter.

However,

$$\lim_{\rho \to \infty} \Theta \not= \infty$$

therefore, the real filter would have finite attenuation at
infinite frequencies, requiring mutual coupling.

This objection can be removed by making

\[ q_{0} = \frac{\rho}{\sqrt{p^{2} + 1}} \]  

(10)

corresponding to

\[ \Omega_{\infty} \rightarrow \infty. \]  

(11)

Using Eqs. (2) - (5),

\[ \psi = \sqrt{\frac{d\rho}{\rho^{2} - 1}} \frac{1}{2} \left( \frac{q_{i} + 1}{q_{i} - 1} + \frac{q_{i} - 1}{q_{i} + 1} \right) \times \sqrt{\frac{d\rho}{10^{s} - 1}} \left( \prod_{i=1}^{L} \frac{q_{i} + 1}{q_{i} - 1} \frac{\delta}{\rho} \right). \]  

(12)

From Eq. (8), after some straightforward calculations,

\[ \psi = \frac{1}{2} \sqrt{\frac{d\rho}{\rho^{2} - 1}} \left( m_{i} p + w \right)^{2} - \left( m_{i} p - w \right)^{2} \]  

\[ \frac{\delta}{\rho} \frac{1}{\rho^{2} + 1} \]  

(13)

results. Here

\[ \psi_{0} = \rho^{2} + 1, \]  

(14)

but the \( \psi \) of Eq. (13) is nevertheless rational, since all odd powers of \( w \) (and \( p \)) cancel in it.

It is important to notice, that for the limiting process of Eq. (11), \( \psi \) (and thus the attenuation) will have a double pole at infinity.

For a symmetric filter, an analog derivation results in a similar \( \psi \), but the first term in the numerator will be multiplied by \( p + w \), the second by \( p - w \). This is due to the matched half-section necessarily used in the (antimetric) reference filter.
Step-by-step design of symmetrical Chebyshev pass-band low
and high-pass filters

For the special case of symmetry, the theory outlined
in Para 1.4.4.4. (Eqs. (23) - (24)) can be used to derive the
lattice-impedances. If an m-derived configuration is used,
explicit relations may be deducted between the coefficients of
$Z_A$, $Z_B$, and the ladder element values. By this method the
following step-by-step design procedure is obtained for 1, 2,
3, and $n$ section filters (low-pass or high-pass):

1. Given: $f_p$ pass band limit frequency in c/s
   $f_\infty$ pole frequency in c/s
   $R_{\text{gen}} = R_{\text{load}}$ terminating impedances in ohms
   $A_p$ pass band ripple in db ea

2. $\Omega_\infty = \frac{f_\infty}{f_p}$ for low pass
   $\Omega_\infty = \frac{f_p}{f_\infty}$ for high pass

3. $m = \sqrt{\frac{\Omega_\infty^2 - 1}{\Omega_\infty^2}}$

4. $Z = \frac{1}{\Omega_\infty^2}$

5. $b_n = 1 + 2m$
   $b_2 = (1 + m)^2$

6. $H = \sqrt{10^{0.1A_p}}$
\[ r_1 \quad p^3 + \frac{Z}{b_2 H} \cdot p^2 + \frac{b_3}{b_2} \cdot p + \frac{1}{b_2 H} = 0 \]

The solution of the equation gives a negative real root \((-r_1\)) and a pair of conjugate complex roots with positive real parts \((r_2 \pm j \cdot i_2\)).

Here \( r_1, r_2, i_2 > 0 \).

8. \[ a_1 = a_3 = \frac{1}{r_1} \]

9. \[ a_2 = \frac{4r_2}{r_2^2 + i_2^2} \]

7. \[ C_0 = \frac{1}{2\pi f_P \cdot R_{gen}} \]

\[ L_c = \frac{R_{gen}}{C_o} \]

10. a. For low pass, mid-series network (Fig. 18a)

\[ L_1 = L_2 = a_1 L_c \]

\[ L_2 = \frac{Z}{a_1} L_c \]

\[ C_2 = a_2 C_o \]

b. Low pass, mid shunt network (Fig. 18b)

\[ C_1 = C_3 = a_1 C_o \]

\[ C_2 = \frac{Z}{a_2} C_c \]

\[ L_2 = a_2 L_c \]

c. High pass, mid-series (Fig. 18c)

\[ C_1 = C_3 = \frac{C_o}{a_1} \]

\[ C_2 = \frac{a_2}{Z} C_o \]

\[ L_2 = \frac{L_c}{a_2} \]
FIGURE 18.
d. High pass, mid-shunt (Fig. 18d) \[ L_1 = \frac{L_3}{a}, \]
\[ L_2 = \frac{a}{z} L_0, \]
\[ C_2 = \frac{C_0}{a^2}. \]

B. 2 pole (2 section) filters

1. Input data:
   - Pass band limit, \( f_p \)
   - Pass band ripple, \( A_p \)
   - Pole frequencies, \( f_{w1}, f_{w2} \)
   - Terminations: \( R_{gen} = R_{load} \)

2. \[ \Omega_{w1} = \frac{f_{w1}}{f_p} \]
\[ \Omega_{w2} = \frac{f_p}{f_{w1}} \]
for low-pass

3. \[ m_i = \frac{\sqrt{\Omega_{w2}^2 - 1}}{\Omega_{w1}} \]
for high-pass

4. \[ Z_i = \frac{1}{\Omega_{w1}^2} \]

5. \[ d_1 = m_1 + m_2 \]
\[ d_2 = m_1 m_2 \]

6. \[ H = \sqrt{\frac{\Omega_{w2}^2 - 1}{10 A_p}} \]

7. \[ b_0 = 1 + 2 d_1 \]
\[ b_2 = b_0 + b_4 - d_2^2 \]
\[ b_4 = (1 + d_1 + d_2^2)^2 \]

8. \[ p^5 + \frac{Z_1 Z_2}{b_4 H} p^4 + \frac{b_0}{b_4} p^3 + \frac{Z_1 + Z_2}{b_4 H} p^2 + \frac{b_0}{b_4} p + \frac{1}{b_4 H} = 0 \]
The solution of this equation gives a negative real root \(-r_1\) and two pairs of conjugate complex roots, one pair with negative real parts \((-r_2 \pm ji_2\) ) and one pair with positive real parts \((r_4 \pm ji_4\) ). Here

\[
\begin{align*}
\gamma_1 &= \frac{1}{r_1 (r_2^2 + i_2^2)} \\
\gamma_2 &= \gamma_1 \left( 2 r_1 r_2 + r_2^2 + i_2^2 \right) \\
\gamma_3 &= \frac{1}{2 r_u} \\
\gamma_4 &= \gamma_3 \left( r_u^2 + i_u^2 \right) \\
\beta_1 &= \gamma_1 \left( r_1 + 2 r_2 \right) \\
\alpha_1 &= \gamma_3 - \gamma_4 z_1 \\
\alpha_2 &= 2 \frac{\beta_1 - z_1}{\alpha_3} \\
\alpha_3 &= \gamma_4 \left( 2 \beta_1 - z_1 - z_2 \right) \\
\alpha_4 &= 2 \frac{\beta_1 - z_2}{\alpha_3} \\
\alpha_5 &= \gamma_3 - \gamma_4 z_2 \\
C_o &= \frac{1}{2 T f_p R_{qem}} \\
L_o &= \frac{R_{qem}^2 C_o}{L_o}
\end{align*}
\]

12. a. Low-pass, mid-series filter

\[
\begin{align*}
L_1 &= \alpha_1 L_o \\
L_2 &= \frac{z_1}{\alpha_2} L_o \\
L_3 &= \alpha_3 L_o \\
L_4 &= \frac{z_2}{\alpha_4} L_o \\
L_5 &= \alpha_5 L_o
\end{align*}
\]
b. For low-pass, mid-shunt filter
\[
\begin{align*}
C_1 &= a_1 C_o \\
C_2 &= \frac{Z_1}{a_2} C_o \\
C_3 &= a_3 C_o \\
C_4 &= \frac{Z_3}{a_4} C_o \\
C_5 &= a_5 C_o
\end{align*}
\]
\[
L_2 = a_2 L_o
\]

c. For high-pass, mid-series filter
\[
\begin{align*}
C_1 &= \frac{C_o}{a_1} \\
C_2 &= \frac{a_2}{Z_1} C_o \\
C_3 &= \frac{C_o}{a_3} \\
C_4 &= \frac{a_4}{Z_2} C_o \\
C_5 &= \frac{C_o}{a_5}
\end{align*}
\]
\[
L_2 = \frac{L_o}{a_2}
\]

d. For high pass, mid-shunt filter
\[
\begin{align*}
L_1 &= \frac{L_o}{a_1} \\
L_2 &= \frac{a_2}{Z_1} L_o \\
L_3 &= \frac{L_2}{a_3} \\
L_4 &= \frac{a_4}{Z_2} L_o \\
L_5 &= \frac{L_4}{a_5}
\end{align*}
\]
\[
C_2 = \frac{C_o}{a_2} \\
C_4 = \frac{C_o}{a_4}
\]

\[C_o\] pole (3-section) filters

1. Input data:
\[f_p\] pass-band limit frequency
\[A_p\] pass-ban ripple
\( f_{\omega_1}, f_{\omega_2}, f_{\omega_3} \) pole frequencies

\( R_{\text{gen}} = R_{\text{load}} \) terminations

\[ \Omega_{\omega_i} = \frac{f_{\omega_i}}{f_p} \quad i=1, 2, 3 \quad \text{for low pass} \]

\[ \Omega_{\omega_i}^2 = \frac{f_p}{f_{\omega_i}} \quad \text{for high pass} \]

\[ m_i = \sqrt{\frac{\Omega_{\omega_i}}{\Omega_{\omega_i}^2 - 1}} \]

\[ z = \frac{1}{\Omega_{\omega_i}^2} \]

\[ d_1 = m_1 + m_2 + m_3 \]

\[ d_2 = m_1 m_2 + m_1 m_3 + m_2 m_3 \]

\[ d_3 = m_1 m_2 m_3 \]

\[ b_1 = 1 + 2 d_1 \]

\[ b_2 = 3 b_1 + 2 (d_1 d_2 + d_1 d_3 + d_2 d_3) + d_1^2 \]

\[ b_4 = b_2 + b_6 - b_5 - d_1^2 \]

\[ b_5 = (1 + d_1 + d_2 + d_3)^2 \]

\[ H = \sqrt{\frac{\Omega_{\omega_i}^2}{10} - 1} \]

\[ p^7 + \frac{Z_1 Z_2 Z_3}{b_6 H} p^6 + \frac{b_4}{b_6} p^5 + \frac{Z_1 Z_2 + Z_1 Z_3 + Z_2 Z_3}{b_6 H} p^4 + \frac{b_2}{b_6} p^3 + \frac{Z_1 + Z_2 + Z_3}{b_6 H} p^2 + \frac{b_4}{b_6} p + \frac{1}{b_6 H} = 0 \]
The roots with negative real parts:
\[-r_1, -r_2 \pm j i_2\]

The roots with positive real parts:
\[r_3 \pm j i_3, \quad r_4 \pm j i_4\]

where again all
\[r_k, \quad i_k > 0\]

\[p_k^2 = r_k^2 + i_k^2\]

\[k = 1, 2, 3, 4\]

\[\chi_1 = (r_1, r_2)^{-1} \quad \beta_1 = (r_1 + 2r_2) \chi_1\]

\[\chi_2 = 2 (r_1 r_2 + r_2^2) \chi_1 \quad \beta_2 = 2 (r_1 + r_2) \chi_3\]

\[\chi_3 = \left[2 (r_3 p_4^2 + p_4 p_5^2)\right]^{-1} \quad \beta_3 = 2 (r_3 + r_4) \chi_3\]

\[\chi_4 = p_3^2 p_4^2 \chi_3\]

\[T_1 = (\beta_1 - z_1)(\beta_2 - z_3) + (\beta_3 - z_1)(\beta_1 - z_3)\]

\[T_2 = 2 (\beta_1 - z_1)(\beta_1 - z_3)(\beta_2 - z_1) + (z_1 - z_2) T_1\]

\[T_3 = 2 (\beta_1 - z_1)(\beta_1 - z_3)(\beta_2 - z_3) + (z_3 - z_2) T_1\]

\[T_4 = \frac{\chi_2}{\beta_1 - \beta_2}\]

\[a_1 = \frac{\chi_1 - \chi_2 z_1}{\beta_1 - z_1}\]

\[a_2 = \frac{2 (\beta_1 - z_1)(\beta_2 - z_1)}{T_2 T_4}\]

\[a_3 = \frac{T_1 T_2 (\beta_1 - z_1)}{T_1}\]

\[a_4 = \frac{2 (\beta_1 - z_2)(\beta_2 - z_2) T_1^2}{(\beta_1 - \beta_2) T_2 T_3 T_4}\]

\[a_5 = \frac{T_1 T_2 (\beta_1 - z_2)}{T_1}\]

\[a_6 = \frac{2 (\beta_1 - z_3)(\beta_2 - z_3)}{T_3 T_4}\]

\[a_7 = \frac{\chi_1 - \chi_2 z_3}{\beta_1 - z_3}\]
\[ C_0 = \frac{1}{2 \pi f_p R_{\text{gen}}} \]
\[ L_0 = R_{\text{gen}}^2 C_0 \]

**ii. a. Low pass mid-series**

\[ L_{2\mu+1} = a_{2\mu+1} L_0 \]
\[ L_{2\mu} = \frac{Z_{2\mu}}{a_{2\mu}} L_0 \]
\[ C_{2\mu} = a_{2\mu} C_0 \]

**ii. b. Low pass mid-shunt**

\[ C_{2\mu+1} = a_{2\mu+1} C_0 \]
\[ C_{2\mu} = \frac{Z_{2\mu}}{a_{2\mu}} C_0 \]
\[ L_{2\mu} = a_{2\mu} L_0 \]

**ii. c. High pass, mid-series**

\[ C_{2\mu+1} = \frac{C_0}{a_{2\mu+1}} \]
\[ C_{2\mu} = \frac{Z_{2\mu}}{a_{2\mu}} C_0 \]
\[ L_{2\mu} = \frac{L_0}{a_{2\mu}} \]

**ii. d. High pass, mid-shunt**

\[ L_{2\mu+1} = \frac{L_0}{a_{2\mu+1}} \]
\[ L_{2\mu} = \frac{Z_{2\mu}}{a_{2\mu}} L_0 \]
\[ C_{2\mu} = \frac{C_0}{a_{2\mu}} \]

**D. 4 pole (h section) filters**

**i. Input data**

\[ f_p, f_{w1}, f_{w2}, f_{w3}, f_{w4} \]
\[ R_{\text{gen}} = R_{\text{load}}, \quad A_p \]
\[ \Omega_{\infty} = \frac{f_{01}}{f_p} \quad \text{for low pass} \]
\[ \Omega_{\infty} = \frac{f_p}{f_{01}} \quad \text{for high pass} \]
\[ \Omega_{\infty} = \frac{1}{\Omega_{\infty}} \]
\[ m_i = \sqrt{1 - z_i} \]
\[ d_1 = m_1 + m_2 + m_3 + m_4 \]
\[ d_2 = m_1 m_2 + m_1 m_3 + m_1 m_4 + m_2 m_3 + m_2 m_4 + m_3 m_4 \]
\[ d_3 = m_1 m_2 m_3 + m_1 m_2 m_4 + m_1 m_3 m_4 + m_2 m_3 m_4 \]
\[ d_4 = m_1 m_2 m_3 m_4 \]
\[ b_0 = 1 + 2d_1 \]
\[ b_2 = 4b_0 + 2(d_1 d_2 + d_2 + d_3) + d_3^2 \]
\[ b_3 = 3b_2 - 6b_0 + d_2^2 + 2[d_3 (d_1 + d_2) + d_4 (1 + d_1)] \]
\[ b_4 = b_0 + b_4 + b_2 - b_2 - d_4^2 \]
\[ b_5 = (1 + d_1 + d_2 + d_3 + d_4)^2 \]
\[ H = \sqrt{\frac{\Omega_{\infty}^2 + b_0}{\Omega_{\infty}^2 + 1}} \]
\[ \varepsilon_1 = z_1 + z_2 = z_3 + z_4 \]
\[ \varepsilon_2 = z_1 z_2 + z_1 z_4 + z_2 z_3 + z_4 \]
\[ \varepsilon_3 = z_1 z_2 z_3 + z_2 z_4 + z_1 z_3 z_4 + z_2 z_3 z_4 \]
\[ \varepsilon_4 = z_1 z_2 z_3 z_4 \]
\[ p^2 + \frac{\varepsilon_1}{b_8} p^1 + \frac{b_0}{b_8} p^0 + \frac{\varepsilon_3}{b_8 H} p^2 + \frac{b_4}{b_8} p^1 + \frac{1}{b_8 H} = 0 \]
Roots with negative real parts:

\[-r_1, -r_2 \pm j\epsilon_2, -r_3 \pm j\epsilon_3\]

Roots with positive real parts:

\[r_4 \pm j\epsilon_4, r_5 \pm j\epsilon_5\]

10. 

\[
p_k^2 = r_k^2 + i_k^2
\]

11. 

\[
\gamma_1 = (2r_1 p_2 p_3)^{-1}
\]

\[
\gamma_2 = \gamma_1 \left[p_2^2 (r_1 + 2r_3) + p_3^2 (r_1 + 2r_2) + 4rr_2r_3 \right]
\]

\[
\gamma_3 = -2\gamma_1 \left(r_1 + 2r_2 + 2r_3 \right)
\]

\[
\gamma_4 = \left[2 \left(r_4 p_5 + r_5 p_4\right) \right]^{-1}
\]

\[
\gamma_5 = \gamma_4 \left(p_4^2 + p_5^2 + 4rr_4r_5 \right)
\]

\[
\gamma_6 = \gamma_4 p_4 p_5
\]

\[
\beta_1 = 2\gamma_4 \left(r_4 + r_5 \right)
\]

\[
\beta_2 = \gamma_2 + \sqrt{\gamma_2^2 - \gamma_3^2}
\]

\[
\beta_3 = 2\gamma_2 - \beta_2
\]

12. 

\[
d_{ij} = \beta_i - z_j
\]

13. 

\[
T_i = d_{i\beta} a_{\kappa} \left(\beta_1 \beta_i \right) \left(\beta_i \beta_3 \right)
\]

\[
T_2 = d_{i\kappa} a_{\beta} \left(\beta_2 \beta_i \right) \left(\beta_i \beta_3 \right)
\]

\[
T_3 = d_{i\beta} a_{\kappa} a_{3\kappa} + d_{i\kappa} d_{3\beta} d_{3\kappa}
\]

\[
T_4 = d_{i\beta} a_{2\kappa} d_{3\kappa} + d_{i\kappa} d_{2\beta} d_{3\beta}
\]

\[
T_5 = d_{i\beta} T_3 + \left(z_4 - z_1 \right) a_{\kappa} T_1
\]

\[
T_6 = d_{i\beta} T_3 + \left(z_1 - z_4 \right) a_{\kappa} T_2
\]
\[ T_7 = 2d_{21} d_{31} T_1 + (z_1 - z_2) T_5 \]
\[ T_8 = 2d_{14} d_{24} d_{34} T_2 + (z_4 - z_3) T_6 \]
\[ T_9 = T_3 T_4 + (z_4 - z_1)(z_3 - z_2) T_1 T_2 \]
\[ T_{10} = \frac{\gamma_4 - \gamma_2 z_1 + \gamma_6 z_1^2}{\gamma_6} \]
\[ a_1 = \frac{\gamma_4 - \gamma_2 z_1 + \gamma_6 z_1^2}{d_{21}} \]
\[ a_2 = \frac{d_{14} d_{24} d_{34} T_10}{T_7} \]
\[ a_3 = \frac{2T_1 T_7}{T_5 T_{10}} \]
\[ a_4 = \frac{2d_{14} d_{24} d_{34} T_5}{\gamma_6 T_7 T_9} \]
\[ a_5 = \frac{\gamma_6 T_5 T_9}{T_5 T_6} \]
\[ a_6 = \frac{2d_{14} d_{24} d_{34} T_6}{\gamma_6 T_8 T_9} \]
\[ a_7 = \frac{2T_2 T_9}{T_6 T_{10}} \]
\[ a_8 = \frac{d_{14} d_{24} d_{34} T_{10}}{T_9} \]
\[ a_9 = \frac{\gamma_4 - \gamma_2 z_4 + \gamma_6 z_4^2}{d_{21}} \]

*** a. Low pass mid-series

\[ L_{2\mu} = \alpha_{2\mu} L_0 \]
\[ L_{-2\mu} = \frac{\alpha_{-2\mu}}{\alpha_{2\mu}} L_0 \]
\[ C_{2\mu} = \alpha_{2\mu} C_x \]
\[ C_{-2\mu} = \frac{\alpha_{-2\mu}}{\alpha_{2\mu}} C_x \]
b. Low pass mid-shunt

\[ C_{2^\mu_1} = \frac{Q_{2^\mu_1}}{C_0} \quad \mu = 1, 2, 3, 4 \]
\[ C_{2^\mu} = \frac{Z_{2^\mu}}{Q_{2^\mu}} C_0 \]
\[ L_{2^\mu} = \frac{L}{Q_{2^\mu}} L_0 \]

c. High pass, mid-series

\[ C_{2^\mu_1} = \frac{C_0}{Q_{2^\mu_1}} \quad \mu = 1, 2, 3, 4 \]
\[ C_{2^\mu} = \frac{Z_{2^\mu}}{Q_{2^\mu}} C_0 \]
\[ L_{2^\mu} = \frac{L}{Q_{2^\mu}} L_0 \]

d. High pass, mid-shunt

\[ L_{2^\mu_1} = \frac{L}{Q_{2^\mu_1}} \quad \mu = 1, 2, 3, 4 \]
\[ L_{2^\mu} = \frac{Q_{2^\mu}}{Z_{2^\mu}} L_0 \]
\[ C_{2^\mu} = \frac{C_0}{Q_{2^\mu}} \]

By using frequency transformation, the results given above can of course be directly applied to the design of band-pass and band-stop filters with frequency-symmetrical attenuation characteristics.

If the poles fed into the procedure have been calculated using Para. II.l.c. or selected from special tables (observing the different normalizations) an elliptic response is obtained for the filter.

\section{Frequency-asymmetrical band-pass filters}

Eq. (5) shows, that a properly selected \( Q_t \) must be imaginary to the pass-bands, real in the stop-bands and it must have the
value at attenuation poles. For frequency-asymmetrical band-pass filters (not derivable by a reactance-transformation from a low-pass network) a suitable form of the \( Q \) function is therefore

\[
Q_c = m_i \left[ \frac{\omega_p^2}{p^2 + \omega_p^2} \right]^{1/2},
\]

(15)

with

\[
m_i^2 = \frac{-\Omega_{\omega_p}^2 + \omega_p^2}{-\Omega_{\omega_c}^2 + \omega_p^2}.
\]

(16)

Here \( \omega_p \) and \( \omega_p \) are the lower and upper pass-band limits.

This choice of \( q \) leads to a proper characteristic function through the steps described in Para. II.3.b. The network itself can then be obtained by conventional technique.

It should be mentioned here, that identical results and formulae can also be obtained for general parameter networks using potential analog rather than reference filter technique.

The latter, however, provides somewhat more insight into the physical background of the process.

\( \text{f.} \) A graphical method of obtaining the pole-frequencies.

Hitherto it has been assumed, that the pole-frequencies are prescribed or known. In some cases this happens (e.g. for filters suppressing specific frequencies, elliptic filters), often however a graphical specification or frequency-dependent requirements are to be met with the establishment of a suitable number of
poles at proper places. The situation is alleviated by the close connection between the operating loss of the real filter and the image propagation function of the reference network. By Eq. (1), with proper approximations valid in the stop-band

$$A_s(p) = 20 \text{Re} \left\{ \log \varphi \right\} = A_i + 10 \log \left[ \frac{A_p}{10^{15}} - 1 \right] - 6 . \quad (17)$$

Here $A_i$ is the operating loss in the stop-band, $A_s = \text{Re}(\Theta)$ is the image attenuation of the reference filter and $A_p$ the pass-band ripple, all in decibels.

Using Eq. (17) and the curve of Fig. 19, the problem simplifies to the establishment of poles for the reference-filter. A graphical process using special templates is available for carrying out that task.

For the use of a single template, it is necessary, that the attenuation-contributions of the individual sections of the reference-filter (corresponding to different $\Omega_{\omega_i}$) be plotted by identical (though shifted) curves on a distorted frequency-scale.

Since in general

$$q_i = \frac{f(\Omega_{\omega_i}) F(\omega)}{F(\Omega_{\omega_i})}$$

and

$$q_i(\Omega_{\omega_i}) = \frac{f(\Omega_{\omega_i}) F(\Omega_{\omega_i})}{F(\Omega_{\omega_i})} = 1$$

$$q_i = \frac{F(\omega)}{F(\Omega_{\omega_i})} . \quad (18)$$

Also, by Eq. (5)

$$A_i = |\text{Re} \left\{ \frac{q_i + 1}{q_i - 1} \right\}| \quad (19)$$
\( A_i \) in radians. In fig. (20) \( \gamma \) and \( \gamma_{\omega_i} \) are defined by

\[
F(\omega) = e^{\gamma}, \quad F(\Omega_{\omega_i}) = e^{\gamma_{\omega_i}},
\]

we get

\[
A_i = \ln \frac{|e^{\gamma} - X_{\omega_i}| + |e^{\gamma} - X_{\omega_i}|}{|e^{\gamma} - X_{\omega_i}| - |e^{\gamma} - X_{\omega_i}|}
\]

(21)

as the loss-contribution of the section associated with \( \Omega_{\omega_i} \).

As required, \( A_i \) is only dependent on \( \gamma - \gamma_{\omega_i} \).

When an asymmetrical reference filter is utilized, a loss of \( \frac{A_i}{2} \) will also have to be associated with the half-section.

\( A_i \) and \( \frac{A_i}{2} \) describe the contour of the templates. They are plotted on Fig. 20.

Now for a low-pass filter, by Eq. (8)

\[
\gamma = \ln F(\omega) = \ln \frac{\omega}{\sqrt{\omega^2 - 1}}
\]

gives the suitable frequency-transformation. This can be plotted permanently on the abscissa-axis of the graph-paper used.

For the asymmetrical band-pass filter Eq. (15) is the basis of the frequency-transformation, which will depend now, however, on the \( \omega_p/\omega_n \) ratio. It can be built up from a constant transformation of the form

\[
\Omega = -\coth \gamma
\]

and a simpler relation between \( \omega \) and \( \Omega \), which needs to be calculated for every filter specification.
Figs. (21) - (22) show examples of low-pass and asymmetrical band-pass filters with general parameters designed using the methods described in this Section.
III. INSERTION LOSS DESIGN OBSERVING PARASITIC EFFECTS

In the derivations of Chapters I. and II. the ideal behavior of the components was tacitly assumed. Contrary to this supposition, parasitic phenomena due to the stray capacitances, inductances and element losses, temperature effects, aging, tolerances etc. have often detrimental effects on the response. This Chapter will provide - with certain additions - a summary of existing methods for dealing with this situation. Obviously, the problem is twofold: it is necessary to estimate and if required, to correct for the parasitic effects. With one exception, the existing procedures can only be used to analyse some specially distributed stray phenomena.

After that, in Chapter IV, a comprehensive new theory is presented for the estimation and precorrection of parasitic effects on the response. It has special computational advantages, provides valuable insight into the physical back-ground, and imposes few restrictions on the distribution of the disturbing elements.
III. 1. NON-IDEAL CONSIDERATIONS IN COMMUNICATION

NETWORKS 1, 3, 10, 26, 37

This Section will present some simple statements and methods for dealing with parasitic effects without using special mathematical techniques. The estimation of the effects of non-ideal element characteristics on the behaviour will also be discussed for some specific situations.

a. Temperature effects

It will be assumed that the temperature-dependence of all elements can be described by

\[ X_T = X_{T_0} \left[ 1 + \delta_X (T - T_0) \right] \]

(1)

where \( \delta_X \) is the temperature coefficient of element \( X \). Let now all capacitors have coefficient \( \delta_C \), that is under the designer's control and the terminations have \( \delta_R \), also freely chosen by the designer, while the common temperature-coefficient \( \delta_C \) of the coils is prescribed. Then the changes in element values

\[ \Delta L_i \quad \frac{\Delta L_i}{L_i} = \delta_C \Delta T \]
\[ \Delta C \quad \frac{\Delta C}{C} = \delta_C \Delta T \]
\[ \Delta R_k \quad \frac{\Delta R_k}{R_k} = \delta_R \Delta T \]

(2)

can be interpreted as the results of a change in the denormalizing frequency and impedance-units.

Since

\[ L_i = \frac{l_i R_c}{\omega_o} \]
\[ C_j = \frac{c_j}{\omega_k R_o} \]  \\
\[ R_k = \frac{r_k}{R_o} \]  \\
the units are changed according to
\[ \omega_k^2 = \frac{L_i C_j}{L_i C_j} \rightarrow \frac{L_i C_j}{L_i C_j (1 + d^T_c \Delta T)(1 + d^T_c \Delta T)} \]  \\
\[ \frac{L_i}{C_j} \left( \frac{R_k}{r_k} \right)^2 = \frac{L_i}{C_j} \frac{L_i}{C_j} \left( 1 + d^T_c \Delta T \right) \left( 1 + d^T_c \Delta T \right) = \frac{R_k^2 (1 + d^T_R \Delta T)^2}{r_k^2} \]  \\
It can be seen, that the response will remain undisturbed, if the frequency-unit does not change, i.e. if
\[ (1 + d^T_c \Delta T)(1 + d^T_c \Delta T) = 1 \]  \\
and if the terminations are re-normalized with the new impedance-unit
\[ \frac{1 + d^T_c \Delta T}{1 + d^T_c \Delta T} = (1 + d^T_R \Delta T)^2. \]  \\
Neglecting higher-order terms of \( d \Delta T \),
\[ d^T_c = - d^T_c \]  \\
\[ d^T_R = d^T_L \]  \\
are obtained. Choosing \( d^T_c \) and \( d^T_R \) this way, an approximate determination is achieved in a wide temperature range. It is interesting to see, that this implies...
\[
\sum_{(i)} L_i \frac{\partial F}{\partial L_i} - \sum_{(j)} C_j \frac{\partial F}{\partial C_j} + \sum_{(k)} R_k \frac{\partial F}{\partial R_k} = 0
\] 

(10)

for any transmission ratio of like quantities \( F = \frac{X_1}{X_2} \).

In a practical application, this compensation technique gave an accuracy of \(0.001\) db in an extremely wide temperature range.

h, High-frequency considerations

Several special precautions must be made for filters intended for very high frequency (5-200 Mc) operation. Most of these are needed because the element-values tend to be very low at these frequencies and thus the effect on stray elements will be emphasized. Apart from mechanical construction, material, shielding, tuning, etc. problems, which are beyond the scope of the present analysis, the following synthesis considerations apply:

1. All elements must have a parallel capacitor absorbing the stray capacitances.
2. All nodes must be capacitively loaded to ground, for the same reason.
3. No element value must be comparable with the value of any stray component disturbing it.

Conditions 1) and 2) are satisfied e.g. for the symmetrical mid-shunt low pass configuration, but not for the frequency-
Figure 24a  Normalized Low Pass Network

Figure 24b  Normalized Band Pass Network Transformed From Low Pass Networks of Figure 24a

Figure 24c  Normalized Band Pass Network Equivalent to Figure 24b
FIGURE 25.
symmetrical band-pass network, that could be derived from it using reactance transformation.

Several exact and approximate network equivalences are available for obtaining a network satisfying these conditions. Fig. 23 shows a low-pass to band-pass frequency-transformation of a mid-shunt circuit to a proper band-pass circuit meeting Conditions 1, and 2.

Fig. 24 shows an approximating procedure for the transformation of constant -k type networks into narrow-band band-pass filters.

Finally, Fig. 25 shows a series of network identities useful for the fulfillment of Conditions 2, and 3, (the simple delta-star transformation is also frequently required).

The equivalences of Figs. 23 - 25 can be checked e.g. by comparing the immittance parameters of the circuits.

Figs. 26 - 27 show the circuit and the (measured) characteristics of a 55 Mc filter-pair designed by these techniques.

The estimation of dissipation effects on the response of networks.

The simplest treatment of dissipation effects is possible, if it is supposed that the dissipation constants
FIGURE 26.
\[ d_L = \frac{R_L}{L} \quad (11) \]

\[ d_c = \frac{G_c}{C} \quad (12) \]

are the same for each coil and capacitor and that also

\[ d_L = d_c = d \quad (13) \]

In that case the effect can be described by

\[ pL \rightarrow pL + R_L - (p+d)L \quad (14) \]
\[ pC \rightarrow pC + G_c - (p+d)C \]

i.e.

\[ p \rightarrow p+d \quad (15) \]

This change can be interpreted as a shift of the \( j\omega \) -axis

d the right or the shift of all extreme frequencies to the

d left by \( d \). Thus evaluating the response along the \( d+j\omega \) line

d will give the lossy behaviour. More explicitly, if the (complex)

transmission is

\[ F(j\omega) = A(\omega) + jB(\omega) \quad (16) \]

\[ F(d+j\omega) \approx A + jB + d \left( \frac{\partial A}{\partial j\omega} + j \frac{\partial B}{\partial j\omega} \right) \quad (17) \]

results, using the Cauchy-Riemann equations. Thus

\[ A(\omega) \rightarrow A(\omega) + d \frac{\partial B(\omega)}{\partial \omega} \quad (18) \]
\[ B(\omega) \rightarrow B(\omega) - d \frac{\partial A(\omega)}{\partial \omega} \]

and the approximate effect of this "homogeneous"
It is important to notice, that pure real or imaginary quantities do not change \( B(\omega) \) and thus do not contribute (in first approximation) to the change in \( A \). E.g. in the voltage ratio

\[
\Lambda = \frac{A + pB}{p}
\]  

(19)

\( p \) is even and thus real for \( p = j\omega \). Consequently the change in \( |\Lambda| \) can be analyzed by replacing \( p \) by \((p + d)\) in the numerator only. Obviously, this does not hold in the neighborhood of any \( j\omega \)-axis pole, where higher-order terms of Eq. (17) are no longer negligible.

A more practical assumption is to make all \( d_L \)'s equal among each other and similarly for the \( d_c \)'s, but to take \( d_c \neq d_L \).

Now the general circuit-determinant element of the four-pole (cf. Eq. (11) of Sec. I.2.) will change according to \(^{1,2,12}\)

\[
Z_{ij} = \frac{p^2 L_{ij} C_{ij} + 1}{pC_{ij}} \rightarrow \frac{(p + d_L)(p + d_c)L_{ij} C_{ij} + 1}{(p + d_c)C_{ij}}
\]  

(21)

and thus e.g. the impedance-parameters (Eq. (12) of Sec. I.2.)

\[
Z_{ij} = \frac{f(p^2)}{p} \rightarrow \frac{f[(p + d_L)(p + d_c)]}{p + d_c}
\]  

(22)

\[
Z_{ij}(p) \rightarrow \Delta \times \frac{f[p_d]}{p_d} = \Delta \times Z_{ij}(p_d),
\]  

(23)

\[
p_d = \left[ (p + d_L)(p + d_c) \right]^{1/2} = p + \frac{d_c + d_c}{2} - p + d_c
\]  

(24)
\[ \Delta = \left[ \frac{p + d_L}{p + d_C} \right]^{1/2} \approx 1 + \frac{d_C - d_L}{2} = 1 + \delta \]  \hspace{1cm} (25)

It is important to see, how much error arises, if
\[ \Delta \approx 1 \]  \hspace{1cm} (26)

is used, i.e. if the actual loss-distribution is approximated with a homogeneous dissipation characterized by \( d_e \). The error could be measured by the change in attenuation caused by it.

Normalizing each \( Z_{ij} \) to \( (R_i R_j)^{1/2} \), Eq. (6) of Sec. I.2. gives

\[ \Delta A \approx \left| \log |\Delta'| \right| \left( 1 + \delta \right) \frac{Z_{11} + Z_{22} + 2 [Z]}{1 + Z_{11} + Z_{22} + [Z]} \]  \hspace{1cm} (27)

where all \( Z_{ij} = Z_{ij}(\rho_{ij}) \).

Two special cases are of interest. For symmetrical networks, using Eq. (32) of Sec. I.1., after some calculation,

\[ |\Delta A| \leq \frac{2\delta}{\omega} - 2 \left( Q_L - Q_C \right) \]  \hspace{1cm} (28)

is obtained.

Similarly, for anti-symmetric circuits, Eq. (33a) of Sec. I.1. leads to

\[ |\Delta A| \leq \frac{1}{2} \left( \frac{\delta}{\omega} \right)^2 \]  \hspace{1cm} (29)

In certain cases it is possible to predict the accuracy of this approximation even without resorting to Eqs. (28) - (29). From the mesh-equations (1) of Sec. I.1. it can be shown, that the driving-point admittance at any points can be written as:
\[ \gamma_b = 4 \left[ F + j\omega \left( V - T \right) \right] \quad (30) \]

where \( F, V \text{ and } T \) are the average loss, the electrical and the magnetic energy for unit generator voltage, respectively.\(^{3,9}\)

If \( \gamma_b \) is pure susceptive
\[ \gamma_b = jB_b = j4\omega \left( V - T \right) \quad (31) \]

and
\[ X_b = -B_b^{-1} \quad (32) \]

is the driving-point reactance,
\[ \frac{dX_b}{d\omega} = \frac{X_b}{\omega} \frac{T + V}{T - V} \geq \frac{|X_b|}{\omega} \quad (33) \]

results.

Obviously the total incidental dissipation can be written\(^9\) as
\[ 2 \left( d_cT + d_eV \right) = 2(T + V)d_e + 2(T - V)d_e. \quad (34) \]

Here the first term corresponds to the homogeneous approximation, the second to its error. According to Eqs. (30) - (33), the error can be neglected, if \( \gamma_b \) is purely conductive, or if it is a sharply frequency-variant susceptance. Since it is easy to show that for a large variety of circuits (all-pass, symmetric, antimetric networks) the total electromagnetic energy is \[ \frac{R_{\text{gen}}}{2} \frac{dB}{d\omega}, \]
for networks exhibiting large delays the first term will be large and the approximation inaccurate.

In any case, the accuracy of the approximation may deteriorate for very low frequencies and large losses, as
Eqs. (28) - (29) and later Example c. will show.

For networks derived by frequency-transformation, it is possible to calculate the hypothetical loss to be associated with the (low-pass) prototype. 

\[ P = f(p) \]  \hspace{1cm} (35)

gives the frequency-variable of the prototype, the lossy response can be found by substituting

\[ P_d = f(p) + f'(p) \alpha \approx P + f'(p_c) \alpha \]  \hspace{1cm} (36)

where \( p_c \) is a properly chosen frequency. E.g. for low-pass to band-pass transformation,

\[ P = \frac{\omega_p^2 + \omega_p \omega_o}{p \sqrt{(\omega_p - \omega_o)(\omega_c - \omega_o)}} \]  \hspace{1cm} (37)

and choosing

\[ p_c = j \sqrt[4]{\omega_p^2} \]  \hspace{1cm} (38)

\[ P_d = P + D = P + \frac{2 \alpha}{\sqrt{(\omega_p - \omega_o)(\omega_c - \omega_o)}} \]  \hspace{1cm} (39)

results. Especially for narrow relative bandwidth, this will be a good approximation. Now e.g. Eq. (18) can be used to derive the lossy low-pass response and then, from Eq. (37) the final result.

For sharp networks, the largest part of the distortion will be caused at the pass-band limit(s) by the shift of the complex zero(s) closest to the cut-off point. This effect can be
calculated from the ratio of the original and changed root-factors

\[
\Delta A^{(n)} = \frac{1}{2} \ln \frac{p}{p_d} = \ln \left| \frac{p + d_i - (\omega_i + j\omega_i)}{p - (\omega_i - j\omega_i)} \right|
\]

(Fig. 28.) and since the cut-off frequency

\[
p_c \approx j\omega_c^c
\]

the distortion is approximately

\[
\Delta A \approx 8.686 \frac{d_i}{\omega_c^c}
\]

in decibels.
FIGURE 28.
III. METHODS FOR THE COMPENSATION OF PARASITIC LOSS-EFFECTS

Para. III.l.c. gave methods for the estimation of loss-effects on communication networks for some special distribution of the losses, viz. for homogeneous loss (all elements equally lossy) and semi-homogeneous dissipation (all elements of the same type equally lossy). Two some techniques will be presented which seek to prevent these effects. Some of these methods can be incorporated in the original design procedure, others can only correct the already synthesized network.

a. Predistortion for homogeneous dissipation.

It was demonstrated in Para. III.l.c., that the effect of homogeneously distributed loss can be represented by the \( p \rightarrow p + d \) frequency-transformation. It is rather obvious, that the replacement of \( p \) by \( p - d \) in the original transmission function acts as an anticipation of this effect. If homogeneous loss is added to a network designed from the modified "predistorted" function, it will tend to restore the desired response.
Special care must be exercised in the course of this procedure to avoid the violation of the realizability conditions of Sec. I.3., especially the conditions of Para. I.3.d. or I.3.e.

Various cases will now be treated in some detail.

If all attenuation poles are imaginary, the replacement

$$\rho \rightarrow \rho - d$$

(1)

will destroy the even or odd character of the denominator (f or P). However, by making the

$$S(p) = \frac{g(p)}{f(p)} \rightarrow S_{pr}(p) = k \frac{g(p-d)f(p+d)}{f(p-d)f(p+d)}$$

(2)

transition, this is prevented. Also, since \( f(p+d) \) is Hurwitz, if the condition

$$d < |\omega_i|$$

(3)

(where \( \omega_i \) is the real part of the natural frequency closest to the imaginary axis) is satisfied, the new numerator will be Hurwitz. The factor

$$k > 1$$

(4)

is normally necessary for satisfying

$$|S_{pr}(j\omega)| > 1$$

(5)

For the predistorted insertion voltage ratio

$$|\Lambda_{pr}(j\omega)|^2 > \eta_{G_{pr}} = \frac{4R_1R_2R_{pr}}{(R_1 + R_{2pr})^2}$$

(6)

specifies the new termination ratio. (See also Para. I.3.e.)
If some attenuation poles are complex and
\[ d < \text{Re}(p_j) \] (7)
for some pole \( p_j \), Eq. (2) does not give a Hurwitz numerator.

However, by splitting \( f(p) = f_H(p)f_{NH}(p) \)
into Hurwitz and non-Hurwitz factors and making
\[
S_{pr} = k \frac{q(p-d)f_H(p+d)f_{NH}(-p-d)}{f_H(p+d)f_H(-p+d)f_{NH}(p-d)f_{NH}(-p-d)}
\] (8)

the numerator has only left half-plane roots, the denominator has proper parity (even) and \( |S_{pr}| \) remains unchanged.

Associating common factors with the numerator and the denominator of 5 (cf. Eqs. (2) and (8)) increases the order of the circuit. Fortunately, as expounded in Para. III.l.c., the frequency-shift in the denominator has only minor effect on the response; consequently it may be omitted. As the derivations of Para. I.E.o. show, this may be necessary anyway, if a ladder realization is required.

For a large amount of loss, the stop-band attenuation near the pass-band(s) may fall intolerably. In that case, a compromise is possible by predistorting exactly the pole-factors corresponding to the nearest poles, and leaving intact the others. If
\[
f(p) = f_1(p)f_2(p)
\] (9)
then \( f_1(p) \) contains the critical pole-factors mentioned
\[
S_{pr} = k \frac{q(p-d)f_1(p+d)}{f_1(p+d)f_1(p-d)f_2(p)}
\] (10)
will have all the required properties.

According to the analysis presented in Para. III.1.c., the application of this procedure to networks obtained by reactance transformation is straightforward. A predistortion of the prototype network by

\[ P \rightarrow P - f^{\prime}(p_1) d_0 \]  

followed by the reactance-transformation will provide the final predistorted circuit.

For networks with sharp cut-off, Eqs. (41) - (42) of Sec. III.1. can be used to find the proper terminations satisfying Eq. (6). Some very useful diagrams summing up the calculations are shown on Fig. 29.

b. Precorrection of single-loaded circuits with semi-homogeneous dissipation

For a single-terminated network the immittance-parameters can be obtained from Eqs. (3) - (8) of Sec. I.4. E.g. for \( R_2 \rightarrow \infty \) using insertion loss parameters:

\[ Z_1 = \frac{A}{pB} \]

\[ Z_2 = \frac{P}{pB} \].

As Eqs. (22) - (25) of Sec. III.1. show, the effect of a semi-homogeneous loss can be described by
FIGURE 29. a.

THE APPROXIMATE EFFECT OF HOMOGENEOUS DISSIPATION AT THE PASSBAND LIMIT.
FIGURE 29. b.

THE APPROXIMATE EVALUATION OF THE TERMINATION RATIO AND THE FLAT LOSS FOR HOMOGENEOUS PREDISTORTION.
\[ Z_{ij} = \frac{f[p^2]}{p} \rightarrow Z_{ijd} = \frac{f[(p+d_o)^2 - \delta^2]}{p + d_o - \delta} \] (13)

or

\[ Z_{ijd} = \frac{\{p^2 - \delta^2\}}{p - \delta} \] (14)

Accordingly, the proper predistortion procedure for the \( Z_{ij} \)-s can be performed in two steps. First

\[ p \rightarrow p_d = p - d_o \] (15)

is substituted, i.e. a homogeneous predistortion performed on the \( Z_{ij} \)-s. Next, the replacement

\[ p_d^2 \rightarrow p_r^2 + \delta^2 \] (16)

in \( f(p - d) \) and the substitution

\[ p_d - \delta \rightarrow p_r \] (17)

of the linear divisor factor are carried out. The expressions thus obtained must have the form

\[ Z_{ij} = \frac{f_r(p_r^2)}{p_r} \] (18)

to be realizable by the final predistorted reactance network.

The following symbols will be used for the voltage ratios obtained by the individual steps.

For the original network \( (N) \) with dissipation factors \( d_L \)
and \( d_o \):

\[ \Lambda = \frac{A + pB}{p} \] (19)

The (hypothetical) network \( (N_r) \) obtained by homogeneous predistortion, possessing dissipation factors \( \delta \), has

\[ \Lambda' \delta = \frac{A \delta + pB \delta}{p \delta} \] (20)
Final predistorted reactance network \( (N_R) \):

\[
\Lambda_R = \frac{A_R + pB_R}{P_R}.
\]  

(21)

Obviously, as before, with a good approximation

\[
A_\delta(p) + pB_\delta(p) = A(p-d_\delta) + (p-d_\delta)B(p-d_\delta)
\]

\[
P_\delta(p) = P(p).
\]

(22)

Also, by Eq. (14)

\[
Z_{Ri} = R_i \frac{A_i(p^2)}{pB_R(p^2)} \rightarrow Z_{i\delta} = R_i \frac{A_i(p^2-d^2)}{(p-d)B_R(p^2-d^2)}
\]

\[
Z_{Rj} = R_j \frac{B_j(p^2)}{pB_R(p^2)} \rightarrow Z_{j\delta} = R_j \frac{B_j(p^2-d^2)}{(p-d)B_R(p^2-d^2)}
\]

Using Eq. (8) of Para. I.2.b. with \( R_R = \infty \):

\[
\Lambda_\delta = \frac{A_\delta(p-d_\delta) + (p-d_\delta)B(p-d_\delta)}{P(p)} - \frac{R_i + Z_{i\delta}}{Z_{j\delta}}
\]

(23)

or by Eqs. (22) and (23)

\[
\Lambda_\delta = \frac{A_\delta + pB_\delta}{P(p)} - \frac{A_R(p^2-d^2) + (p-d)B_R(p^2-d^2)}{P_R(p^2-d^2)}
\]

(24)

from which the predistorted polynomials \( A_R, B_R, P_R \), and the impedance-parameters could easily be found. Clearly it is possible to write

\[
A_R(p^2-d^2) = dB_R(p^2-d^2) = A_\delta(p^2)
\]

(26)

\[
B_R(p^2-d^2) = B_\delta(p^2)
\]

\[
P_R(p^2-d^2) = P(p^2)
\]

so that

\[
A_R(p^2) = A_\delta(p^2+d^2) + dB_\delta(p^2+d^2)
\]

\[
B_R(p^2) = B_\delta(p^2+d^2)
\]

\[
P_R(p^2) = P(p^2+d^2)
\]

(27)

Eqs. (27), (22) and (23) constitute the solution of the problem.
It is worth mentioning, that for the special case of constant- 
low-pass networks, explicit formulae can be found connecting 
the coefficients of $A + pB$ to $A_R + pB_R$ \( (P = P_R = 1) \).

The predistortion procedure just described evidently applies 
to the precorrection of filter-combinations equally well 
(cf. Sec. I.6.).

\( \text{a.} \) The predistortion of double-terminated networks with equally 
lossy coils and equally lossy capacitors.

The physical argument of the previous Paragraph is equally 
valid for the double-terminated case. The same mathematical 
derivation, however, does not prove to be useful. A completely 
 analogous process using Eqs. (13) and (19) of Sec. I.2.b. results

\[
A_R (\rho^2 - \delta^2) - \delta B_R (\rho^2 - \delta^2) = A_d \\
B_R (\rho^2 - \delta^2) = B_d \\
P_R (\rho^2 - \delta^2) = P_d
\]

\[ (28) \]

\[
A_R (\rho^2 - \delta^2) - \left[ \rho^2 - \delta^2 \right] B_R (\rho^2 - \delta^2) - \eta_s P_R \left( \rho^2 - \delta^2 \right) = \\
= A_R (\rho^2 - \delta^2) - \left[ \rho^2 - \delta^2 \right] B_R^2
\]

\[ (29) \]
a system of 4 equations with 5 unknowns ($A_R$, $B_R$, $P_R$, $A'_R$, $B'_R$). It is necessary therefore to use a different approach. To make the equations somewhat simpler, operating parameters will be used.

By Eq. (12) of Para. I.2.c. and Eq. (14) it is advisable to write:

$$Z_{ij} = \sqrt{R_i R_j} \left( \frac{\bar{f}_{ij}(p^2)}{p} \right),$$

$$Z_{ij} = \sqrt{R_i R_j} \left( \frac{\bar{f}_{ij}(p^2 - \delta^2)}{p - \delta} \right) = \sqrt{R_i R_j} \frac{\bar{f}_{ij}(p^2)}{p - \delta}$$

and thus from Eq. (5) of Sec. I.2., with an even $f$

$$S_d = \frac{g_d}{f_d} = \frac{g_{de}}{f_{de}} = \frac{1}{2} \left[ \frac{f_{12} + f_{22}}{f_{12}} + (p + \delta) \frac{[f] + (p - \delta)^2}{(p^2 - \delta^2) f_{12}} \right].$$

where

$$[f] = f_{12} f_{22} - f_{12}^2.$$

Equating even and odd parts and simplifying results in

$$\frac{f_{12} + f_{22}}{f_{12}^2} + \delta \frac{[f]}{f_{12}^2 (p^2 - \delta^2)} - \frac{\delta}{f_{12}} = 2 \frac{g_{de}}{f_{de}},$$

and

$$p \frac{[f]}{f_{12}^2 (p^2 - \delta^2)} + \frac{p}{f_{12}} = 2 \frac{g_{de}}{f_{de}}.$$

These expressions contain the linear combinations of $\frac{f_{12}}{f_{12}}, \frac{1}{f_{12}}$ and $\frac{[f]}{f_{12}^2 (p^2 - \delta^2)}$. It is rather obvious, that the symbolism defining $h^e$ and $h^o$ by

$$p \frac{[f]}{f_{12}^2 (p^2 - \delta^2)} - \frac{p}{f_{12}} = 2 \frac{h^e}{f_{de}},$$

$$\frac{f_{12}}{f_{12}} \frac{[f]}{f_{12}^2 (p^2 - \delta^2)} = 2 \frac{h^o}{f_{de}}$$

is expedient. At this point, however, there are still only 5 equations, Eqs. (32) - (36), at our disposal, while the number of unknowns is 6 ($f_{ij}$, $[f]$, $h^e$, $h^o$, $h^o$). The rational
character of all functions involved can be used to overcome
this difficulty. From Eqs. (34) - (35)

\[
f_z = \frac{p f_{de}}{g_{de} - h_e}
\]

and

\[
[f] = \frac{p^2 - d^2}{p} f_z \frac{g_{de} + h_e'}{f_{de}} = \left( p^2 - d^2 \right) \frac{g_{de} + h_e'}{g_{de} - h_e'}
\]

From Eqs. (33) and (36), after some calculation

\[
f_{de} = \frac{p (g_{de} + h_e) - d h_e'}{g_{de} - h_e'}
\]

and

\[
f_{de} = \frac{p (g_{de} - h_e) - d h_e'}{g_{de} - h_e'}
\]

follows.

Substituting Eqs. (37) - (40) into Eq. (32) gives

\[
\frac{p^2 - d^2}{p^2} \left( q_{de}^2 - h_e' \right) - \left( g_{de} - \frac{d}{p} h_e' \right)^2 - h_e^2 - f_{de}^2
\]

and after bringing into a more convenient form

\[
\left( 1 - \frac{d^2}{p^2} \right) \left( q_{de}^2 - q_{de}^2 \right) = f_{de}^2 + \left[ h_e^2 - \left( g_{de} \frac{d}{p} - h_e' \right) e \right].
\]

Observing that \( g_{de} \), \( f_{de} \), and \( h_e \) are even, while \( g_{de} \) and \( h_e \) are odd (see Eqs. (35) - (36)), for

\[
P = j \omega
\]

\[
\left| \left( 1 - \frac{d}{p} \right) g_d \right|^2 - f_d^2 + \left| h \right|^2
\]

with

\[
h = h_e + h_e - h_e + \left( g_{de} \frac{d}{p} - h_e' \right).
\]

Eq. (44) is completely analogous to characteristic equation
of the lossless insertion-loss design process (cf. Eq. (12) of
Sec. I.4.). It can be solved, although not uniquely, for \( h \).

After that, the even part and odd part of \( h \) supplies \( h_e \).
and Eqs. (37) – (40) give \( f_{ij} \). Eq. (30) can then be used

and \( Z_{ij} \) and \( Z_{ij} \). We get

\[
\begin{align*}
Z_{ij} &= \frac{R_i}{p - d} \left( \frac{p^3 - d^2}{p^3} \right) + \frac{p^3 h_e + p h_o}{p d_e + d g_e + p h_o} \\
Z_{ik} &= \frac{R_i}{p - d} \left( \frac{p^3 - d^2}{p^3} \right) + \frac{p^3 h_e + p h_o}{p d_e + d g_e + p h_o} \\
Z_{jk} &= \frac{R_i R_j}{p - d} \left( \frac{p^3 - d^2}{p^3} \right) + \frac{p^3 f_{de}}{p d_e + d g_e + p h_o}
\end{align*}
\] (46)

Finally the \( Z_{ik} \) are obtained by substituting the \( p - d \)

advice for \( p \) and changing \( p^3 \) into \( p^3 + d^2 \) in all (even) polynomials.

Eq. (48) suggests, that simpler mathematical procedure may be

made, if \( S_d \) is written as

\[
S_d = \frac{q_d}{f_d} - \frac{1}{f_c} \frac{g(p)}{f_c(p)}
\] (47)

This assumption will be proved by the following derivation.

As before, \( h \) is defined by

\[
|g|^2 = \frac{f_i}{f_e} \quad |h|^2
\] (48)

A procedure very similar to the one just performed, gives

\[
\left( \frac{f_i + f_{12}}{2} \right) (p - d) + \left( \frac{1}{f_{12}} \right) (p - d)^2 = \frac{p}{p - d} \frac{q_e + g_e}{f_c}
\] (49)

by separating even and odd parts

\[
\frac{q_e}{f_e} = \left( \frac{1}{f_{12}} \right) \frac{d (f_i + f_{12}) + p + d^2}{2 p f_{12}} = \frac{p^2 (f_i + d)(f_{12} + d) - f_{12}^2}{2 p f_{12}}
\] (50)

\[
\frac{g_e}{f_e} = \frac{f_i + f_{12} - 2d}{2 f_{12}} = \frac{(f_i - d) + (f_{12} - d)}{2 f_{12}}
\] (51)

obtained.

From Eq. (48), on the \( j\omega \)-axis
\[
\frac{h_e^2 - h_o^2}{f_e^2} = \frac{g_e^2 - g_o^2}{f_e^2} - 1 \tag{52}
\]

Hence, substituting from Eqs. (50) - (51),

\[
\frac{h_e^2 - h_o^2}{f_e^2} = r^2 \left[ 2 \frac{(f_{12} - d) - (f_{1} - d)}{f_2} \right]^2 - 4 \left[ \frac{2 \frac{(f_{12} - d) - (f_{1} - d)}{f_2} + f_{12}^2}{2 r f_2} \right] \tag{53}
\]

results. Carrying out the operations, the right side of the equation turns out to be

\[
\left\{ \frac{r^2 \left[ 2 \frac{(f_{12} - d) - (f_{1} - d)}{f_2} \right]^2 - 4 \left[ \frac{2 \frac{(f_{12} - d) - (f_{1} - d)}{f_2} + f_{12}^2}{2 r f_2} \right]}{2 r f_2} \right\} \tag{54}
\]

Hence the identifications

\[
\frac{h_e}{f_e} = \frac{(f_{12} - d) - (f_{1} - d)}{2 f_2} \tag{55}
\]

and

\[
\frac{h_o}{f_e} = \frac{p^2 \left( f_{12} - d \right) - f_{12}^2}{2 p f_{12}} \tag{56}
\]

may be made.

From Eqs. (50) and (56),

\[
f_{12} = p \frac{f_e}{g_o + h_o} \tag{57}
\]

From Eqs. (51) and (55),

\[
f_{1} = d + f_{12} \frac{g_o - h_e}{f_e} = d + p \frac{g_o - h_e}{g_o + h_o} \tag{58}
\]

\[
f_{12} = d + p \frac{g_o + h_e}{g_o + h_o} \tag{59}
\]

Therefore

\[
Z_{1j} = \frac{R_1}{p - d} \frac{d (g_o + h_o) + p (g_e - h_e)}{g_o + h_o} \tag{60}
\]

\[
Z_{2j} = \frac{R_2}{p - d} \frac{d (g_o + h_o) + p (g_e + h_e)}{g_o + h_o}
\]

\[
Z_{2j} = \frac{V R_1 R_2}{p - d} \frac{p f_e}{g_o + h_o}
\]
Again, by the simple steps described following Eq. (46), the \( Z_{j\kappa} \) can be obtained.

It has been tacitly assumed, that \( S_{\kappa} \) contains a constant factor to assure realizability condition 2, of Para. 1.3.d. for \( N_{\kappa} \). Practically, if this condition is satisfied for \( S_{\kappa} \) with a small safety margin, \( S_{\kappa} \) will also be realizable.

Very careful considerations must be given to the exact algebraic form of \( S \) and \( h \). An analysis similar to that of Para. 1.4.e. should clarify the connection between the necessary form of these variables and the desired configuration and terminations. The derivations can be based upon the reflection coefficients of \( N_{\kappa} \), obtained from Eqs. (60), (48) and Eq. (1) of Sec. 1.2.

\[
\begin{align*}
\vartheta_{1\kappa} &= \frac{-h(p)}{(1 - \frac{d}{p})^{-1} g(p)} - \frac{d}{p} \\
\vartheta_{2\kappa} &= \frac{-h(-p)}{(1 - \frac{d}{p})^{-1} g(p)} - \frac{d}{p}.
\end{align*}
\]  

\( d \). The perturbation method\(^{13}\)

Throughout this Chapter special loss-distributions have been assumed. A more general method will now be described for the correction of network responses for arbitrary \( Q \)-s.

Let the transfer function of a network containing ideal
elements be

\[ T = T(p, p_i, z_j, o) \]  \hspace{1cm} (62)

where \( p_i \) and \( z_j \) are the zeros and poles, respectively, and the
\( o \) symbolizes the absence of dissipation. The transfer function
of the same circuit with a small amount of loss will be

\[ T_d = T_d(p, p_i + \Delta p_i, z_j + \Delta z_j, r_k) \]  \hspace{1cm} (63)

since the critical frequencies have been shifted slightly by the
dissipation. By definition

\[ T_d(z_L + \Delta z_L, p_i + \Delta p_i, z_j + \Delta z_j, r_k) \cdot o \]  \hspace{1cm} (64)

or, using

\[ T_d \approx T + \sum_{(k)} \frac{\partial T}{\partial r_k} r_k, \]  \hspace{1cm} (65)

\[ T_{d_{z_L}} + \left( \frac{\partial T}{\partial p} + \sum_{(k)} \frac{\partial^2 T}{\partial p \partial r_k} r_k \right) \Delta z_L \approx 0. \]  \hspace{1cm} (66)

Observing, that \( r_k \) and \( \Delta z_L \) are both small,

\[ \Delta z_L \approx - \left( \frac{T_d}{\partial p} \right)_{p=z_L}. \]  \hspace{1cm} (67)

A similar analysis involving \( \sqrt{T} \) and \( p_i \) rather than \( T \) and \( z_L \)
obviously gives

\[ \Delta p_i \approx - \left( \frac{1}{\frac{\partial T}{\partial p}} \right)_{p=p_i}. \]  \hspace{1cm} (68)

Now if the transmission function \( T \) is precorrected to exhibit
\( p - \Delta p_i \) and \( z_L - \Delta z_L \) as its critical frequencies, evidently a first
order correction has been achieved.
Unfortunately, this method is extremely laborious, since it involves the computation of $\mathbf{T}_d$, $\frac{\partial \mathbf{T}}{\partial \mathbf{p}}$, also the factorization and reassembling of $\mathbf{T}$. Also, it does not simplify for degenerate loss-distributions. (Semi-homogeneous dissipation, lossless capacitors or a single lossy element).

2. Special Techniques

Numerous design procedures have been developed to compensate for dissipation effects in special situations. Many of these are only applicable to circuits designed on the image-parameter basis and are thus beyond the scope of this thesis. A few others will be briefly demonstrated in this Paragraph.

For the case of a narrow-band band-pass filter that consists of series-connected resonant and shunt-connected antiresonant tank-circuits, Butterworth or Chebyshev response can be achieved even with lossy elements. If all circuits are tuned to $\omega_s$, the mid-band frequency, and the circuit is fed from a current-source, the lossy transmission response can be written as a polynomial in

$$P - j\left(\frac{\omega}{\omega_s} - \frac{\omega^2_s}{\omega}\right).$$

(69)

Comparing this with the required Butterworth or Chebyshev behaviour and equating the like coefficients, the element and $Q$-values can be established.

A simple method is available for achieving infinite
attenuation of the pole-frequencies of a lossy network, even for poles located very close to the pass-band. It is illustrated for a symmetrical mid-shunt low-pass filter section (Fig. 30.a.).

By selecting the component values in the lossy network of Fig. 30.b. properly, after a delta-star transformation of \( L_1 - 2R - L_1 \) the equivalent network of Fig. 30.c. will have the same series and shunt inductive reactance (at the attenuation pole-frequency) as the ideal network of Fig. 30.a. In addition, the total complex shunt impedance can have a resonance at this frequency. These conditions provide the required equations for \( L_1, L_2, R \) and \( C_2 \).

The dual procedure is illustrated on Fig. 30.d. Here star-delta transformation may be utilized.

Unfortunately, since the practical application of the procedure requires the extremely accurate tuning of several elements simultaneously, it has very limited use in communication networks.

An important special case is represented by the lattice networks. For these, a large number of network equivalences (Fig. 31) exist\(^{3,8}\), which can be applied to transform resistances into the internal branches of the network. These resistors can then be used to absorb the element losses.
\[ R_1 R_2 = Z_a Z_b = R^2 \]
\[ Z_{a1}Z_{b1} = Z_{a2}Z_{b2} \]
IV A COMPREHENSIVE THEORY FOR THE ESTIMATION AND PRECORRECTION

OF THE EFFECTS OF LOSSES IN COMMUNICATION NETWORKS.

In this Chapter a new theory is presented for the estimation
and precompensation of element losses in resistance-terminated LC-circuits.
It is based on some fundamental network properties. A number of new
general theorems for the special cases of ladders, insertion loss-designed
networks etc. are also proven.

The design method built upon these theoretical considerations is
described and demonstrated through several numerical examples. The pro-
cess is valid for all commonly occurring loss distributions. The procedure
uses quantities that are available from the lossless design and supplies:
a, the displacement of transmission poles and zeros due to dissipation,
b, the individual effects of the different elements in the resulting
distortion,
c, explicit expressions for the predistorted transmission function,
d, the effects of Q-tolerances.

The method is not restricted to dissipation effects. It could
equally well be used for other parasitic phenomena, e.g. stray capacitances,
element tolerances, etc.
The formulae are specially simple and useful for the important ladder-configuration and/or for the case of equal loss-factors in the like elements. In the latter situation, it offers an attractive alternative to Darlington's procedure (Para. III. 2. c.).

Examples are given to show the relative simplicity and the extreme accuracy of the method in practical network synthesis.
IV. THE SENSITIVITY OF DRIVING-POINT AND TRANSFER PARAMETERS

A number of simple relations can be derived between the driving-point and transfer quantities defined in Section I.1. and their derivatives with respect to an arbitrary circuit immittance. These relations will prove very useful in the analysis of and compensation for the effects of non-ideal element behavior (element variations, tolerances, dissipation etc.) on communication networks. A few direct applications are also stated in this Section.

a. Sensitivity of a parameter

The sensitivity of a parameter \( P \) to the variations of element \( x \) is defined as:

\[
S^x_p = \frac{\partial \ln P}{\partial \ln x} = x \frac{\partial P}{\partial x}.
\]  

(1)

Since \( P \) and \( x \) are normally known, the determination of \( S^x_p \) only requires the finding of \( \frac{\partial P}{\partial x} \).

If \( P \) is a driving-point or transfer impedance \( Z_{m} \), and \( x \) a bilateral impedance in the \( j \)-th mesh \( (z) \), Eqs. (4) and (5) of Section I.1, give

\[
Z_m = \frac{E_m}{I_m} = \frac{\Delta}{\Delta'_{in}} - \frac{\Delta'}{\Delta'_{in} + z \Delta'_{in}}
\]

where \( \Delta \) is the circuit-determinant and \( \Delta' = \Delta'_{x=0} \).

b. The sensitivity of driving-point impedances

Differentiating Eq. (2) and using Eq. (1), and

\[
\Delta \Delta_{abcd} = \Delta_{ab} \Delta_{cd} - \Delta_{ad} \Delta_{cb}
\]

(3)
the following relations are obtained for a driving-point impedance
\( (l - m - 1) \):

\[
\frac{\partial Z_{ii}}{\partial Z} = \frac{\Delta_{ii}}{\Delta_0} - \frac{\Delta_{iij} \Delta}{\Delta_0} = \frac{Z_{ii}^{(sc)} - Z_{ij}}{Z_{ij}^{(sc)}},
\]

\[
\frac{\partial Z_{ij}}{\partial Z} = \frac{Z_{ii}}{Z_{jj}} - \frac{Z_{ij}^{(sc)}}{Z_{jj}^{(sc)}},
\]

\[
\frac{\partial Z_{ij}}{\partial Z} = \frac{Z_{ii}}{Z_{jj}} \left[ 1 - \frac{Z_{ij}^{(sc)}}{Z_{ij}^{(sc)}} \right].
\]

\( Z_{ii}^{(sc)} \) and \( Z_{ij}^{(sc)} \) are illustrated in Fig. 32. It is interesting to note, that

\[
\frac{Z_{ii}^{(sc)}}{Z_{ij}^{(sc)}} = \frac{\Delta_{ij}}{\Delta_{ij}} = \frac{\Delta_{ij}}{\Delta_0} \frac{\Delta_{ij}}{\Delta_0} = \frac{Z_{ii}}{Z_{jj}}.
\]

Also

\[
\frac{\partial Z_{ii}}{\partial Z} = \left( \frac{Z_{ij}}{Z_{jj}} \right)^2 = \left( \frac{I_i}{I_j} \right)^2
\]

and similarly

\[
\frac{\partial Z_{ij}}{\partial Z} = -Z_{ij}^2 \frac{\partial Z_{ij}}{\partial Z} = -\left( \frac{E_i}{I_i} \right)^2
\]

\[
\frac{\partial (Z_{ij})}{\partial Z} = -Z_{ij}^2 \frac{\partial Z_{ij}}{\partial Z} = -Z_{ij}^2 \left( \frac{I_i}{E_i} \right)^2
\]

\[
\frac{\partial (Z_{ij})}{\partial Z} = \left( \frac{Z_{ij}}{Z_{ij}} \right)^2 \frac{\partial Z_{ij}}{\partial Z} = \left( \frac{E_i}{I_i} \right)^2.
\]

Eqs. (7) - (10) include the familiar Cohn-Vratisanos theorem.\(^4^0\)

c. The sensitivity of transfer impedances

For transfer impedance \( (l = 1, m = 2) \)

\[
\frac{\partial Z_{ij}}{\partial Z} = \frac{\Delta_{ij}}{\Delta_0} - \frac{\Delta_{iij} \Delta}{\Delta_0} = \frac{Z_{ij}^{(sc)} - Z_{ij}}{Z_{ij}^{(sc)}},
\]

\* \( Z_{ij} \) and \( Z_{ij}^{(sc)} \) - also illustrated - are sometimes called "plier-type" impedance and "soldering-iron type" admittance, respectively.\(^2^3\)
\[ \frac{\partial Z_{i}}{\partial Z} = \frac{Z_{i}}{Z_{j}} \left[ 1 - \frac{Z_{i}}{Z_{r}} \right] \] (12)

\[ \frac{\partial (Z_{i})}{\partial Z} = - \left( \frac{Z_{i} Z_{j}}{Z_{i} Z_{j}} \right)^{-1} \] (13)

\[ \frac{\partial Z_{i}}{\partial Z} = \frac{Z_{i}^{2}}{Z_{j} Z_{j}} \] (14)

\( Y_{i} \) is illustrated on Fig. 32, \( Z_{i}^{(o)} \) (\( Z_{i}^{(o)} \)) is the value of \( Z_{i} \) for \( z = 0 \) (\( \infty \)). If \( Z_{i}^{(o)} \) or \( Z_{i}^{(c)} \) is zero, as it is normally the case for the configurations of Fig. 33 (which include the practically important ladder networks), Eqs. (11) and (12) simplify to

\[ \frac{\partial Z_{i}}{\partial Z} = \frac{Z_{i}}{Z_{j}} \] (11a)

and

\[ \frac{\partial Z_{i}}{\partial Z} = \frac{Z_{i}}{Y_{i}} \] (12a)

Thus for these cases

\[ S_{i}^{2} = \frac{Z}{Z_{i}} = \frac{Z}{Z_{i}} \frac{Z}{Z_{i}} \] (15)

and

\[ S_{i}^{1} = \frac{Y}{Y_{i}} = \frac{Y}{Y_{i}} \] (16)

respectively (Fig. 33).

d. Applications

The main application of the formulae derived above will be shown in the next Section. However, they can also be used in analyzing the effects of element tolerances and parasitic phenomena on the insertion loss or reflection factor of passive
FIGURE 33.
circuit.

The insertion constant of a double-loaded network (Fig. 3(b)) is,

$$
\Gamma = A + jB = -\frac{1}{2} \log \frac{E_1^2 R_2}{E_2^2 Z_{12}^2 R_2} = \log \frac{Z_0}{R_1 + R_2},
$$

(17)

where $Z_0$ is the transfer impedance of the whole network. Now if $Z$ is a "series" element (Fig. 3(a), a) changes to $Z + dz$, and if the loss and phase are measured in decibels and radians, we get

$$
d\Gamma \approx \ln \left[1 + \frac{dz Z}{Z_0^2}\right] \approx \frac{dz Z}{Z_0^2}.
$$

(18)

Using Eq. (11.4),

$$
d\Gamma \approx \frac{\partial Z_0}{\partial Z} \frac{dz Z}{Z_0^2} = \frac{dz Z}{Z_0^2}.
$$

(19)

Similarly, for a "shunt" element $y$

$$
d\Gamma \approx \frac{\partial Z_0}{\partial y} \frac{dy}{Z_0^2} = \frac{dy}{Z_0^2}.
$$

(20)

An interesting conclusion that could be drawn from Eqs. (19) and (20) refers to networks operating in their pass-band. Since in this case $Z_{ij}$ and $Y_{ij}$ are approximately real, the effect of dissipation, resulting in real $dz$'s and $dy$'s, changes, in first approximation, only the loss and not the phase for any distribution of dissipation (with certain restrictions, this has been shown by Iseki). Parasitic capacitances in the "shunt" branches, on the other hand, will mainly affect the phase-shift.

At frequencies where $\frac{1}{\omega L}$ becomes an open (short) circuit (attenuation poles), Eqs. (19) and (20) no longer hold. Instead,
FIGURE 34.
for "series" element \( Z = \frac{1}{y} \)

\[
Z_{ij} = \frac{\Delta_{ij}^*}{\Delta_{ij}} \frac{1}{dy} - \frac{Z_{ij}^{(sc)}}{Z_{ij}^{(sc)} dy}
\]

\[
\Gamma_i = \ln \left( \frac{R_i + R_l}{(R_i + R_l) Z_{ij}^{(sc)}} dy \right)
\]  \( (22) \)

Similarly, for "shunt" element

\[
Z_{ij} = \frac{\Delta_{ij}^*}{\Delta_{ij}} \frac{1}{dz} = \frac{Z_{ij}^{(sc)}}{Y_{ij}^{(sc)} dz}
\]

\[
(23) \]

(Fig. 33, b), and

\[
\Gamma_i = \ln \left( \frac{Z_{ij}^{(sc)}}{(R_i + R_l) Y_{ij}^{(sc)}} dz \right)
\]

\( (24) \)

For the reflection factor

\[
\varphi_i = - \frac{R_i - (Z_n - R_i)}{R_i + (Z_n - R_i)} = \frac{2R_i}{Z_n} - 1
\]

\( (25) \)

and, using Eq. (7)

\[
\frac{\partial \varphi_i}{\partial Z} = \frac{\partial \varphi_i}{\partial Z_n} \frac{\partial Z_i}{\partial Z} = - \frac{2R_i}{Z_{ij}^2}
\]

\( (26) \)

Equations (15), (16) and a different form of (22) can also be proved using continuants for ladder networks.

If the circuit has to satisfy stiff reflection loss requirements,

\[
Z_{D_i} = R_i
\]

\( (27) \)

throughout the pass-band. Then the distortion (in Nepers) caused by the loss in impedance is approximately

\[
\Delta A \simeq \frac{\partial A}{\partial Z_{D_i}} \Delta Z_{D_i} + \frac{\partial A}{\partial P_d} P_d \simeq \frac{1}{2} \ln \frac{P_2}{R_i - P_d}
\]

\( (28) \)

where the dissipated power is

\[
P_d = |I_j + \Delta I_j|^2 r_j
\]

\( (29) \)
The first term of Eq. (28) is negligible, since
\[
\left( \frac{\partial P_d}{\partial Z_{ij}} \right) \bigg|_{Z_{ij} = R_i} = 0. \tag{30}
\]
Using Eqs. (11.a.) and (29),
\[
P_d \approx \frac{E^2 r_i}{|Z_{ij}|^2} \left| 1 - 2 \frac{r_i}{Z_{ij}} \right| \tag{31}
\]
and
\[
\Delta A \approx \frac{r_i}{2R_j} \left| \frac{Z_{ij}}{Z_{ij}} \left( 1 - \frac{r_i}{Z_{ij}} \right) \right|^2 \approx \frac{r_i}{2R_j} \left| \frac{Z_{ij}}{Z_{ij}} \right|^2. \tag{32}
\]
The new load current
\[
I_2 = E \left( \frac{1}{Z_{ij}} - \frac{r_i}{Z_{ij}Z_{ij}} \right) \tag{33}
\]
can also be obtained.

For that special case, also
\[
Z_{ij} \approx \frac{|Z_{ij}|^2}{2R_2}. \tag{34b}
\]

\section*{Second derivatives}

The second derivatives of $Z_1$, $Z_2$ can be calculated similarly:
\[
\frac{\partial^2 Z_1}{\partial Z^2} = -2 \frac{\Delta_{ijj} \Delta_{ijj}}{\Delta_{ij}^3} - \frac{2}{Z_{ij}^3} \frac{(Z_{ij})^2}{Z_{ij}^3} - \frac{2}{Z_{ij}^3} \frac{\partial Z_{ij}}{\partial Z}, \tag{35}
\]
\[
\frac{\partial^2 Z_2}{\partial Z^2} = 2 \frac{\Delta_{ij} \Delta_{ijj}}{\Delta_{ij}^3} - \frac{2}{Z_{ij}^3} \frac{\partial Z_{ij}}{\partial Z}, \tag{36}
\]
\[
\frac{\partial^2 Z_1}{\partial Z^2} = -2 \frac{\Delta_{ij} \Delta_{ij} \Delta_{ijj}}{\Delta_{ij}^3} - \frac{2}{Z_{ij}^3} \frac{Z_{ij}}{Z_{ij}^3} \frac{\partial Z_{ij}}{\partial Z}, \tag{37}
\]
\[
\frac{\partial^2 Z_2}{\partial Z^2} = 2 \frac{\Delta_{ij} \Delta_{ij} \Delta_{ijj}}{\Delta_{ij}^3} - \frac{2}{Z_{ij}^3} \frac{Z_{ij}}{Z_{ij}^3} \frac{\partial Z_{ij}}{\partial Z}. \tag{38}
\]

An important application of these equations is the network containing one element, the impedance of which varies as an approximately exponential function of a parameter $\tau$. E.g.,
the element may be a thermistor and \( T \) the temperature, or the
element a varistor and \( T \) the value of the DC control current.

It is normally desirable to operate such networks at the
inflection point of the \((Z_i, T)\) or \((E_i / E, T)\) curve, where the response
is linear and most sensitive. Now if

\[
Z = Z_0 e^{\kappa T}
\]  

(39)

\[
\frac{\partial^2 Z}{\partial T^2} - \frac{\partial Z}{\partial T} \left( \frac{\partial Z}{\partial T} \frac{\partial Z}{\partial Z} \right) - \kappa^2 Z \frac{\partial^2 Z}{\partial Z^2} \frac{Z_j^{(ac)} - 2Z}{Z_j^{(ac)}}
\]

(40)

for

\[
z = Z_j^{(ac)} - Z = Z_j^{(ac)}
\]

(41)

(Fig. 35,a) the required inflexion is obtained, since normally

\[
\frac{\partial^3 Z}{\partial T^3} = - \frac{\kappa^3 Z_j^{(ac)}}{4} \frac{\partial Z}{\partial T} + \mathcal{O}
\]

(42)

Similarly,

\[
\frac{\partial^2 Z}{\partial T^2} \left( \frac{E_i}{E} \right) = Z_2 \frac{\partial^2 (Z_{ii}^{(ac)})}{\partial T^2} - Z_2 \kappa^2 Z \frac{\partial (Z_{ii}^{(ac)})}{\partial Z} \frac{Z_j^{(ac)} - 2Z}{Z_j^{(ac)}}
\]

(43)

gives the inflexion for

\[
Z = Z_j^{(ac)} - Z = Z_j^{(ac)}
\]

(44)

(Fig. 35,b), since normally

\[
\frac{\partial^3 Z}{\partial T^3} \left( \frac{E_i}{E} \right) = Z_2 \frac{\kappa^3 Z_j^{(ac)}}{4} \frac{\partial (Z_{ii}^{(ac)})}{\partial Z} \neq 0
\]

(45)
FIGURE 35
IV. 2. THE ESTIMATION AND PRECORRECTION OF THE EFFECTS OF ARBITRARILY DISTRIBUTED PARASITIC ELEMENTS

A general theory for the analysis and synthesis of terminated lossy LC-networks will be presented in this Section. The practical application to specific cases will be treated later (in Sec. IV.3.).

As usual, it will be assumed, that

a. the losses can be represented by a frequency-independent series resistance (parallel conductance) for every coil (capacitor),

b. the dissipation is small, i.e. terms containing \( Q_i^{-n} \), \( n \geq 2 \) are normally negligible compared to terms of the order \( Q_i^{-1} \).

No other restriction will be postulated on the distribution etc. of losses.

a. The effect of losses on the transmission function

Let the transmission function be represented by \( Z_{12} \), the transfer impedance (Para. I.1.a.) of the double-terminated network. Since

\[
Z_2 = \frac{\Delta}{\Delta_2} - \frac{E_{gen}}{I_2} - (R_i + R_t) \Lambda - 2 \sqrt{R_i R_t} \ S, \tag{1}
\]

this does not represent any restriction.

The results of Sec. IV.1. can then be applied directly.

If

\[
Z_{12} = C \frac{\left( \rho - \rho_i \right)}{\left( \rho - \rho_j \right)} \tag{2}
\]
(cf., Eq. (1) and Para. I.3.d.), the change due to dissipation will not effect C. This is because C is specified by the behaviour for \( p \to \infty \), which will remain unaltered under condition a, given in the introduction of this Section.

The explicit formula for the change in \( Z_2 \) can be found from Eqs. (11) - (12) of Sec. IV.1.

\[
\Delta Z_2 = \sum_{(k)} \frac{\partial Z_{12}}{\partial z_k} r_k + \sum_{(l)} \frac{\partial Z_{12}}{\partial y_l} g_l
\]

\[
\Delta Z_{12} = Z_{12} \left\{ \sum_{(k)} \frac{r_k}{Z_{1k}} \left[ 1 - \frac{Z_{1k}^{(s, l)}}{Z_{1k}} \right] + \sum_{(l)} \frac{g_l}{Y_l} \left[ 1 - \frac{Z_{1l}}{Z_{1l}^{(s, l)}} \right] \right\}
\]

where

\[
Z_{12}^{(s, l)} = \lim_{Z_{12} \to \infty} Z_{12}
\]

and

\[
Z_{12}^{(s, l)} = \lim_{Z_{12} \to 0} Z_{12}
\]

While Eq. (4) could be used as a basis for further analysis, it will be more useful to derive an alternative form of \( \Delta Z_2 \). The development leading to this equivalent form will also provide some important intermediate results.

b. An alternative derivation of the perturbed response

It is obvious from Eq. (2) of Sec. IV.1., that at a natural frequency of the terminated network any "plier-type" impedance \( Z_{kk} \) is zero (Fig. 36.):

\[
Z_{kk}(P_i) = 0
\]
If \( Z_k \) is changed due to the losses by

\[
\Delta Z_k = r_k = \text{const.}
\]  

(8)

\( p_i \) will be shifted by \( \Delta p_{ik} \) and from

\[
Z_{kk}(p_i + \Delta p_{ik}) + r_k = 0
\]

(9)

neglecting higher-order terms

\[
\Delta p_{ik} \simeq - \left[ \frac{\partial}{\partial p} \left( Z_{kk} + \Delta Z_k \right) \right]_{p_i} \left( \frac{p - p_i}{Z_{kk}} \right) r_k
\]

(10)

follows. From Eq. (10)

\[
\Delta p_{ik} \simeq h_{ik} r_k,
\]

(11)

where \( h_{ik} \) is the residue of \( Z_{kk}^{-1} \) at \( p_i \).

Eq. (10) could also be transformed into

\[
\Delta p_{ik} \simeq - \left( \frac{p - p_i}{Z_k} \frac{Z_k^{(o,k)}}{Z_l} \right) \Delta r_k.
\]

(10/a)

Since the property expressed by Eq. (7) is equally true for any "soldering-iron" type admittance \( Y_{ll} \), the dual equation:

\[
\Delta p_{il} = - k_{il} q_l
\]

(12)

is also valid. Here \( q_l \) is the (constant) increase in \( y_l \) and \( k_{il} \) is the residue of \( Y_{ll}^{-1} \) at \( p_i \).

For several lossy elements the resultant displacement is

\[
\Delta p_i \simeq - \sum_{(k)} h_{ik} r_k - \sum_{(l)} k_{il} q_l.
\]

(13)

At a (finite) attenuation pole \( \left( \text{cf. Eq. (2) of Sec. IV.1} \right) \)

\[
\Delta \varepsilon_{ij}(p) = \left( \Delta \varepsilon^{(o)} + Z_k \Delta r_{kk} \right)_{p_i} = 0
\]

(14)

and a derivation similar to that yielding Eq. (11) gives

\[
\Delta p_{jk} \simeq - l_{jk} r_k
\]

(15)

where \( l_{jk} \) is the residue of
\[
\frac{\Delta_{g_{kk}}}{\Delta_{12}} = \frac{Z_{12}}{Z_{12}^{(0,k)}} Z_{kk} \tag{16}
\]

at \( \rho_j \).

By duality, for
\[
y_{ul} \rightarrow y_{ul} + g_{ul} \tag{17}
\]

\[
\Delta \rho_j \rightarrow -m_{ul} g_{ul} \tag{18}
\]

results, where \( m_{ul} \) is the residue of \( \frac{y_{ul}}{y_{ul}^{(0,l)} y_{ul}} \) and
\[
y_{ul}^{(0,l)} = \lim_{y_{ul} \rightarrow \infty} y_{ul} \tag{19}
\]

Finally, for the general case, the displacement of the attenuation pole is given by
\[
\Delta \rho_j \rightarrow -\sum_{(l)} l_{jk} r_k - \sum_{(l)} m_{ul} g_{ul} \tag{20}
\]

A straightforward way of calculating the losses is to use Eqs. (13) and (20) and the invariance of the constant multiplier in \( Z_a \) to derive the lossy response. Similarly, a precompensation could be achieved by synthesizing the circuit to exhibit \( \rho_i - \Delta \rho_i \) and \( \rho_j - \Delta \rho_j \) calculated from Eqs. (13) and (20) — as its critical frequencies. This approach would be analog to the one demonstrated in Para. III.2.d. It is, however, very much preferable to pursue the following derivation
\[
\Delta (\ln Z_a) = \frac{\Delta Z_a}{Z_{12}} = \ln \left( \prod_{(i)} \frac{P_i - (P_i + \Delta P_i)}{P_i - P_j} \right) \prod_{(j)} \frac{P_j - \Delta \rho_j}{P_j - (P_j + \Delta \rho_j)} \tag{21}
\]
and
\[ \frac{\Delta Z_{l2}}{Z_{l2}} \approx \sum_{(l)} \ln \left(1 - \frac{\Delta P_{l}}{P - P_{l}}\right) - \sum_{(1)} \ln \left(1 - \frac{\Delta P_{1}}{P - P_{1}}\right). \]  
(22)

Using Eqs. (13) and (20)
\[ \Delta Z_{l2} = Z_{l2} \left\{ \sum_{(l)} (P - P_{l}) \left[ \sum_{(k)} h_{ik} r_{ik} + \sum_{(l)} k_{il} g_{il} \right] - \sum_{(1)} (P - P_{1}) \left[ \sum_{(l)} l_{ik} r_{ik} + \sum_{(l)} m_{il} g_{il} \right] \right\}. \]  
(23)

By the definition of \( h_{ik}, k_{il}, l_{ik}, \) and \( m_{il} \)
\[ \sum_{(l)} \frac{h_{ik}}{P - P_{l}} = \frac{1}{Z_{kk}}, \]  
\[ \sum_{(l)} \frac{k_{il}}{P - P_{l}} = \frac{1}{Y_{ul}}, \]  
\[ \sum_{(l)} \frac{l_{ik}}{P - P_{l}} = \frac{Z_{l2}}{Z_{l2}^{(s,k)}} \frac{Z_{kk}}{Z_{kk}^{(s,k)}}, \]  
\[ \sum_{(l)} \frac{m_{il}}{P - P_{l}} = \frac{Z_{l2}}{Y_{il} Y_{il}^{(s,l)}} \frac{Y_{ul}}{Y_{ul}^{(s,l)}}. \]  
(24)

Thus, after inverting the order of summations in Eq. (23)
\[ \Delta Z_{l2} = Z_{l2} \left\{ \sum_{(k)} \frac{r_{ik}}{Z_{kk}} \left(1 - \frac{Z_{l2}}{Z_{l2}^{(s,k)}} \right) + \sum_{(l)} \frac{g_{il}}{Y_{ul}} \left(1 - \frac{Y_{l2}}{Y_{l2}^{(s,l)}} \right) \right\}. \]  
(25)

is obtained. Eq. (25) is equivalent to Eq. (14), since
\[ \frac{Z_{l2}}{Z_{l2}^{(s,l)}} = \frac{R_{1} R_{l}}{R_{1} R_{l}^{(s,k)}} = \frac{Y_{l2}}{Y_{l2}^{(s,l)}}. \]  
(26)

Now since the effect of dissipation is to change \( Z_{l} \) into
\[ Z_{l2} = Z_{l2} + \Delta Z_{l2}, \]  
(27)
a first-order precompensation will be achieved by choosing
\[ Z_{l2}^{\text{pred}} = Z_{l2} - \Delta Z_{l2}. \]  
(28)
The validity of Eq. (28) can also be seen from
\[ \Delta Z_{12} \left( - \Delta p_i - \Delta p_j \right) = - \Delta Z_{12} \left( \Delta p_i \Delta p_j \right). \]  (29)

The influence of individual element-losses on the attenuation

To calculate the distortion caused by the element losses
\( r_k \)-s and \( q_l \)-s, one can write by Eq. (17) of Sec. IV.1.
\[ \Delta A \approx \Re \left( \frac{\partial \Gamma_i}{\partial Z_{12}} \Delta Z_{12} \right) = \Re \left( \frac{\Delta Z_{12}}{Z_{12}} \right) \]  (30)
and by Eq. (25)
\[ \Delta A \approx 8686 \Re \left\{ \sum_{(k)} \frac{r_k}{Z_{1k}} \left( 1 - \frac{Z_{12}}{Z_{12}^{(s,k)}} \right) + \sum_{(l)} \frac{q_l}{V_{1l}} \left( 1 - \frac{V_{12}}{V_{12}^{(s,l)}} \right) \right\} \]  (31)

It is easy to see, that Eq. (31) gives the distortion for all \( j \omega \)-values, including \( j \omega \)-axis attenuation poles, where also
\[ Z_{2d} \approx - \frac{Z_{1k}}{\Delta Z_{12}} \left( 1 - \sum_{(k)} \frac{r_k}{Z_{1k}} \frac{Z_{12}^{(s,k)}}{Z_{12}} + \sum_{(l)} \frac{q_l}{V_{1l}} \frac{V_{12}^{(s,l)}}{V_{12}} \right). \]  (32)

Obviously,
\[ Z_{1k}^{(s,k)} \neq 0 \]
\[ V_{12}^{(s,l)} \neq 0 \]  (33)
for \( \rho = j \omega \).

One important aspect of Eq. (31) is that it yields the individual contributions of various lossy elements to the overall effect of the dissipation. It may be used to establish the necessary quality factors of the components and also the tolerances on the quality.
factors for networks designed using a pre-corrected synthesis procedure. The application of crystal, mechanical etc. elements may be decided through similar analysis.

d. The predistortion of the transmission function

Eqs. (25) and (28) demonstrated the fundamental principle of the pre-correction procedure to be followed in the general case. It can be seen, that $Z_{12,\text{prod}}$ as given by this equation is of higher order and is thus represented by more complicated network than $Z_n$. This is always the situation, when the attenuation poles as well as the zeros are pre-shifted (cf. Eq. (8) of Sec. III.2.). It will be shown in Sec. IV.3., that for the most important situations drastic simplifications occur and no increase in the order of $Z_n$ is necessary.

No consideration has yet been given to the realizability of $Z_{12,\text{prod}}$. From Eq. (1), obviously

$$|Z_{12,\text{prod}}|_{p=j\omega} \geq 2\sqrt{R_1R_2}. \quad (34)$$

If the pass-band of the network includes any extreme frequencies ($p_c=0$ or $\infty$), for a hypothetical symmetrically loaded filter

$$\frac{Z_{12}(p_c)}{2R_1} = \Lambda(p_c) = S(p_c) - 1. \quad (35)$$
A constant factor assuring Eq. (35) must be associated with the pre-distorted \( Z_{2}, \Lambda \) or \( S \) before the realizability criteria of Sec. I.3. are applied to establish \( R_{2}^{\text{pred}} \). E.g. for a low-pass filter this procedure leads to

\[
\frac{1}{2} \left( \sqrt{\frac{R_{1}}{R_{2}^{\text{pred}}}} + \sqrt{\frac{R_{2}^{\text{pred}}}{R_{1}}} \right) = \frac{(S - \Delta S)_{p=0}}{|S - \Delta S|_{\text{min}, j\omega}}
\]

from which \( R_{2}^{\text{pred}} \) could be obtained.

Normally \( |S|_{\text{min}, j\omega} \) is known to be at \( \omega_{\text{min}} \). Then the location of \( |S - \Delta S|_{\text{min}, j\omega} \)

\[\omega_{\text{min}, \text{pred}} = \omega_{\text{min}} + \Delta \omega_{\text{min}} \]

can be found from

\[
\left( \frac{\partial |S|}{\partial \omega} \right)_{\omega_{\text{min}}} \left( \frac{\partial |S - \Delta S|}{\partial \omega} \right)_{\omega_{\text{min}, \text{pred}}} = 0
\]

or

\[
\left( \frac{\partial \ln |S|}{\partial \omega} \right)_{\omega_{\text{min}}} \left( \frac{\partial \ln |S - \Delta S|}{\partial \omega} \right)_{\omega_{\text{min}, \text{pred}}} = 0.
\]

A number of equivalent expressions can be found. E.g.,

\[
\omega_{\text{min}, \text{pred}} = \omega_{\text{min}} - \left( \frac{\partial \ln |S|}{\partial \omega} \frac{\partial \Delta |S|}{\partial \omega} \right)_{\omega_{\text{min}}} \omega_{\text{min}}
\]

\[
\omega_{\text{min}, \text{pred}} = \omega_{\text{min}} - \left[ \frac{(\omega - \omega_{\text{min}})}{|\Delta|} \frac{\partial}{\partial \omega} \text{Re} \frac{\Delta S}{S} \right]_{\omega_{\text{min}}}
\]

\[
\omega_{\text{min}, \text{pred}} = \omega_{\text{min}} - \left[ \frac{(\omega - \omega_{\text{min}})}{|S| - 1} \frac{\partial}{\partial \omega} \text{Re} \frac{\Delta S}{S} \text{Im} \Delta S \right]_{\omega_{\text{min}}}
\]

Using similar techniques, approximate expressions could also be found for \( |S - \Delta S|_{\text{min}, j\omega} \). Practically, however, it is
simpler and more accurate to find the location and value of $|S - \Delta S|_{\text{min}}$ in a purely numerical way.

The synthesis procedure starts then with the realization of a lossless network from $Z_2$. Proper $Q$-s must be chosen and $\Delta Z_2$ calculated. From $Z_2 - \Delta Z_2$ a realizable termination ratio and a new, topologically unchanged network should be realized. The $Q$-s or preferably the loss-resistances and conductances of the original network can be retained.

Accuracy and higher-order effects

The accuracy of the zero and pole-displacement formulae can be improved through an iterative procedure. Eq. (10) can be iterated using

$$\Delta P^{(n)}_{ik} = - r_k \left( \frac{P - P_i}{Z_{kk}} \right) P_i + \Delta P^{(n-1)}_{ik}.$$  (43)

Similar equations hold for $\Delta P_{ii}$, $\Delta P_{jj}$, and $\Delta P_{ij}$.

The predistortion procedure described in Para. IV. 2.b, and d, presupposes the approximate identity of the original lossless network and the predistorted lossless circuit. For a large amount of loss this assumption will be inaccurate. However, by iterating the whole procedure, good results can be obtained. The iteration can be carried out by using $Z_2$, $Z_{kk}$, $Y_{kk}$, ... of the once predistorted network to derive a higher-order approximation of $\Delta Z_2^{(2)}$ for obtaining a second predistorted circuit.

Also, since a large part of the change in element-values is
due to the modification of $R_2$, a proper amount of flat loss may be built into the original network. This preamble will make the alteration of the load unnecessary and it will also decrease the necessary changes in the reactive element values.
II. Application of THEORETICAL THEORIES TO SPECIAL CONFIGURATIONS AND LOSS-DISTRIBUTIONS

The general principles described in Sec. IV.2. will now be applied to some specific configurations and loss-distributions. It will be shown that for the most important cases the rather involved general equations (cf., e.g., (45) of Sec. IV.2.) reduce to straight-forwardly applicable formulae.

All statements given in this section are true in first-order approximation only, unless explicitly stated otherwise.

Other statements for other special configurations.

The following important theorem will now be proven:

For any terminated LC ladder network the shift of the attenuation under small losses has only second-order effect on the attenuation. The immediate vicinity of any (ωω-axis) attenuation pole can be completely avoided from the range of validity.

Only a very specialized form of this theorem that referring to networks with resistance invariance is known (cf. Paper III.1.c.).

In agreement with the statement, first it will be shown, that if in the composite branch-element built from reactive insulators $Z_n$ are $\eta_n$, the change of $Z_n$ due to losses is pure second-order.

For the change
\[ \Delta Z_n \approx \sum \frac{\partial Z_n}{\partial z_k} r_k + \sum \frac{\partial Z_n}{\partial y_L} g_L \]  \hspace{1cm} (1)

is real, since all \( \frac{\partial Z_n}{\partial z_k} \) and \( \frac{\partial Z_n}{\partial y_L} \) are real.

Since
\[ \Delta Y_m \approx \frac{\Delta Z_m}{Z_m^2}, \]  \hspace{1cm} (2)

the assertion is equally true for composite branch-susceptances.

Next it will be demonstrated, that for a reactive ladder the displacement of any attenuation pole caused by the losses is real. In a ladder an attenuation pole can only be due to
\[ Z_n(p_j) = 0 \]  \hspace{1cm} (3)
or
\[ Y_m(p_j) = 0. \]  \hspace{1cm} (4)

If the dissipation in its elements changes the branch-impedance, the pole-shift \( \Delta p_j \) can be expressed. For a shunt branch from
\[ Z_n(p_j) \approx Z_n(p_j) + \left( \frac{\partial Z_n}{\partial p} \right) p_j \Delta p_j + \Delta Z_n(p_j) \approx 0 \]  \hspace{1cm} (5)
or
\[ \Delta p_j \approx - \left( \frac{\Delta Z_n}{\partial p} \right) p_j = - \left( \frac{j(\omega - \omega_f) \Delta Z_n}{Z_n(j\omega)} \right)_{\omega = \omega_f}, \]  \hspace{1cm} (6)

which is real according to what has been proven about the real character of \( \Delta Z_n \). A dual proof holds for the pole-displacement caused by losses in a series branch.
If for instance the pole was produced by a series-connected antiresonant (shunt-connected resonant) circuit and the coil has a quality-factor \( Q \),

\[
\Delta p_j \sim -\frac{\omega}{2Q},
\]

as can readily be obtained.

The main theorem can now be demonstrated from

\[
\Delta p A = \Delta_p \left[ \log |Z_{ik}(j\omega)| \right] = \Re \left\{ \frac{\Delta_p Z_{ik}}{Z_{kl}} \right\}
\]

where \( \Delta_p \) indicates a change due to pole-shifts only. Using Eq. (22) of Sec. IV.2,

\[
\Delta p A \approx \Re \left\{ \sum_{j} \frac{\Delta p_j}{j(\omega - \omega_j)} \right\} = 0
\]

since all \( \Delta p_j \) are real, as shown above.

As a consequence of Eq. (9), in the case of ladder networks the terms corresponding to the effect of pole-displacements could be deleted from Eqs. (25) and (31) of Sec. IV.2. These equations simplify then to

\[
\Delta Z_{12} \approx Z_{12} \left\{ \sum_{(k)} \frac{r_k}{Z_{kk}} + \sum_{(l)} \frac{g_l}{Y_{ll}} \right\}
\]

and

\[
\Delta A^{(d)} \approx 8 \cdot 686 \Re \left\{ \sum_{(k)} \frac{r_k}{Z_{kk}} + \sum_{(l)} \frac{g_l}{Y_{ll}} \right\}.
\]

Even these simple expressions are cut to half in the usual case of quasi-ideal capacitors.

The most important feature of Eq. (10) is that in contrast to the general formula, the new

\[
Z_{12,pr} = Z_{12} \left\{ 1 - \left[ \sum_{(k)} \frac{r_k}{Z_{kk}} + \sum_{(l)} \frac{g_l}{Y_{ll}} \right] \right\}
\]
preserves the original $j\omega$-axis location of the poles and usually also the order and structure of $Z_{12}$. To show this, Eq. (2) of Sec. IV.1. can be used to derive

$$\frac{1}{Y_{12}} = \left[ y_l + \frac{1}{Z_{12} - z_l} \right]^{-1} - z_l \frac{\Delta_l^*}{\Delta}$$

where

$$\Delta_l^* = (\Delta)_{Z_{12},0}$$

and all $\Delta$-s refer to the mesh ($Z_{12}$) equations.

Then

$$Z_{apred} = \frac{\Delta}{\Delta_2} \left\{ 1 - \sum_{(k)} \frac{\Delta_{kk} r_k}{\Delta} - \sum_{(l)} \frac{\Delta_l^* z_l g_l}{\Delta} \right\}$$

or

$$Z_{apred} = \frac{\Delta - \sum_{(k)} \Delta_{kk} r_k - \sum_{(l)} \Delta_l^* z_l g_l}{\Delta_2}. \quad (11)$$

Here

$$\Delta = \frac{P_n(p)}{P^n}$$

$$\Delta_{kk} = \frac{R_{nn-k}(p)}{P^{n-1}}$$

and normally

$$\Delta_l^* = \frac{S_{ln}(p)}{P^n}$$

where $P$, $R$, and $S$ are polynomials of the order shown by the suffixes and

$$Z_l = \frac{1}{P C_{L}}.$$

Hence $Z_{apred}$ retains the order and structure of the original $Z_a$, if any one of the following conditions is satisfied:

1. $\Delta_l = 0$ (the usual case)
2. For special configurations (e.g., if the circuit contains only one capacitor) the denominator of $\Delta_1$ may have lower degree than $n$.

3. It will be shown in Para. IV.3 d. that circuits with semi-homogeneous loss distribution also yield proper predistorted transfer functions.

Under any of these circumstances, if the Hurwitz character of the numerator is not affected by the correction terms, i.e., for sufficiently low losses, $Z_{\text{pred}}$ can always be realized with a ladder-network that possesses the same configuration as the original lossless circuit.

It may be observed, that Eqs. (9) - (11) are not restricted to ladder networks. If for all lossy coils ($L_k$) $Z_a^{(k)} \to \infty$ and for all lossy capacitors ($C_u$) $Y_u^{(u)} \to \infty$, Eqs. (9) - (12) hold. This has already been stated in connection with Eqs. (11/a) and (12/a) of Sec. IV.1.

Some simplification will also occur, if all $Z_{ik}^{(s,l)}$ and $Y_{ik}^{(s,l)}$ are equal to zero (this can only happen for special configurations and terminations). Then

$$\frac{Z_{ik}}{Z_{ik}^{(s,l)}} = Z_k^{-1}\left(1 - \frac{A_{ij}}{A_{12}}\right) = \frac{1}{Z_k}$$ (15)
and
\[
\frac{V_0}{V_{i,2}} \frac{Y_{u,L}}{Y_L} = \frac{1}{Y_L}
\]  \hspace{1cm} (16)

can be substituted into Eqs. (25) and (31) of Sec. IV.2.

Finally, for very low quality-factors and sharp transition regions, it may be important to estimate and (partially) compensate for the effect of the pole-displacements, at least for the shift of the pole located next to the pass-band.

By Eq. (22) of Sec. IV.2, and Eq. (8)
\[
\Delta_p A \approx \text{Re} \left\{ \frac{\Delta P_i}{P - P_j} - \frac{1}{2} \left( \frac{\Delta P_i}{P - P_j} \right)^2 \right\} - \frac{1}{2} \left( \frac{\Delta P_i}{\omega - \omega_j} \right)^2
\]  \hspace{1cm} (17)

and using Eqs. (6) and (1), for a shunt \( Z_n \)
\[
\Delta_p A \approx \frac{1}{2} \left[ \sum \frac{\partial Z_n}{\partial x} \frac{r_k}{P_j} + \sum \frac{\partial Z_n}{\partial y_L} g_L \right] \left( \omega - \omega_j \right)^2
\]  \hspace{1cm} (17a)

results (in nepers). For a series \( Y_m \) a dual expression can be found.

If e.g. the attenuation poles were realized by simple tuned circuits - either series-connected anti-resonant or shunt-connected resonant networks - substitution into Eq.(17a) gives the distortion at pass-band limit as
\[
\Delta_p A^{(ss)} \approx - \sum_{j} \frac{\omega_j^2}{Q_j(\Omega_j - 1)^2}
\]  \hspace{1cm} (17b)

where \( Q_j \) is the quality factor of the coil in a pole-producing tank circuit, measured at the pass-band limit \( \omega_p \) and \( \Omega_j \) is the corresponding pole frequency, normalized to \( \omega_p \).
Two comments should be made about Eq. (17/5). First, as predicted, it describes an effect of second order in $\sqrt{Q}$. Also, its applicability is quite wide, since the branch-reactances of the ladder network can always be represented by their Foster-equivalents. This results in the special situation to which Eq. (17/b) applies.

For very sharp filters, i.e. when some $\Omega_j \approx 1$, it may be necessary to compensate for the shift of the pole $P_j$ nearest to $\omega_p$. If the ladder configuration is to be preserved, this must be done by reshifting the natural frequency $P_i$ nearest to $j\omega_p$. A $(\omega_p)$ will not be effected by $\Delta P_j$ if

\[
\frac{j\omega_p - (P_i + \Delta P_i)}{j\omega_p - (P_j + \Delta P_j)} = \frac{j\omega_p - P_i}{j\omega_p - P_j}
\]

or the compensating zero-displacement chosen

\[
\Delta P = \frac{\omega_p - P_i}{2Q_j (\Omega_j - 1)}
\]

where Eq. (7) has been utilized.

b. A generalized network-theorem

The generalized predistortion theory described in Sec. IV.2. and its simplified version derived in Para. IV. 3.a. gives particularly useful results for semi-homogeneous loss-distribution. This application requires the generalization of the following useful
Theorem stated by Foster.

For a connected network of lumped elements, the relation

\[ \sum_{j=1}^{n} \frac{y_{ij}}{V_{ij}} = V - 1 \]  \hspace{1cm} (19)

holds. In Eq. (19), the \( y_{ij} \)'s are the branch admittances, the \( y_{ij} \) are the soldering-iron type admittances measured across \( y_{ij} \) and \( V \) is the number of nodes in the network. The summation is extended over all branches.

The formula could be converted into a more general and for the present analysis - more useful form. If for some branches \( Z_i \), the branch impedance and \( Z_{ii} \), the plier-type impedance for \( Z_i \) rather then \( y_i \) and \( y_{ij} \) are given, from Fig. 36

\[ \frac{y_{ii}}{V_{ii}} = \frac{Z_{ii}^{-1}}{Z_{ii}^{-1} + (Z_{ii} - Z_i)^{-1}} - 1 - \frac{Z_i}{Z_{ii}}. \]  \hspace{1cm} (20)

Substituting into Eq. (19),

\[ \sum_{j=1}^{k} \frac{y_{ij}}{V_{ij}} - \sum_{i=k+1}^{n} \frac{Z_i}{Z_{ii}} = V + k - n - 1 \]  \hspace{1cm} (21)

where \( k \) and \( n - k \) are the numbers of branches treated on an admittance or impedance-basis, respectively.

Let branch 1 contain two series-connected elements \( Z_{i1} \) and \( Z_{i2} \). Then

\[ \frac{y_{ii}}{V_{ii}} = 1 - \left( \frac{Z_{i1}}{Z_{ii}} + \frac{Z_{i2}}{Z_{ii}} \right). \]  \hspace{1cm} (22)

Depending on whether the two elements are handled on a \( (Z_{i1}, Z_{i2}, y_{i1}, y_{i2}) \) or \( (y_{i1}, y_{i2}) \) basis, the following
equivalent expressions are obtained in addition to Eq. (22):

\[ \frac{Y_i}{Y_{ii}} = \frac{Y_{ik}}{Y_{ii}} - \frac{Z_{ii}}{Z_{ii}} \]

(23)

and

\[ \frac{u_i}{Y_{ii}} = \frac{u_{il}}{Y_{ii}} + \frac{Y_{lk}}{Y_{ii}} - 1 \]

(24)

where

\[ Y_{ii} = u_{ij} + \left( Z_{ii} - Z_{ij} \right) \]

(25)

is the soldering-iron type admittance measured across the terminals of the single impedance \( Z_{ij} \).

Using Eqs. (21) - (25), the generalized expression is found to be

\[ \sum_{j=1}^{l} \frac{u_{ij}}{Y_{jj}} - \sum_{i=1}^{m} \frac{Z_{ii}}{Z_{ii}} = V - q_f - \frac{t-u}{2} - \beta \]

(26)

where \( q_f \) and \( s \) are the numbers of single-element branches, treated on the impedance or admittance basis, respectively. \( t \) and \( u \) are the corresponding element numbers in two-element branches. Obviously

\[ l = s + u, \]

\[ m = q_f + t. \]

(27)

The summation here extends to all elements of the circuit.

In Eq. (26) \( Y_{jj} \) and \( Z_{ii} \) are referring to the soldering-iron and pillar-type immittances adjunct to the individual elements.

c. The pre-correction of dissipation effects for semi-homogeneous loss distribution.

If the distribution of losses is semi-homogeneous, i.e. if
all coils have the same quality-factor and the same is true for the capacitors, but \( Q_L \neq Q_C \), a two-step procedure can be applied for the deduction of the predistorted transmission function. The derivation of this process will now be carried out in terms of insertion loss parameters; using Eq. (1) of Sec. IV.2, the transition to other transfer variables is straightforward.

Suppose that a homogeneous dissipation with loss-factor

\[
d_p = \frac{d_L + d_C}{2} - \frac{\omega}{2} \left( \frac{1}{Q_L} + \frac{1}{Q_C} \right)
\]  

(28)

is removed from the prescribed loss-less response. As in Para. III.2.c., the new response will correspond to a network \( N_d \) built from lossy coils and negatively lossy capacitors, with loss-factors:

\[
d_{d_i} = -d_{c_i} - d^p
\]  

(29)

where

\[
d^p = -\frac{1}{2} (d_L - d_C).
\]  

(30)

The predistortion of \( \Lambda_d \), the insertion voltage ratio of \( N_d \) can be executed using Eq. (12):

\[
\Lambda_R = \left( \frac{V_o}{V_z} \right)_R = \Lambda_d \left\{ 1 - \left[ \sum_{(i)} \frac{r_{d_i}}{z_{d_{ji}}} + \sum_{(i)} \frac{q_{d_i}}{y_{d_{ji}}} \right] \right\}
\]

(31)

or, substituting

\[
\begin{align*}
r_{d_i} &= \frac{\omega}{d} L_{d_i} - \frac{d}{p} z_{d_i} \\
q_{d_i} &= -\frac{\omega}{d} C_{d_i} - \frac{d}{p} y_{d_i}
\end{align*}
\]

(32)

the result is

\[
\Lambda_R = \Lambda_d \left\{ 1 + \frac{d}{p} \left[ \sum_{(i)} \frac{u_{d_i}}{v_{d_{ji}}} - \sum_{(i)} \frac{z_{d_i}}{z_{d_{ji}}} \right] \right\}
\]

(33)
Here the first summation is extended to all capacitors and the second includes all coils and the terminations.

The use of Eq. (26) of the previous Paragraph now leads to

\[ \Lambda_s = \Lambda_{df} \left[ 1 + \frac{D+1}{D+1 - T_d(p)} \right], \]  

(34)

where

\[ T_d(p) = \frac{Z_{bd} f}{R_{bd} + Z_{bd} f} + \frac{Z_{bd} f}{R_{bd} + Z_{bd} f} \]  

(35)

and \( Z_{bd}, Z_{bd} \) are the driving-point impedances of the terminated four-pole \( N_d \). Also

\[ D = V - m - 2, \]  

(36)

where \( m \) is the number of branches comprising single coils diminished by the number of capacitors in series with \( R_1 \) or \( R_2 \).

Since both the numerator of \( \Lambda_{df} \) and the denominator of \( T_d(p) \) exhibit the natural frequencies of \( N_d \) as roots, simplifications occur and as it was pointed out in connection with Eq. (12), - for sufficiently low losses the ladder-realization of \( N_d \) corresponding to \( \Lambda_{df} \) is usually possible, if the original \( \Lambda \) was ladder-realizable. This statement implies the use of the approximate method (Para. III.2.a.) in the execution of the homogeneous predistortion.

d. The application of the method to networks synthesized on the

insertion loss basis.

Eq. (34) can be rewritten by using the insertion loss polynomials \( A, pB, A' \) and \( pB' \). From Eq. (27) of Sec. I.4., the driving-point impedances of \( N_d \) can be expressed as
\[
Z_{d}= - R_{d} \frac{A_{d} - A'_{d} + p (B_{d} - B'_{d})}{A_{d} + A'_{d} + p (B_{d} + B'_{d})}
\]

and

\[
Z_{2d}= R_{2d} \frac{A_{d} + A'_{d} + p (B_{d} - B'_{d})}{A_{d} - A'_{d} + p (B_{d} + B'_{d})}
\]

Substituting into Eqs. (35) and (34)

\[
1 - T_{d}(p) = \frac{p B_{d}}{A_{d} + p B_{d}}
\]

and

\[
\Lambda_{r} = \Lambda_{d} \left[ 1 + \frac{d}{p} \left( D + \frac{p B_{d}}{A_{d} + p B_{d}} \right) \right]
\]

are obtained. Thus, the predistortion can be described simply by

\[
\Lambda_{r} = \frac{A_{d} + p B_{d}}{P_{d}} \rightarrow \Lambda_{r} = \frac{A_{d} + p B_{d} + D \left[ \frac{p}{A_{d} + p B_{d}} \right] B_{d}'}{P_{d}}
\]

For a wide variety of networks (mid-series and mid-shunt m-derived low-pass filters, constant -k configuration low-pass circuits, or any circuit passing energy at zero frequency) D is zero and Eq. (40) is reduced to

\[
\Lambda_{r} = \frac{A_{d} + p B_{d} + D B_{d}'}{P_{d}}
\]

The change in attenuation due to the opposite dissipations \(\pm D\) in the L-s and C-s can be calculated from Eqs. (11), (26) and (39):

\[
\Delta A^{(d)} \approx \Re \left\{ \frac{D (A_{d} - D - 1)}{p} \right\} - 8.686 \Re \left\{ \frac{D}{p} \left( D + \frac{p B_{d}'}{A_{d} + p B_{d}} \right) \right\}
\]
evaluated for \(p = d_{0} + j\omega\).

Choosing arbitrarily \(D = 0\) introduces an error of

\[
\Delta A^{(d)} \approx 8.686 \frac{d_{b} B'_{d}}{d_{0}} \approx 2.172 D (Q^{2} - Q_{c}^{2})
\]

with the Q-s measured at the lowest pass-band limit.

An important aspect of Eqs. (42) - (43) is that they demonstrate
the indifference of the D-value employed. Thus the simpler Eq. (61)
rather than Eq. (40) can be used in all cases.

e. General comments on the precorrection procedure

Several precautions and remarks can be made in connection with
the analysis and synthesis processes demonstrated in Sections IV.2.
The general procedure (for arbitrary loss-distribution) will
be greatly alleviated, if the $Z_{kk}$ and $\gamma_{ll}$ of the loss-less net-
work are made available at the outset. This will be the case e.g.
if the circuit has been developed simultaneously from both the
primary and secondary driving-point impedances. Even for one-sided
realization, the calculations can be simplified using a network
theorem demonstrated on Fig. 37. The computation effort is cut to
half for structurally symmetrical circuits.

If the special procedure of Para. IV.3.d. is used, special
care must be exercised to establish the sign of $B_0$ correctly for
the configuration.

It has been shown in Para. I.4.e. how to utilize the
expressions for the reflection coefficients to arrive at a proper
characteristic function. If one of the terminations is extreme,
the formulae for the open and short-circuit impedances (Eqs. (34) -
(35) of Sec. I.2.) can also be used to find such signs for $A'$
and $pB'$ that will prevent all impedances from becoming identically
zero or infinite.

The use of the precorrected synthesis procedure outlined in
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FIGURE 37
Secs. IV.2.c normally involves the solution of two polynomial equations, the first one to find \( A_d^+ + \rho B_d^+ \), the second to find \( A_n^+ + \rho B_n^+ \).

The latter may be omitted, if the method of undetermined coefficients is used in conjunction with the equations

\[
A_d^+ - \rho B_d^+ = A_d^+ - \rho^2 B_d^2 - \eta B_d^2 \tag{44}
\]

and

\[
A_n^+ - \rho B_n^+ = (A_d^+ + \Delta A_d^+) - \rho (B_d^+ + \Delta B_d^+)^2 = (A_d^+ + \Delta A_d^+) - \rho^2 (B_d^+ + \Delta B_d^+)^2 - \eta B_d^2 \tag{45}
\]

For single-terminated network usually one polynomial equation needs to be solved.

Several interesting observations can be made about Eqs. (40)–(41). Their common form is identical to that of \( A_d^+ \) with an added correction factor (proportional to \( \delta \)) in the numerator. Without the correction the procedure would be equivalent to a homogeneous frequency-shift by \( \frac{d_d + d_e}{2} \), a method often applied in network synthesis. The correction represents a very significant improvement, as some examples of Section IV. 4, will show. The accuracy is particularly enhanced around the origin, where the homogeneous method becomes very crude, as Eqs. (28) and (29) of Sec. III.1, suggest.

For \( \delta \to 0 \), Eqs. (40) – (41) predictably degenerate into a homogeneous predistortion.

It is also of some interest that in the case of the important class of networks for which \( D \) is zero, the predistortion of the oppositely dissipative network only effects the even part of the numerator.
Because of the relative simplicity of the procedure outlined in Para. IV.3.d., if the spread of the $Q_{L_i}$'s is not very large and the same is true for the $Q_{C_j}$'s, it is normally acceptable to use 

$$Q_L = \frac{\sum_{i=1}^{n} Q_{L_i}}{n},$$

$$Q_C = \frac{\sum_{j=1}^{m} Q_{C_j}}{m}.$$  \hspace{1cm} (46)

and apply the method of Para. IV.3.d.

Eq. (11) can be used to establish the distortion introduced by this approximation.

Finally, it should be emphasized, that the general principles of Chapter IV are equally applicable for the estimation and correction of any parasitic effect (stray capacitances and inductances, element value tolerances, etc.)

f. Alternative methods for obtaining the predistorted network

Using the fundamental philosophy of the predistortion procedure developed above, numerous basically similar synthesis processes could be constructed. Some will be briefly treated in this paragraph.

The derivation performed to obtain Eq. (25) of Sec. IV.2. could be duplicated for the frequency-displacement formulae \(13\), Eqs. (67) and (68) of Para. III.2.d. Observing from these equations, that the shift of any zero of \(\Gamma(p)\) is the negative residue of \(\frac{1}{\Gamma_d}\) at that root and that any pole-shift is the negative residue of \(\frac{1}{\Gamma_p}\) at the pole, the steps expressed by
Eqs. (21) - (25) of Sec. IV.2 lead to

\[ \Delta T(p) \approx T_d(p) - \frac{[T(p)]^2}{U_d(p)} . \]  

(47)

Here, \( T \) is a transmission quantity \( \left( \frac{X}{Y} \right) \). For an attenuation quantity \( \frac{Y}{X} \) (e.g. \( \Lambda, S, Z \) etc.)

\[ \Delta U = \Delta \left( \frac{1}{U} \right) \approx -U^2 \Delta T \]  

(48)

or

\[ \Delta U \approx U_d(p) - \frac{[U(p)]^2}{U_d(p)} . \]  

(49)

From the derivation leading to Eq. (47) - (49) it is easy to see, that the first term on the right side of Eq. (49) represents the effect of the natural frequency displacements, while the second term corresponds to the pole-shifts. Therefore, for ladder-networks

\[ U_{pred} = U - \Delta U \approx 2U - U_d . \]  

(50)

To avoid a change in the configuration, if

\[ U = \frac{E}{p} \]  

\[ U_d = \frac{E_d}{p} \]  

(51)

the approximation

\[ U_{pred} \approx \frac{2E - E_d}{p} \]  

(52)

may be used.

The simplest way to find \( E_d \), the polynomial proportional to the circuit determinant of the dissipative network, is to observe, that it is contained in the numerator of

\[ Z_{ed} = R_i + Z_{Did} . \]  

(53)
It is also possible to equate the circuit determinants of the
predistorted lossy and the original loss-less circuit (including a
proportionality factor). If in addition the attenuation poles of
the loss-less predistorted network are chosen to agree with those
of the original circuit, neglecting high-order terms of small
quantities a linear system of equations results for the $\Delta L_i$ and
$\Delta C_j$, the changes in element values. A proper value of $R_{xpm}$
must be selected in advance.

An interesting extension of the basic idea used in Para. III.
l.e. for the temperature-compensation of networks can also be
applied for loss-effect correction. If semi-homogeneous loss-
distribution is supposed and, as in Para. IV.3.c., a homogeneous
predistortion by $d_0$ is performed, the usual oppositely dissipative
network exhibiting loss-factors $\pm d$ results.

This consists of immittances

$$pL_i d + R_{L_i d} = pL_i d (1 + \frac{d}{l})$$

$$pC_j d + G_{C_j d} = pC_j d (1 - \frac{d}{l})$$

(54)

An analysis similar to that leading Eq. (3) of Sec. III.1.
shows that a change of the terminations:

$$R_{kd} \rightarrow R_{kd} (1 + \frac{d}{l}) - R_{kd} + \frac{l}{C_{kd} p}$$

(55)

would serve to compensate the effect of opposite dissipations.

Obviously, the power series that are truncated in the derivation of
Eq. (55) do not converge for $p \approx 0$. Hence this process is not
accurate for low frequencies.

Eq. (55) suggests the cascading a capacitor \( C_{kd} \) with each termination of the \( \delta \)-network. When the dissipation corresponding to \( d_k \) and \( d_k' \) is associated with the elements of the corrected \( \delta \)-network the usual way,

\[
\rho C_{kd} \rightarrow \rho C_{kd} + G_{kd}
\]

so that the final network will consist of the homogeneously predistorted reactive elements and a pair of compensating impedances cascaded with the terminations. The compensating impedance in series with \( R_k \) will be according to its derivation:

\[
\frac{1}{\rho C_{kd} + G_{kd}} = \frac{\delta R_k}{\rho + \delta e}
\]

a parallel RC combination.

It is unfortunate that this method breaks down exactly where it is most needed, at the vicinity of the frequency-origin (cf. Eqs. (28) and (29) of Sec. III.I.).

While it is beyond the scope of this work, it is interesting to notice, that by an argument paralleling the one advanced in Para. IV.2.b., a predistortion formula can also be developed for the synthesis of an LCR - impedance from lossy reactive elements. From Eqs. (5) and (8) of Sec. IV.1.,

\[
Z_{\text{pred}} = Z_i - 4Z_i' = Z_i \left[ 1 - \sum_{(k)} r_k \left( \frac{1}{Z_{kk}} - \frac{1}{Z_{kk}^{(0)}} \right) + \sum_{(l)} \frac{g_l}{V_i^2} \left( \frac{1}{Z_{ll}} - \frac{1}{Z_{ll}^{(0)}} \right) \right]
\]

where \( Z_{kk}^{(0)} \) and \( Z_{ll}^{(0)} \) are measured with open circuited, \( Z_{kk} \) and \( Z_{ll} \) with short-circuited input terminals.
IV. THE PRECORRECTED SYNTHESIS OF COMMUNICATION NETWORKS

NUMERICAL EXAMPLES 9, 10

A variety of numerical examples will be given to illustrate the efficiency and accuracy of the new precorrection method. All calculations, checking and response-plotting have been carried out on a digital computer to avoid any numerical or experimental errors. An attempt was made to recalculate some problems already worked out by previous authors to obtain a comparative measure of simplicity and accuracy. In all examples shown—and in several others not described here—the computations were relatively straightforward and the precision far surpassed any practical requirements.

a. A single-loaded Chebyshev pass-band filter

To test the accuracy of Eqs. (10)–(20) of Para. IV.2.b., the example used in an article by Desoer was recalculated. This example describes the predistortion of a fifth-order Chebyshev-passband low-pass filter, driven by a current source and terminated in a $1 \Omega$ resistor. For a passband $0 < \omega < 1$, the network could be realized in the form shown on Fig. 38. If the coils are assigned a $Q$ of $40$ (following Desoer), Eq. (10) of Sec. IV.2. can be used to obtain first-order approximations of the natural frequency displacements.

The results are shown in the Table.
Figure 18.

Chebyshev-passband low-pass filter. Predistorted element values in brackets.
<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural frequencies ((p_1))</td>
<td>-0.4614i</td>
<td>-0.37329 + 0.06473i</td>
<td>-0.1258 + 0.1791i</td>
</tr>
<tr>
<td>Exact displacement ((\Delta p_1))</td>
<td>+0.0266i</td>
<td>-0.2461 + 0.012195i</td>
<td>-0.0137 + 0.00259i</td>
</tr>
<tr>
<td>Desoer's approximant for (\Delta p_1)</td>
<td>+0.02708i</td>
<td>-0.02462 + 0.01107i</td>
<td>-0.01392 + 0.00184i</td>
</tr>
<tr>
<td>First approximant (Eq. (10))</td>
<td>+0.0273i</td>
<td>-0.02495 + 0.01165i</td>
<td>+0.01392 + 0.00184i</td>
</tr>
<tr>
<td>Error (Desoer)</td>
<td>-0.00004i</td>
<td>+0.00001 + 0.00012i</td>
<td>+0.00002 + 0.000075i</td>
</tr>
<tr>
<td>Error (Eq. (10))</td>
<td>-0.00070i</td>
<td>+0.0003i + 0.00054i</td>
<td>+0.00002 + 0.00013i</td>
</tr>
</tbody>
</table>

**Table:**

Natural frequency displacements
Evidently the results are comparable to Desoer's. The resulting pass-band response is shown in Fig. 39. The maximum deviation from the ideal Chebyshev-response is 0.03 db, negligible in most practical applications, even with this unrealistically low Q.

While this is larger than the value obtained by using Desoer's equation (5), in this example the second-order errors caused by the error in ΔP on one hand and by the change in the value of \( \frac{\omega_{2}Z_{i}}{\Delta P} \) (or \( \frac{\theta_{2}}{\Delta P} \)) when \( R \rightarrow R_{i} - \Delta P \) on the other hand tends to compensate. Thus, the frequency-response computed from Eq. (10) is much closer to the response obtained using exact ΔP than the curve given by Desoer's Eq. (5).

The effect of uncompensated dissipation is indicated on Fig. 40. The continuous curve has been computed exactly, the separate points from Eq. (31) of Sec. IV. 2.

Fig. 41 shows the compensation obtained using Eq. (12) of Sec. IV. 3. This method requires much less computation work than the procedure based on Eq. (10) and the results are slightly better (the maximum deviation from ideal is about 0.02 db).

b. The predistortion of a double-loaded elliptic low-pass filter using the general method

A 3-section low-pass filter using lossy coils (Q = 300) and (practically) loss-less capacitors should satisfy the following specifications.

\[ A_{p} = 0.1 \text{ db} \]
\[ A_{s} = 40 \text{ db} \]
\[ \Omega_{p} = \frac{1}{\Omega_{s}} = 0.952 \]
\[ R_{i} = R_{2} = 1 \]
EXACT VALUE

EQUATION (31)

OF SEC. IV. 2
The characteristic function of a symmetric circuit satisfying these requirements is

\[
\psi = \frac{h}{t} = \frac{p^7 + 1.91511638h^5 + 1.134115021h^3 + 0.197196123351p}{0.0508885512p^6 + 0.29266982919p^4 + 0.491215372808p^2 + 0.2580622913}
\]

By separating the Hurwitz-part of

\[|g|^2 = f^2 - h^2\]

the operating factor

\[S = \frac{a}{f} = \frac{p^7 + 1.5797475008p^6 + 3.16162272252p^5 + 3.1967976697p^4 + 3.0052610299p^3 + 1.8714975298p^2 + 0.865855223020p + 0.258060229130}{0.0508885512p^6 + 0.29266982919p^4 + 0.491215372808p^2 + 0.2580622913}
\]

is obtained.

The driving-point impedances

\[Z_h = Z_{e2} = \frac{g - h}{q + h} = \frac{0.7898737750hp^6 + 0.6235316262p^5 + 1.59839883h85p^4 + 0.935572998hp^3 + 0.93572h876h9p^2 + 0.334324002089p + 0.12903011h565}{p^7 + 0.7898737750hp^6 + 2.5383695326p^5 + 1.59839883h85p^4 + 0.935572998hp^3 + 0.5315258236hp + 0.12903011h565}
\]

can now be calculated. Expanding from both ends, one obtains the element values (Fig. 42) and simultaneously the partial results

\[z_a = \frac{0.0254h42770829}{0.01580901587252p + 0.0254h42771687}\]
\[ Z_A = \]
\[
\frac{0.509236325708^p + 0.1436346667906^q + 1.545253804801^r + 1.017109418121^s + 1.48830427105^t + 0.7279962961p^u + 0.451356947119p + 0.12903011565}{\text{numerator of } Z_{D1}}
\]
\[ Z_B = \]
\[
\frac{0.0158090158752^p + 0.0541442771528p^q + 0.020375672862p + 0.0354689991603}{\text{numerator of } Z_C}
\]
\[ Z_B = \]
\[
0.276950156915p^q + 0.217703093617p^r + 0.370900121303p^s + 0.172955144592p^t + 0.0925619012616
\]
\[ Z_C = \]
\[
0.109236325708p^q + 0.4326346688375p^r + 0.835388536041p^s + 0.1581835904p^t + 0.03207842205p + 0.0925619012616
\]
\[ Z_C = \]
\[
0.083919065260lp^q + 0.087648990478p^q + 0.0630161304969p + 0.0354689991603
\]
\[ Z_D = \]
\[
0.0530542561070p^q + 0.0410390289163p^r + 0.22414461498123p^s + 0.17095411567p^t + 0.171322540096p + 0.0925619012616
\]
\[ Z_D = \]
\[
0.083919065260lp^q + 0.06765899063lp^q + 0.351738545415p^q + 0.25105670983p^q + 0.26000671609p + 0.11461631141
\]
\[ Z_D = \]
\[
0.0293352049979p^q + 0.0212185317068p + 0.02864140730467
\]
\[ Z_E = \]
\[
0.053054256107p^q + 0.0410390289163p^r + 0.22414461498123p^s + 0.17095411567p^t + 0.171322540096p + 0.0925619012616
\]
\[ Z_E = \]
\[
0.133264586209p^q + 0.31430528709p^q + 0.514704366789p^q + 0.24370755153p^q + 0.11461631141
\]
\[
0.133264586209p^q + 0.31430528709p^q + 0.514704366789p^q + 0.24370755153p^q + 0.11461631141
\]
\[ Z_E = \frac{\text{numerator of } Z_D}{0.0081h928527325p^3 + 0.025h4h277199h + 0.00917h11h9905p + 0.0286h4h073062} \]

\[ Z_F = \frac{\text{numerator of } Z_{D1}}{0.717019h81083p^7 + 0.590258h5021h6p^5 + 2.02653h8873p^3 + 1.298753h1547p^4 + 1.76999h35971h6p^3 + 0.8286h596351p^2 + 0.490200h99999p + 0.129030h1565} \]

\[ Z_F = \frac{0.025h4h2770139}{0.0091h928527325p + 0.025h4h2771756} \]

Now it is easy to calculate the necessary plier-type impedances

\[ Z_{z2} = pL_2 + \frac{1}{pC_2} \left| (Z_a + Z_B) \right| - 
\]

\[ 0.0182528758996p^7 + 0.02883h49359756p^5 + 0.0677087072106p^5 + 
+ 0.0583507511538p^4 + 0.051h954656h4998p^3 + 0.0314159350106p^2 + 
+ 0.0158043h79539p + 0.0067103h133h61 \]

\[ = \frac{0.0252613650307p^6 + 0.039906577927p^5 + 0.055875211699p^4 + 
+ 0.05206139299p^3 + 0.030718555h715p^2 + 0.01h3783546701p + 
+ 0.00435517067158}{0.0252613650307p^6 + 0.039906577927p^5 + 0.055875211699p^4 + 
+ 0.05206139299p^3 + 0.030718555h715p^2 + 0.01h3783546701p + 
+ 0.00435517067158} \]

\[ Z_{h4} = pL_4 + \frac{1}{pC_4} \left| (Z_c + Z_B) \right| - 
\]

\[ 0.007873h951307p^7 + 0.012488852h631p^6 + 0.024894h576981p^5 + 
+ 0.025171h234559p^4 + 0.0236632735367p^3 + 0.01h735708506p^2 + 
+ 0.00681770030336p + 0.002039532061 \]

\[ = \frac{0.00545130822185p^6 + 0.0086116908154p^5 + 0.01101067h8966p^4 + 
+ 0.0131h39955012p^3 + 0.00891213994h37p^2 + 0.004620543228h8p + 
+ 0.00101597660338}{0.00545130822185p^6 + 0.0086116908154p^5 + 0.01101067h8966p^4 + 
+ 0.0131h39955012p^3 + 0.00891213994h37p^2 + 0.004620543228h8p + 
+ 0.00101597660338} \]
\[
Z_{6C} = pL_c + \frac{1}{pC_C} \left( Z_c + Z_F \right) = \\
0.0226019273022p^7 + 0.035705339170lp^6 + 0.0711587662783p^5 + \\
+ 0.0722537876118lp^4 + 0.0679248689932p^3 + 0.04229837039lhp^2 + \\
+ 0.019569963336p + 0.0058326583754h \\
= 0.0532913117301lp^6 + 0.0818685271118lp^5 + 0.11534720802lp^4 + \\
+ 0.102190627012p^3 + 0.058080457615p^2 + 0.021229616056p + \\
+ 0.029163291971h
\]

Using Eq. (12) of Sec. IV,3., one gets
\[
S_{\text{pred}}^{(o)} = S \left( 1 - \sum_{(l)} \frac{L_j}{Q_j Z_{ij}} \right) = \\
p^7 + 1.56971755009p^6 + 3.13582521703p^5 + 3.17364326743p^4 + \\
+ 2.98394090365p^3 + 1.85831363961p^2 + 0.859617058108p + \\
+ 0.256945797801
\]
\[
S_{\text{pred}}^{(p)} \quad \text{has a \( j\omega \)-axis minimum value very slightly greater than} \\
0.949360 \quad \text{at} \quad \omega = 0.94822. \quad \text{Thus it is possible to use} \\
S_{\text{pred}} = \frac{S_{\text{pred}}^{(o)}}{S_{\text{pred}}^{(p)}} - \frac{S_{\text{pred}}^{(o)}}{0.949360}
\]
in computing the predistorted network.

Now
\[
h_{\text{pred}} = \\
P^7 + 0.83719163465p^6 + 2.24071773226p^5 + 1.41706514939p^4 + \\
+ 1.5970979489lp^3 + 0.707712692852p^2 + 0.35143026776lp + 0.0774598862193
\]
is obtained by choosing the Hurwitz-part of \( |q_{\text{pred}}|^2 - |f_{\text{pred}}|^2 \).

Finally, the open-circuit driving-point impedances
\[
Z_{11} = \frac{Z_{11} (q_{\text{pred}} + h_{\text{pred}})}{\text{odd}(q_{\text{pred}} + h_{\text{pred}})} = \\
2.376939185p^6 + 4.590707823p^5 + 2.566026332p^4 + 0.33410568l \\
2p^7 + 5.386542679p^5 + 6.58106985p^3 + 1.2110573258p
\]
\[ Z_{22} = \frac{\text{Even} \ (g_{\text{pred}} - h_{\text{pred}})}{\text{Odd} \ (g_{\text{pred}} - h_{\text{pred}})} = \]
\[ = \frac{0.762555516p^6 + 1.756577525p^4 + 1.1506000946p^2 + 0.1794859116}{2p^7 + 5.38654979p^5 + 4.581046985p^4 + 1.2110573258p} \]

and the termination-ratio
\[
\frac{R_2}{R_1} = Z_{21}(\omega) = \frac{g_{\text{pred}} - h_{\text{pred}}}{g_{\text{pred}} + h_{\text{pred}}} \bigg|_{\omega = 0} = 1.86308657
\]

can be calculated.

By ladder-expansion, the circuit of Fig. 43 results. Figs. 44 - 45 show the ideal response, the effects of uncompensated losses, the response of the predistorted network without losses and, finally, the compensated lossy response. Due to second-order effects, the ripple is 0.1087 db instead of the specified 0.1 db.

The comparison of the uncompensated lossy response with the lossless behaviour (Fig. 44) shows that even a slight dissipation has detrimental effects on the performance of a network designed to meet difficult requirements. This emphasizes the importance of loss compensation in high-quality circuits.

c. The lossy design of a two-section mid-series low-pass filter

As a next example, the two-section low-pass prototype filter used in Darlington's example\(^1\) has been predistorted. This choice made it possible to obtain a numerical check on the early stages of the computations. The filter has to satisfy the following requirements:
Fig. 4.2.
Loss-less ladder network

Fig. 4.3.
Predistorted lossy network
\[ \Omega_p = \sqrt{0.62} = 0.7874007874 \]
\[ \Omega_s = \Omega_p^{-1} = 1.27000127 \]
\[ A_p = 0.3 \text{ db} \]
\[ A_a = 52.4 \text{ db.} \]

The average dissipation constant
\[ d_o = 0.04263 \]

is supposed to originate from the losses in the coils only, so that
\[ d_L = 2d_o = 2d \]
\[ d_c = 0. \]

Since for this network (Fig. 46)
\[ D = 3 - 1 - 2 = 0 \]

Eq. (41) of Sec. IV.3.2 applies.

Assuming Chebyshev pass and stop-and response, one obtains
\[ \frac{V_{zo}}{V_{z}} = \frac{A(p) + pB(p)}{P} = \]
\[ p^5 + 1.37424382992p^3 + 0.8246108482p^2 + \]
\[ + 0.401855813603p + 0.094747554909 \]
\[ \frac{V_{zo}}{V_{z}} = \frac{A(p-d_o) + (p-d_o)B(p-d_o)}{P} = \frac{A_i + pB_i}{P} \]
\[ p^5 + 0.83803660p^4 + 1.2131675822p^3 + 0.659542873p^2 + \]
\[ + 0.3387318949p + 0.078739008610 \]
\[ \frac{0.011231618509p^4 + 0.064710866807p^2 + 0.078739008610}{0.013176236924p^4 + 0.0776321517p^2 + 0.094747554909} \]

and using Eq. (41)
\[
\left( \frac{V_{20}}{V_2} \right)_R = \frac{1}{p^5 + 0.79540600p^4 + 1.2131675122p^3 + 0.61265743p^2 + 0.338731897p + 0.06620625193}
\]

\[
0.00943900526p^4 + 0.054410946079p^2 + 0.06620625193
\]

(Obviously all \( \frac{V_{20}}{V_2} = 1 \) for \( p = 0 \)).

By finding the minimum value of \( \left( \frac{V_{20}}{V_2} \right)_R \) on the j\( \omega \)-axis and using Eq. (36) of Sec. IV. 2, it is established that a termination ratio of 0.129551696 is sufficient to ensure the realizability.

The (conventional) realization of \( \left( \frac{V_{20}}{V_2} \right)_R \) gives now the element values of Fig. 46. Adding the losses, the pass-band response shown on Fig. 47 is obtained. While the ripple is slightly less than 0.4 db rather than 0.30 db, considering the high amount of losses (the \( Q_L \) is about 9 at \( Q_p \)), this performance is quite creditable. As a comparison, Figs. 48 and 49 show the response obtained by Bode's method of homogeneous predistortion by \( d \) (the ripple is 1.1525 db) and the uncorrected effect of losses.

The deviation from the specified ripple is about nine times higher for the Bode-compensated circuit. The uncorrected response is distorted beyond recognition.

As the next example will show, the effects of second-order errors on the final response disappear almost completely, when more realistic quality-factors are selected.

d. The precorrected design of a double-loaded elliptic mid-shunt filter using the simplified method.
\[ \frac{r_t}{L_t} = 0.08526 \]
\[ \frac{g_i}{C_j} = 0 \]

FIGURE 46.
FIGURE 48.

THE LOSSY RESPONSE OF THE NETWORK SYNTHESIZED BY BODE'S METHOD.
The three-section low pass filter with lossy coils \(\frac{L}{r} = 300\) and lossless capacitors used as Example b) will now be recalculated using the method developed in Para. IV.3.d.

The specifications are the following

\[
\Omega_p = \Omega_s^{-1} = 0.952
\]
\[
A_p = 0.1 \text{ db}
\]
\[
A_0 = 40 \text{ db}
\]

The suitable voltage ratio is

\[
\frac{V_{20}}{V_0} = \frac{p^7 + 1.57971755009p^6 + 3.16162722252p^5 + 3.19679766970p^4 + 3.0052612099p^3 + 1.88714975298p^2 + 0.865855223929p + 0.25806022913}{0.06088551200p^6 + 0.29266998291p^4 + 0.49121537808p^2 + 0.25806022913}
\]

and exactly as before (\(D\) is again zero)

\[
\left(\frac{V_p}{V_i}\right) = \frac{p^7 + 1.568088342p^6 + 3.14588358036p^5 + 3.1705164747p^4 + 2.98403671338p^3 + 1.8564768165p^2 + 0.859642042852p + 0.256622321674}{0.05060503999p^6 + 0.291039230138p^4 + 0.4914161265p^2 + 0.256622321674}
\]

and

\[
\left(\frac{V_{20}}{V_i}\right) = \frac{p^7 + 1.56974755008p^6 + 3.14588358036p^5 + 3.1742574616p^4 + 2.98403671338p^3 + 1.85914347162p^2 + 0.859642042852p + 0.257208376721}{0.05072057197p^6 + 0.29170388426p^4 + 0.49258397625p^2 + 0.257208376721}
\]
can be calculated.

The circuit of Fig. 50 results. The lossy response of this network is shown on Fig. 51. The ripple is now 0.1002 db, i.e., within 0.0002 db (20 db) of the specified value.

The response given by a network synthesized with Bode's method is shown on Fig. 52. The ripple is 0.1134 db.

e. The precorrection of an elliptic filter for different coil quality factors.

The double-terminated elliptic filter used in Examples b, and d, will be precorrected for the more general case, when

\[ Q_{L_1} = Q_{L_2} = 250 \]

\[ Q_{L_3} = 400. \]

To make the procedure more accurate, the lossless circuit is designed to possess the anticipated \( \frac{R_2}{R_1} = 2 \) in advance (cf. Para. IV.2.e.). The lossless voltage ratio of Example d, in conjunction with an \( \gamma_c \) of \( \frac{8}{9} \) leads then to the element values of the lossless network (in brackets on Fig. 53).

Eq. (12) of Sec. IV.3, gives now the predistorted voltage ratio

\[
\left( \frac{V_{2o}}{V_{2,\text{red}}} \right) = \frac{p^7 + 1.5692475506p^6 + 3.11503537333p^5 + 3.1733873879p^4 + 2.98267450900p^3 + 1.85870012p^2 + 0.85907832590p + 0.057183016349}{0.0507155709771p^6 + 0.291675122725p^4 + 0.1492535408239p^2 + 0.257183016349}
\]
FIGURE 30.

PREDISTORTED MID-SHUNT LOW PASS FILTER.
Figure 52.

Lossy response of the network synthesized by Bode's method.
This is actually the circuit of the resonant generator

Fig. 3. It is significant to notice the relatively close change
in the reactance values. This demonstrates the usefulness of the
termination-adjustment.

The lossy response of the network exhibits a pass-band ripple
of 0.1017 db, or a distortion of 0.0017 db.

f. The predistortion procedure applied to a filter-combination

To demonstrate the use of the new predistortion procedure on
filter-groups, the lossy design of a 2-low-pass/5-high-pass filter
combination is carried out in this example.

Using the (approximate) method of Parks, Eddies, the voltage
transfer ratios of a filter pair satisfying the specifications

\[
\begin{align*}
    f_P^{(HP)} &= 930 \text{ kc} \\
    f_S^{(HP)} &= 980 \text{ kc} \\
    f_P^{(LP)} &= 230 \text{ kc} \\
    f_S^{(LP)} &= 890 \text{ kc} \\
    f_C &= 233 \text{ kc} \\
    A_P^{(HP)} &= A_S^{(LP)} = 0.20 \text{ db} \\
    A_P^{(LP)} &= A_S^{(HP)} = 60 \text{ db}
\end{align*}
\]

are found to be

\[
\begin{align*}
K^{(11)} &= A^{(11)} - \left( \frac{A^{(11)} - A^{(12)}}{1 - 0.20} \right)
\end{align*}
\]
PREDISTORTED AND LOSSESS MID-SHUNT FILTERS.
LOSSLESS ELEMENT VALUES IN BRACKETS.

FIGURE 53
\[ p^{10} + 0.855194950139p^9 + 3.31094234886p^8 + 2.11156363571p^7 + 1.07658027698p^6 + 2.14096375785p^5 + 2.24224562599p^4 + 1.02551534655p^3 + 0.500894734185p^2 + 0.144788847466p + 0.024437993101 \]

\[ \frac{0.00570981171762p^8 + 0.0352630690561p^6 + 0.0771146615050p^4 + 0.0719763229228p^2 + 0.024437993101}{p^{10} + 2.9452632179p^8 + 3.15552349126p^6 + 1.144296092197p^4 + 0.23368979384p^2} \]

Here Eq. (18) of Sec. I.1. leads (with \( \gamma = 0 \)) to

\[ A' = + A \]
\[ B' = + B \cdot \]

The proper signs make all immittances of Eqs. (34) - (35) of Sec. I.2. finite, or

\[ A' = -A \]
\[ B' = -B \cdot \]

For an anticipated \( Q \) of 130, using Eq. (44) of Sec. IV.3, for both networks (even though \( D^{(HP)} = 0 \), cf. Para. IV.3.d.), the predistorted voltage ratios and -through the methods of Para.I.I.b. - the predistorted networks can be obtained (Fig. 54.).
$C = \text{ref}$

$L = \mu H$

FIGURE 54
The lossy transfer voltage ratios of these networks exhibit a ripple of 2.087 db, (low-pass) and 2.101 db (high-pass), corresponding to actual pass-band ripples of 0.24988 db and 0.25324 db, respectively from Eq. (24) of Para. I. 6. c. Thus the specifications are tolerably satisfied.

The predistortion of the voltage ratios usually upsets the impedance - matching, however, and impedance - equalization may be needed at the branching point.
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