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ABSTRACT

This thesis describes a first experimental project using a recursive parameter estimation and Kalman filter approach to on-line modelling and prediction of stock market time-series. On-line (real-time) and daily closing price stock data are identified as Box-Jenkins ARIMA models. Differencing is performed to obtain a locally wide sense stationary process which is identified through spectral estimation methods. The initial model parameters are updated on-line via the Recursive Prediction Error algorithm and predictions are performed using the Kalman filter. This approach is studied and compared to the traditional Box-Jenkins SISO approach. The daily stock processes are also modeled as autoregressive processes embedded in white noise, which make an ideal investigation for the Kalman filter.
ACKNOWLEDGEMENT

I wish to express my gratitude to my supervisor, Dr. Dan Ionescu, for his guidance throughout this project. The defence committee (Drs. Dan Lane, Tet H. Yeap, Jean-Michel Thizy, and Edward Pascal) should be thanked as well.

I wish to thank my colleagues and friends, Neil Keon, Phillippe Lavoie, and Mike Vukadinovic. Their assistance and friendship is well appreciated. A special thanks to Cris Lambiri for obtaining the real-time data required for this study.

Finally, I would like to express my sincere gratitude to all of my family to whom this work is dedicated. This opportunity could have never been realized without them.
Contents

Abstract ................................................................. ii
Acknowledgement ....................................................... iii
Table of Contents ..................................................... iv
Notation ................................................................. viii

1 Introduction ......................................................... 1
  1.1 Motivation for Recursive Parameter Estimation .............. 2
  1.2 Motivation for the Use of Kalman Filter in Prediction ...... 3
  1.3 Thesis Objective & Contributions ............................ 4
  1.4 Time-Series Modelling Approach ............................ 5
  1.5 Organization .................................................. 6

2 Time-Series Models, the Kalman Filter, & Recursive Identification 7
  2.1 Time-Series Models ........................................... 8
      2.1.1 ARMA Models ........................................... 8
      2.1.2 ARIMA Models ......................................... 10
  2.2 Spectral Estimation .......................................... 11
      2.2.1 Overview of Spectral Methods ........................ 12
  2.3 The Kalman Filter ............................................ 17
      2.3.1 State-Space System Model ............................ 18
2.3.2 Kalman Filter Problem ........................................ 19
2.3.3 Kalman Filter Solution ........................................ 20
2.4 Real-time Recursive Parameter Estimation ..................... 21
2.4.1 RPE Method .................................................. 22

3 An Algorithm for Stock Process Prediction ...................... 24
3.1 Initial Model Selection Strategy ................................ 25
3.1.1 Differencing Strategy ....................................... 25
3.1.2 ARMA Modelling Methodology ............................... 26
3.1.3 AR Processes in the Presence of White Noise ............... 27
3.2 Application of the Kalman Filter for ARMA Processes and Prediction ........................................ 28
3.2.1 State-Space ARMA Model .................................. 29
3.2.2 Application to Prediction ................................... 31
3.2.3 Obtaining Initial Conditions ................................. 32
3.3 n-step Prediction ................................................ 32
3.3.1 n-step Prediction using the Kalman Filter ................ 33
3.3.2 n-step SISO (Box-Jenkins) Prediction ...................... 34
3.3.3 Constructing the ARIMA Prediction Through Undifferencing of the ARMA Model ............................. 35
3.4 Implementation of the RPE Algorithm ........................ 35
3.4.1 SISO RPE Algorithm for ARMA Models .................... 36
3.4.2 State-Space RPE Algorithm for ARMA Innovations Model .... 37
3.4.3 RPE Algorithm for AR Model in White Noise ............. 38
3.4.4 Implementation Issues of the General RPE Method .......... 38
3.5 An Algorithm for Stock Process Prediction .................... 41
4 Experiments Performed on On-Line Data

4.1 Determination of Sampling Frequency .................. 43
4.2 Data Samples ............................................. 45
4.3 Determination of Needed Sample Size for Spectral Modelling ......... 46
4.4 Comparing the Performances of the Off-line Time-Invariant to the On-line
   State-Space and SISO RPE Approaches ..................... 48
4.5 n-step Prediction ......................................... 52
4.6 Higher Order Models .................................... 54

5 Experimentation on Daily Closing Price Processes ............. 57

5.1 Determination of Needed Sample Size for Spectral Modelling .......... 57
5.2 Comparing the Performances of the Off-line Time-Invariant to the On-line
   State-Space and SISO RPE Approaches ..................... 59
5.3 n-step Prediction ......................................... 64
5.4 Higher Order Models .................................... 66
5.5 Fine Tuning the Forgetting Factor ........................ 68
5.6 AR Modelling in White Noise ................................ 71

6 Summaries, Extensions & Remarks ............................. 75

6.1 Summary of Study on Prediction of On-line Processes ............. 75
6.2 Summary of Study on Prediction of Daily Processes ................ 76
6.3 Extensions ................................................. 77
6.4 C++ Implementation ...................................... 79
6.4.1 Contribution to Public Programming Tools .................. 80
6.4.2 Class Implementation for ARMA Spectral Methods ............. 80
6.4.3 Class Implementation for Kalman Filter and RPE Algorithms .... 81
6.5 Contributions .................................................. 83
6.6 Closing Remarks ................................................ 83

A Brief Review of Time Series and Stochastic Processes 86
A.1 Discrete Time Series ........................................... 86
A.2 Discrete Stochastic Processes ................................. 87
A.3 Wide Sense Stationary Processes ............................. 87
A.4 Power Spectral Density ....................................... 88
A.5 Gaussian Processes ........................................... 88
A.6 White Noise Processes ....................................... 89

B Spectral Algorithms .............................................. 90
B.1 MYWE Algorithm ............................................... 90
B.2 Burg Algorithm ............................................... 91

C Results From Experimentation on On-line Data ............ 92
C.1 Higher Order Models .......................................... 92

D Results From Experimentation on Daily Data ............... 93
D.1 Determination of Sample Size for Modelling .............. 93
D.2 Fine Tuning the Forgetting Factor ........................... 94
D.3 AR Modelling in White Noise ................................ 96
Notation

Various symbols, superscripts, subscripts, and abbreviations used frequently in this document are summarized below. All notation is fully defined where it first arises in the text.

Symbols

* Denotes complex conjugate transpose.

\( T \) Denotes the transpose of a vector or matrix.

\( \cdot \) Denotes prediction or estimate.

\( \sim \) Denotes a distribution of a random variable; i.e. \( X \sim N(0,1) \), denotes that \( X \) follows a Gaussian or Normal distribution.

\( a_i \) \( i^{th} \) auto-regressive parameter of ARMA process.

\( b_i \) \( i^{th} \) moving average parameter of ARMA process.

\( d \) 1. Degree of differencing in ARIMA modelling.
2. Dimension of parameter vector in the RPE algorithm.

\( D_k \) Diagonal matrix used in UD-decomposition in the RPE algorithm.

\( e_k \) Prediction error or residual of process.

\( F_k \) Transition matrix of state-space model.

\( G_k \) State noise coupling matrix of state-space model.

\( H_k \) Observation matrix of state-space model.

\( K_k \) 1. Kalman filter gain and modified gain matrix.
2. Reflection coefficient of AR process.

\( L_k \) 1. Output covariance of Kalman filter; a \( 1 \times 1 \) matrix.
2. Parameter gain of RPE algorithm; a \( d \times 1 \) matrix.

\( M_k \) Modified gain in the Kalman filter algorithm.

\( N(\mu, \sigma^2) \) Denotes a Gaussian or Normal distribution with mean \( \mu \) and variance \( \sigma^2 \).

\( P_k^{(+)} \) Associated \textit{a posteriori} error covariance matrix of \( \hat{x}_k^{(+)} \) in Kalman filter.

\( P_k^{(-)} \) Associated \textit{a priori} error covariance matrices of \( \hat{x}_k^{(-)} \) in Kalman filter.
$P_{k+n}$  Associated $n$-step $a$ priori error covariance matrix of $\hat{x}_{k+n}$ in Kalman filter.

$\gamma_k$  Variable used to represent the matrix $\gamma_k R_k^{-1}$ to facilitate the implementation of the RPE algorithm. A $d \times d$ matrix.

$Q_k$  Covariance matrix of driving noise $w_k$ of state-space model.

$R_k$  1. Covariance matrix of observation noise $v_k$ of state-space model.
     2. Hessian matrix in RPE method.

$S_k$  1. Correlation matrix of driving and observation noise of state-space model; $E\{w_k v_k\}$.
     2. Also the denominator of the gain $L_k$ in RPE algorithm; a $1 \times 1$ matrix.

$\{u_k\}$  Input driving sequence to ARMA process, usually a white noise process.

$U_k$  Upper-triangular matrix used in U-D decomposition of the matrix $P_k = U_k D_k U_k^T$ in the RPE algorithm.

$\{v_k\}$  White noise process that corrupts the observation process $\{z_k\}$ in state-space model. Termed observation noise.

$\{z_k\}$  1. Output sequence of ARMA process.
     2. State vector of state-space model.

$\hat{x}_k$  $A$ priori estimate of state vector in RPE algorithm at time $k$. A one-step prediction state prediction.

$\hat{x}^{(+)}_k$  $A$ posteriori estimate of state vector of Kalman filter at time $k$ using the measurement $Z_k$.

$\hat{x}^{(-)}_k$  $A$ priori estimate of state vector of Kalman filter at time $k$ using the measurement $Z_{k-1}$. A one-step prediction state prediction.

$\hat{x}^{(-,n)}_{k+n}$  $A$ priori $n$-step state estimate in Kalman filter at time $k$ using the measurement $Z_{k-1}$. An $n$-step prediction state prediction.

$y_k$  System output in the RPE algorithm.

$\hat{y}_k$  Prediction error of the output of the system in the RPE algorithm.

$\hat{y}_k$  Prediction of the output of the system in the RPE algorithm.

$\{z_k\}$  The observation process of state-space model.

$\{\hat{z}_k\}$  Innovations process in Kalman Filter.

$Z_k$  Observation sequence $z_0, z_1, \ldots, z_k$. 

ix
Greek Letters and Symbols

$\delta_{kl}$  Kronecker delta function.

$\Delta$  Difference operator.

$\Delta^d z_k$  $d^{th}$ difference of observation vector $z_k$.

$\varepsilon$  Prediction error in RPE algorithm. Equals $\hat{y}$ in RPE applied to state-space.

$\varepsilon$  Filtered signal in SISO RPE algorithm.

$\bar{\varepsilon}$  Residual in SISO RPE algorithm.

$\{\gamma_k\}$  Gain sequence in RPE method.

$\lambda$  Forgetting factor of the RPE method.

$\psi$  Gradient of predictions in RPE method. A $d \times 1$ matrix.

$\rho$  Prediction error power; modelling error in SE.

$\sigma^2$  Variance of a process.

$\theta$  Parameter vector of RPE method. A vector of size $d = p + q$ for ARMA system.

$\hat{\theta}_k$  Estimate of parameter vector of RPE method at time $k$.

$\tilde{\theta}_k$  Difference between parameter vectors $\hat{\theta}_{k+1}$ and $\hat{\theta}_k$ of RPE method.

$\mu$  1. Factor used in projection algorithm to ensure stable parameters in RPE algorithm.
      2. Mean of a stochastic process.

Caligraphic Letters and Symbols

$A(z)$  $z$-transform of the AR branch.

$B(z)$  $z$-transform of the MA branch.

$\mathcal{E}$  Expectation operator.

$\mathcal{H}(z)$  System transfer function for ARMA process; also the $z$-transform of the impulse response function $h$.

$\mathcal{M}_S$  Stable model set for ARMA model.

$Z^{-1}$  Inverse $Z$-transform operator.
Special Symbols

\( A(f) \) Denotes \( A(z) \) where \( z \) is evaluated along the unit circle i.e. \( z = \exp(j2\pi f) \) for \(-0.5 \leq f \leq 0.5\).

\( B(f) \) Denotes \( B(z) \) where \( z \) is evaluated along the unit circle i.e. \( z = \exp(j2\pi f) \) for \(-0.5 \leq f \leq 0.5\).

\( \text{AR}(p) \) Auto-regressive process of order \( p \).

\( \text{ARIMA}(p,d,q) \) Auto-regressive Integrated Moving Average process of order \( p, d, q \).

\( \text{ARMA}(p,q) \) Auto-regressive Moving Average process of order \( p, q \).

\( \text{MA}(q) \) Moving Average process of order \( q \).

\( O(.) \) Order of an algorithm.

\( P_{xx}(f) \) Power Spectral Density.

\( r_{xx}[k] \) Autocorrelation function (ACF) at lag \( k \).

Acronyms

ACF Autocorrelation Function.

ADF Adjusted Dickey-Fuller method.

AIC Akaike Information Criterion.

AMLE Akaike Maximum Likelihood Estimator.

AR Auto-Regressive.

ARIMA Auto-Regressive Integrated Moving Average.

ARMA Auto-Regressive Moving Average.

DTS Discrete Time Series.

EKF Extended Kalman Filter.

MA Moving Average.

MLE Maximum Likelihood Estimator.

MYWE Modified Yule-Walker Equations.

NaN Not a Number; designates \( \pm \infty \).
SE  Spectral Estimation.
SS  State-Space.
PSD  Power Spectral Density.
RPE  Recursive Prediction Error.
SAS  Statistical Analysis System.
WSS  Wide Sense Stationary.
Chapter 1

Introduction

For many years stock market prediction has been a topic of interest in financial circles. Researchers in the area have used statistical models and the Box-Jenkins ARIMA approach for seasonal and non-seasonal time-series [1]. Other ongoing works use the neural net approach [2, 3, 4] and one other work has coupled neural networks with the statistical model approach [5]. These approaches to identification and prediction are performed using off-line methods to identify linear time-invariant models of daily closing price data which allowed ample time for analysis in application.

With the growing popularity of the Internet, on-line information of stock market processes are now available to virtually anybody with access. Computer programs can be written with reasonable programming effort to monitor this information which may be used for on-line prediction of stocks. For example, a communications program can be written using UNIX programming to query information sites that can reach a rate of one query for every minute. Information on histories of daily closing prices of stocks are also available from sites on the Internet.  

\footnote{The data of daily closing prices that were used in this project were obtained by FTP from the World
1.1 Motivation for Recursive Parameter Estimation

Although time-series models can yield good results in the short term, these methods may degrade if the processes are not remodeled as fresh data arrive. This degradation may happen due to a linear approximation of a likely non-linear system or due to time-variant properties that are ignored. A short time-series data set is assumed to be locally wide sense stationary and parameter estimates of the model are time-invariant. As new data arrive these assumptions may no longer be valid.

With limited resources, on-line techniques may be a necessity for real-time monitoring and prediction of many stock processes. The scarcity of resources may arise from a limited computing facility coupled with the monitoring of a large group of stocks in concert. As time continues, and further measurements of stock processes are available, it may be necessary to adapt models of these to the time-variant or non-linear nature of the system in order to obtain reasonable predictions. Off-line methods for remodelling processes may no longer be feasible for real-time needs.

On-line prediction and adaptive modelling of stock market processes appear to be absent from the literature. The advantage of on-line algorithms lies in the use of recursive formulae, so that state and parameter estimates can be updated without repeated computation of matrix solutions which can be quite time consuming. As well, with processing of data being made on-line, old data may be discarded and potential data storage problems are bypassed.

The recursive parameter estimation algorithm that is used in this project is the general Recursive Prediction Error (RPE) method [6]. This general algorithm has many implementations in identification. In this project it is applied to both SISO and state-space models.²

²Throughout this report the term SISO refers to single-input single-output systems in scalar difference equation form. The term state-space refers to systems, that may be single-input single-output systems, but

and can be applied to time-variant or time-invariant modelling. The RPE method updates its parameter vector by using information obtained from its linear prediction errors of the process which is being modelled. The algorithm can be used to update system models when initial parameter estimates are uncertain or unknown in the time-variant and time-invariant cases. For time-variant parameter estimation, the algorithm’s forgetting factor can be fine tuned or adjusted for better adaptation to the system being modeled.

1.2 Motivation for the Use of Kalman Filter in Prediction

The Box-Jenkins (SISO) prediction method is a well known approach for prediction of stationary stock processes. It uses linear combinations of past outputs measured from a process, and estimates of past inputs obtained from prediction errors of this process. This approach does not take into account or take advantage of the noise statistics of the model when computing its predictions.

The Kalman filter [7, 8, 9] is an alternative method than can be used for linear prediction for a wide range of processes. The distinctive feature of the Kalman filter is its mathematical formulation which is described in terms of stochastic state-space concepts and its solution for state estimation and prediction is computed recursively. The Kalman filter's variable gain may be an advantage in providing state estimates as the noise statistics of the state-space model are used to compute the filter gains which may produce enhanced predictions.

The state-space concept has only recently been popularized for time-series modelling \(^3\)

---

\(^3\)Although the Kalman filter’s main application was intended for state estimation, it is worth mentioning that it can also be used for estimation of model parameters [10], but this application is not investigated in this project.
In control engineering, the Kalman filter has been a fundamental algorithm since its first appearances in [7, 12].

1.3 Thesis Objective & Contributions

This thesis describes a first experimental project using a recursive parameter estimation and state-space Kalman filter approach to on-line modelling and prediction of stock market processes using ARIMA modelling of time-series data. A study on these approaches is performed on on-line (real-time)\(^4\) and daily closing price stock processes.

The study attempts to compare the traditional SISO (Box-Jenkins) approach to the state-space Kalman filter approach and looks at the importance of the use of on-line adaptive modelling. For the state-space approach, the processes are also modeled as auto-regressive processes embedded in noise which makes an ideal study for the Kalman filter. The ARIMA approach for time-series modelling of daily closing price time-series has been an approach used in the past but no studies appear to have been done using on-line modelling methods for on-line or daily closing price data.

Important Issues

It is important to mention a few things about the approaches that are taken in this project. The first is that a linear modelling approach is taken to identifying processes that can exhibit non-linear behaviour. This modelling approach may still be used since any non-linear behaviour is linearized around the nominal point through the recursive parameter estimation. The second is that the Kalman filter is a method that is based on Gaussian

\(^4\)The terms on-line and real-time refer to the same data. They are time-series data that would be available on-line on a basis of every few minutes, a real-time application.
disturbances to the system. Stock markets processes are random processes that can exhibit non-Gaussian behaviour.

It should also be emphasized that a system using these approaches like any other forecasting system, can be a useful tool, but its suggestions (predictions) are not intended to be a main factor in a decision making process. The analysis provided by any system such as this may not be profitable unless it is coupled with the expertise that comes from studying the qualitative characteristics of the relevant economic environment.

1.4 Time-Series Modelling Approach

The Box-Jenkins Auto-Regressive Integrated Moving Average (ARIMA) models of time-series are used as the statistical models of the stock market processes. This approach has been used in the past for modelling time-series representing stock market processes. These models are identified by differencing an assumed non-stationary process to obtain a locally wide sense stationary (WSS) process. The resulting process is modeled as an Auto-Regressive Moving Average (ARMA) process. It is assumed that little knowledge or understanding of the mechanisms that drive stock market processes is known. This is the motivation for using this general class of models.

A nearly automated method for building initial ARMA models using spectral estimation methods is employed. These methods often provide efficient recursive algorithms to provide a set of models of different orders. An automated model selection criterion is used to choose a model from this set.

Upon obtaining the initial model using the off-line spectral techniques, the assumed time-variant parameters can be updated and the state and output of the system can be predicted on-line via the RPE algorithm. Traditionally, time-series modelling has mostly been used to
identify time-invariant models and predictions were mostly performed on a small range of
data extending into the near future. For example, a process is usually modeled over 100 to
200 serial observations (depending on data availability) and prediction is performed on the
next 5 to 10 units of time. The assumption of local wide sense stationarity is maintained
over this short period. Since it is desired to perform on-line prediction as further new data
are available, local wide sense stationarity is no longer valid and the time-variant nature of
the system may be needed to be accounted for. This is the reason for using the RPE method.
For systems showing time-invariant behaviour, a time-invariant implementation of the RPE
algorithm can also be used to improve modelling of the system.

1.5 Organization

The following chapter describes the general approaches that are used in this thesis such as
the general class of ARIMA models, spectral estimation, Kalman filtering and the general
algorithm for the RPE method. The purpose of Chapter 3 is to present the implementations
of these approaches to the specific models used in this project. In Chapter 4, experiments are
described and results of these experiments using on-line data are presented and discussed.
Chapter 5 presents the results of experimentation on daily closing price data. In Chapter
6, the discussions of the results from the previous two Chapters 4 and 5 are presented as
well as the conclusion and extensions. There is also an appendix that includes a review of
time-series and stochastic processes, spectral algorithms, and results are deferred.
Chapter 2

Time-Series Models, the Kalman Filter, & Recursive Identification

This chapter introduces the tools that are used in this project. ARMA and ARIMA time-series models are presented along with an overview of the spectral methods that model ARMA processes. The general Kalman filter problem is defined and its solution presented. The general Recursive Prediction Error (RPE) algorithm used for real-time parameter estimation is also presented. In Appendix A, some basics on time-series and stochastic processes are reviewed. This revision could have been placed within this chapter but it was deferred to the appendix, as it was thought that most readers would be somewhat familiar with these concepts.
2.1 Time-Series Models

Many discrete-time stochastic processes\(^1\) encountered in practice are closely approximated by time-series models. Two of the most important model classes for time-series are the \textit{auto-regressive moving average} (ARMA) and \textit{auto-regressive integrated moving average} (ARIMA) models (also known as the Box-Jenkins class of models) which have been popular for representing stock market and economic \cite{1, 5, 10} time-series. A convenient aspect about using these model classes is that modelling is performed with little knowledge or understanding of the dynamic mechanisms of the process under study.

2.1.1 ARMA Models

\textit{Auto-Regressive Moving Average} (ARMA) models are a general class of linear models used to describe stationary stochastic processes. In a scalar ARMA model, an input driving sequence \(\{u_n\}\) and the output sequence \(\{x_n\}\) that are used to model the data are related by the linear difference equation \((2.1)\). Generally \(\{u_n\}\) is a non-measurable white noise process with variance \(\sigma_u^2\), that may only be estimated.

\[
x_n = -\sum_{k=1}^{p} a_k x_{n-k} + \sum_{k=0}^{q} b_k u_{n-k}
\]

\((2.1)\)

The ARMA process is denoted as an ARMA\((p,q)\) process. The \(a_k\) and \(b_k\) coefficients are termed the \textit{auto-regressive} and the \textit{moving average} parameters\(^2\) respectively. If \(q = 0\) the process is termed auto-regressive, AR\((p)\) and if \(p = 0\), the process is termed moving average.

\(^1\)It is henceforth assumed that the term \textit{stochastic process} or \textit{random process} will be represented by the term \textit{process}.

\(^2\)Here \(a_0 = b_0 = 1\). \(a_0\) implicitly multiplies \(x_n\) on the left hand side.
MA(q). For time-varying ARMA processes, which are no longer WSS, the parameters of the model are time indexed.

The input driving noise in equation (2.1) should not be mistaken for observation noise that may be added onto the ARMA signal [13, page 109]. This driving noise gives rise to the random nature of the observed process. If observation noise is present, one would obtain,

$$y_n = x_n + w_n = -\sum_{k=1}^{p} a_k x_{n-k} + \sum_{k=0}^{q} b_k u_{n-k} + w_n \quad (2.2)$$

where \( \{w_n\} \) is often assumed to be a white-noise process independent of \( u_n \), with variance \( \sigma_w^2 \).

ARMA models are often referred to as transfer function models. The system transfer function \( \mathcal{H}(z) \) between the input \( u_n \) and the output \( x_n \) for the ARMA process of (2.1) is the rational function,

$$\mathcal{H}(z) = \frac{B(z)}{A(z)} \quad (2.3)$$

where \( A(z) = \sum_{k=0}^{p} a_k z^{-k} \) is the z-transform of the AR branch and \( B(z) = \sum_{k=0}^{q} b_k z^{-k} \) is the z-transform of the MA branch.

To ensure that \( x_n \) is a WSS process the zeros of \( A(z) \) must be within the unit circle around the origin of the complex plane [13, page 109]. Some restrictions on \( B(z) \) are necessary in model identification. The implementation of certain ARMA identification algorithms require that the stability of the MA parameter branch be monitored to avoid numerical situations that may cause the algorithm to breakdown and crash [6, page 483] [13, page 311].
2.1.2 ARIMA Models

There is a wider class of models called Auto-Regressive Integrated Moving Average (ARIMA) models which is capable of exhibiting ARMA model behaviour as well as non-stationary behaviour. Non-stationary processes behave as if they had no fixed mean or autocorrelation function (ACF). Some of these processes can be differenced an appropriate number of times to obtain a locally WSS process. What is meant by differencing is explained in the following.

Suppose the observed process is \( z_0, z_1, \ldots, z_n, \ldots, z_N \). Consider the operation defined for \( n \geq 1 \), by

\[
\Delta z_n \overset{\Delta}{=} z_n - z_{n-1}. \tag{2.4}
\]

The \( \Delta \) operator is called the difference operator. The operator \( \Delta^d \) applied to \( z_n \), for \( n \geq d \), is called the \( d^{th} \) difference of \( z_n \) and is defined for \( d \geq 1 \), by

\[
\Delta^d z_n \overset{\Delta}{=} \Delta^{d-1} z_n - \Delta^{d-1} z_{n-1}. \tag{2.5}
\]

If the number of times that the time-series \( z_n \) has been differenced is correct, the resulting process \( \{\Delta^d z_n\} \) will be locally stationary and it may now be represented by an appropriate ARMA model of order \( (p, q) \). Now that \( \Delta^d z_n \) is a locally stationary process, it is represented by \( x_n \). It is said that the \( z_n \) process is an ARIMA process of order \( (p, d, q) \) and is described by equation (2.6).

\[
\Delta^d z_n \overset{\Delta}{=} x_n = - \sum_{k=1}^{p} a_k x_{n-k} + \sum_{k=0}^{q} b_k u_{n-k} \tag{2.6}
\]

The strategy for differencing is discussed further on in the next chapter.
Reconstructing the ARIMA process through Anti-Differencing of the ARMA Process

The reconstruction of the ARIMA process from the ARMA process is shown here. This will be useful further on for constructing ARIMA predictions. Recalling the equations (2.4) and (2.5), it can be shown that the following closed form for \( \Delta^d z_n \) is obtained.

\[
\Delta^d z_n = \sum_{i=0}^{d} (-1)^i \binom{d}{i} z_{n-i}
\]

(2.7)

With equation (2.7), we may isolate and solve for \( z_n \).

\[
z_n = \Delta^d z_n - \sum_{i=1}^{d} (-1)^i \binom{d}{i} z_{n-i}
\]

(2.8)

where

\[
\binom{d}{i} = \frac{d!}{(d-i)!i!}
\]

(2.9)

2.2 Spectral Estimation

The general problem of *spectral estimation* (SE) is that of determining the spectral content of a WSS stochastic process based on a finite set of observations from that process [13]. What concerns us the most about SE is that it can be used to give estimates of the parameters of an ARMA process [13]. The most important result from SE is the relationship between AR, MA and driving noise variance parameters and the ACF of a WSS process \( x_n \) given by (2.10).
\[ r_{xx}[k] = \begin{cases} 
- \sum_{i=1}^{p} a_i r_{xx}[k - i] + \sigma_n^2 \sum_{i=0}^{q-k} h_i^* b_{i+k} & \text{for } k = 0, 1, \ldots, q \\
- \sum_{i=1}^{p} a_i r_{xx}[k - i] & \text{for } k \geq q + 1
\end{cases} \quad \text{(2.10)}
\]

Here \( \sigma^2 \) denotes the variance of the driving noise of the process, \( r_{xx}[i] \) is the ACF, and \( h \) is the impulse response function. The superscripted * denotes the complex conjugate transpose.

The relationships between the ACF and the AR, MA and driving noise variance parameters of the ARMA model is a nonlinear one. Given the ACF, we must solve a set of nonlinear equations to find the model parameters.

Realistically one may only obtain an estimate of the ACF based on the \( N \) contiguous observations \( \{x_0, x_1, \ldots, x_{N-1}\} \) of a single realization of a WSS random process. For practical applications the observation interval can be quite short. From this truncated estimate of the ACF, estimates of the ARMA parameters can be obtained through the relationship given in (2.10).

There is another important reason for the limitation on the number of points in the observation interval. It is that many processes are not WSS but can be characterized as locally WSS if the non-stationarity is not too severe. Locally WSS processes are processes such that the expectation \( \mathcal{E}(x^*[n]z[n+k]) \) has a small variation with \( n \) over the duration of the observation interval. If the observation interval, which is \( N \) samples in length, is sufficiently small, the process may be considered to be locally WSS [13].

### 2.2.1 Overview of Spectral Methods

There exist many well known algorithms related to spectral estimation for the identification of AR, MA and ARMA models[13]. This section briefly describes the methods that are used
in this project\textsuperscript{3}.

**Akaike Approximate MLE**

The *Akaike Approximate Maximum Likelihood Estimator* (AMLE) algorithm \textsuperscript{15} is the choice algorithm\textsuperscript{16} of ARMA parameter estimation methods. It attempts to solve equations (2.10) by minimization of a highly non-linear function. This algorithm is a non-linear optimization scheme which is iterative in nature and is not guaranteed to converge. If convergence does occur, the local minimum that is found may not be global. It is important to begin the iteration with an initial estimate\textsuperscript{4} that is close to the true parameter values, so that hopefully the global minimum will be found.

The Akaike MLE algorithm attempts to find estimates of the ARMA parameters that minimize

\[
Q(a, b) = \frac{1}{N} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left| X(f) \right|^2 \left| \frac{A(f)}{B(f)} \right|^2 df. \tag{2.11}
\]

where \( N \) is the number observations in the time-series being modelled. Akaike proposed using the Newton-Raphson iteration to find a zero of the following equation

\[
\begin{bmatrix}
  a_{k+1} \\
  b_{k+1}
\end{bmatrix}
= \begin{bmatrix}
  a_k \\
  b_k
\end{bmatrix} - H^{-1}(a_k, b_k) \begin{bmatrix}
  \frac{\partial Q}{\partial a} \\
  \frac{\partial Q}{\partial b}
\end{bmatrix} \bigg|_{a = a_k, b = b_k} \tag{2.12}
\]

where \( a_k \) and \( b_k \) are the \( k^{th} \) iterates of the AR and MA filter parameter vectors, respectively. \( H(a, b) \), the Hessian of \( Q \), is defined as

\textsuperscript{3}For complete development and discussion of the algorithms and their statistical properties of these methods, one should refer to the main references on this subject [13, 14].

\textsuperscript{4}This initial estimate may be found using the Modified Yule-Walker Equations algorithm which follows this brief presentation of the AMLE.
\[
H(a, b) = \begin{bmatrix}
\frac{\partial^2 Q}{\partial a \partial a'} \\
\frac{\partial^2 Q}{\partial b \partial a'} \\
\frac{\partial^2 Q}{\partial a \partial b'} \\
\frac{\partial^2 Q}{\partial b \partial b'}
\end{bmatrix}
\]

(2.13)

Approximations of the partial derivatives are given in the following:

\[
\frac{\partial Q}{\partial a[k]} = 2 \sum_{i=0}^{p} a[i] \hat{r}_{yy}[k - i] \quad \text{for} \quad k = 1, \ldots, p
\]
\[
\frac{\partial Q}{\partial b[l]} = -2 \sum_{i=0}^{q} b[i] \hat{r}_{zz}[l - i] \quad \text{for} \quad l = 1, \ldots, q
\]

(2.14)

\[
\frac{\partial^2 Q}{\partial a[k] \partial a[l]} = 2 \hat{r}_{yy}[k - l] \quad \text{for} \quad k = 1, \ldots, p
\]
\[
\text{for} \quad l = 1, \ldots, p
\]

\[
\frac{\partial^2 Q}{\partial a[k] \partial b[l]} = 2 \hat{r}_{zz}[k - l] \quad \text{for} \quad k = 1, \ldots, q
\]
\[
\text{for} \quad l = 1, \ldots, q
\]

(2.15)

\[
\frac{\partial^2 Q}{\partial a[k] \partial b[l]} = -2 \hat{r}_{yz}[k - l] \quad \text{for} \quad k = 1, \ldots, p
\]
\[
\text{for} \quad l = 1, \ldots, q
\]

where

\[
\hat{r}_{yy}[k] = \frac{1}{N} \sum_{n=0}^{N-|k|-1} y[n] y[n + |k|]
\]

\[
\hat{r}_{zz}[k] = \frac{1}{N} \sum_{n=0}^{N-|k|-1} z[n] z[n + |k|]
\]

and

\[
\hat{r}_{yz}[k] = \begin{cases} 
\frac{1}{N} \sum_{n=0}^{N-k-1} y[n] z[n + k] & \text{for} \quad k \geq 0 \\
\frac{1}{N} \sum_{n=-k}^{N-1} y[n] z[n + k] & \text{for} \quad k < 0
\end{cases}
\]

(2.16)

The sequences \(y[n]\) and \(z[n]\) are defined as

\[
y[n] = Z^{-1} \left\{ \frac{\mathcal{H}(z)}{B(z)} \right\}
\]

\[
z[n] = Z^{-1} \left\{ \frac{\mathcal{H}(z) A(z)}{B^2(z)} \right\}
\]
where $\mathcal{H}(z) = \sum_{n=0}^{N-1} x[n] z^{-n}$. It is mentioned that the Akaike estimator may not yield minimum-phase filter estimates during the course of the iteration. If any iterate of the MA parameters causes $B(z)$ to have a zero outside the unit circle, then due to the instability of $1/B(z)$, the $y[n]$ and $z[n]$ sequences will grow large. It is therefore necessary to monitor the stability of the $1/B(z)$ filter.

To avoid the inversion of the Hessian in equation (2.12), we may multiply the left and right hand sides by the Hessian to obtain

$$
H(a_k, b_k) \begin{bmatrix} a_{k+1} \\ b_{k+1} \end{bmatrix} = H(a_k, b_k) \begin{bmatrix} a_k \\ b_k \end{bmatrix} - \begin{bmatrix} \frac{\partial Q}{\partial a} \\ \frac{\partial Q}{\partial b} \end{bmatrix} \begin{bmatrix} a_k \\ b_k \end{bmatrix}
$$

(2.17)

and this equation can be solved using the Cholesky decomposition since the Hessian is ensured to be positive definite.

As mentioned, the method is iterative and attempts to improve on an initial model estimate in which its order has been predetermined. It is unlike other methods that model recursively.

**Modified Yule-Walker Equations**

The *Modified Yule-Walker Equations* (MYWE) algorithm is an ad hoc method to estimate the AR parameters of an ARMA process. The MYWE algorithm arises from the difficulties associated with solving the nonlinear equations (2.10) to obtain estimates of the ARMA parameters. This recursive method is direct, non-iterative and suboptimal. It can however provide a decent estimate of the parameters and can be used to provide an initial model estimate for an optimal ARMA parameter estimation algorithm such as the AMLE.

The MYWE method solves the MYWE equations (2.18) recursively to obtain an estimate of the AR parameters. The method requires only $O(p^2)$ operations. Afterwards the ARMA
process is filtered using the AR parameters and the resulting MA process is identified via Durbin’s method.

\[
\begin{bmatrix}
    r_{xx}[q] & r_{xx}[q-1] & \ldots & r_{xx}[q-p+1] \\
    r_{xx}[q+1] & r_{xx}[q] & \ldots & r_{xx}[q-p+2] \\
    \vdots & \vdots & \ddots & \vdots \\
    r_{xx}[q+p-1] & r_{xx}[q+p-2] & \ldots & r_{xx}[q]
\end{bmatrix}
\begin{bmatrix}
    1 \\
    a_1 \\
    \vdots \\
    a_p
\end{bmatrix}
= -
\begin{bmatrix}
    r_{xx}[q+1] \\
    r_{xx}[q+2] \\
    \vdots \\
    r_{xx}[q+p]
\end{bmatrix}
\] (2.18)

The MYWE algorithm is presented in Appendix B.

Durbin’s Method

Durbin’s method is used to find the parameters of MA processes. The straightforward algorithm has two main steps. The first step is to replace the MA(q) process by a large order AR process. That is for the time-series \( \{x[0], \ldots, x[N-1]\} \), some \( P \) is chosen\(^5\) where \( q << P << N \), and model this time-series as AR(\( P \)) using for example the Levinson or Burg algorithms.

The second step involves using the AR parameter estimates obtained in the first step as a new time-series and this one is modeled as an AR process as well. The resulting parameters of this second AR(q) process are the parameters for the MA(q) process. To obtain the variance of the process, the data is filtered to obtain an estimate of the driving white noise process and the power of this is taken.

Burg Method

The most popular approach to AR parameter estimation is the Burg method. Based on the Levinson recursion \([13, \text{page 161}]\), this method is another efficient algorithm in obtaining

\(^5\)Typically we have \( q < N/10 \) and \( P \sim N/5 \).
parameter estimates of an AR process. This method differs from the Levinson recursion\(^6\) in that the AR parameters are estimated so that the method yields estimated poles that are guaranteed to be on or inside the unit circle.

This minimum phase property is not only useful for determining AR parameters but also for indirectly obtaining MA parameters which result from Durbin’s method. (Recall that Durbin’s method uses an AR method to obtain the MA parameters.) Durbin’s method can now provide minimum phase MA parameter set to go along with the AR parameters obtained from the MYWE. The two parameter branches can be an initial parameter set to the AMLE which monitors the stability of the MA branch.

### 2.3 The Kalman Filter

The *Kalman filter* is a linear estimator for systems in state-space representation. In general, it is used to estimate the state of a linear dynamic system excited by white noise, by using observations of the system corrupted by additive white noise. The Kalman filter may also be used for predicting the state and output of a linear system.

The Kalman filter has the very important property that it is the optimal estimator for linear systems described above [9]. What is meant by this is that it is a computational algorithm that uses measurements of a process to deduce a minimum error, unbiased estimate of the state of the system by utilizing knowledge of the dynamics of the state and measurements and the assumed statistics of the system noises, measurement errors, and initial conditions [17]. By using the measurements from a process, the state estimate is thus a conditional

\(^6\)The Levinson recursion estimates the AR parameters by recursively solving the MYWE (2.18) for \(p = 0, 1, \ldots, p_{\text{max}}\) and \(q = 0\).
estimate.

When the Gaussian assumption is dropped, there is no longer any guarantee that the Kalman filter will give the conditional mean of the state vector. However, it is still an optimal estimator in the sense that it minimizes the mean square error within the class of all linear estimators [10, page 105].

In the remainder of this section, the state-space model of the general system from which measurements are obtained is described. The discrete Kalman filtering problem and its solution are presented. The application of the Kalman filter to ARMA processes will be presented in the next chapter.

2.3.1 State-Space System Model

The state and observation equations are given respectively by the state-space model (2.19)(a,b). Here \( \{x_k\} \) is the state vector process in \( \mathbb{R}^n \), which in general is not observable. \( \{z_k\} \) is the observation vector process in \( \mathbb{R}^p \).

\[
\begin{align*}
x_{k+1} &= F_k x_k + G_k u_k \\
z_k &= H_k x_k + v_k
\end{align*}
\]  

(2.19a)  

(2.19b)

The state equation is subject to initial conditions where \( x_0 \) is a Gaussian random variable with mean and covariance (2.20).

\[
x_0 \sim N(\bar{x}_0, P_0)
\]  

(2.20)
\{u_k\} for \(k \geq 0\) is a Gaussian white noise vector process which disturbs the state process while the correlated and Gaussian \{v_k\} corrupts the observation process. \{u_k\} and \{v_k\} have mean 0 and covariances given by (2.21) and are not necessarily independent.

\[
\mathcal{E}\left(\begin{bmatrix} u_k \\ v_k \end{bmatrix} | \begin{bmatrix} u_l \\ v_l \end{bmatrix} \right) = \begin{bmatrix} Q_k & S_k \\ S_k^T & R_k \end{bmatrix} \delta_{kl} \tag{2.21}
\]

### 2.3.2 Kalman Filter Problem

The Kalman filtering problem is the conditional state estimation of the state \(x_k\), using a linear function of the observations \(z_k\). State estimates are denoted \(\hat{x}_k^{(-)}\) and \(\hat{x}_k^{(+)}\) and are called the a posteriori and a priori estimates of \(x_k\) respectively. Explained otherwise \(\hat{x}_k^{(+)}\) and \(\hat{x}_k^{(-)}\) are state estimates at time \(k\) using information of the observations up until time \(k\) and \(k - 1\) respectively. Formally these estimates are given by:

\[
\hat{x}_k^{(-)} \triangleq \mathcal{E}[x_k|Z_{k-1}] \tag{2.22a}
\]
\[
\hat{x}_k^{(+)} \triangleq \mathcal{E}[x_k|Z_k] \tag{2.22b}
\]

as well as the associated a priori and a posteriori conditional error covariance matrices:

\[
P_k^{(-)} \triangleq \mathcal{E}[\begin{bmatrix} x_k - \hat{x}_k^{(-)} \\ \hat{x}_k^{(-)} \end{bmatrix}|Z_{k-1}] \tag{2.23a}
\]
\[
P_k^{(+)} \triangleq \mathcal{E}[\begin{bmatrix} x_k - \hat{x}_k^{(+)} \\ \hat{x}_k^{(+)} \end{bmatrix}|Z_k] \tag{2.23b}
\]

where \(Z_k = \{z_1, z_2, \ldots, z_k\}\).
2.3.3 Kalman Filter Solution

The Kalman filter is described as in [8, page 122] by equations (2.25) and (2.26), subject to the initial conditions (2.24).

\[
\begin{align*}
\hat{x}_0^{(-)} &= \bar{x}_0 & (2.24a) \\
P_0^{(-)} &= P_0 & (2.24b)
\end{align*}
\]

First \( \hat{z}_k \) is denoted the innovations. The innovations \( \hat{z}_k \) contains the new information that the observation brings that is not carried in \( Z_{k-1} \). The output error covariance \( L_k \) represents the uncertainty of the output. The matrix gain \( K_k \) gives the value of the new information, the innovations \( \hat{z}_k \).

\[
\begin{align*}
\hat{z}_k &= z_k - H_k \hat{z}_k^{(-)} & (2.25a) \\
L_k &= H_k P_k^{(-)} H_k^T + R_k & (2.25b) \\
K_k &= P_k^{(-)} H_k^T L_k^{-1} & (2.25c)
\end{align*}
\]

Note that \( P_k^{(-)} \) and \( R_k \) are symmetric positive semi-definite matrices and if \( R_k \) is positive definite then the inverse of \( L_k \) is guaranteed to exist. The core of the algorithm is the following set of recursive equations.
\[ \dot{x}_k^{(+)} = \dot{x}_k^{(-)} + K_k \tilde{z}_k \]  
\[ P_k^{(+)} = P_k^{(-)} - K_k H_k P_k^{(-)} \]  
\[ \dot{x}_k^{(-)} = F_k \dot{x}_k^{(+)} + G_k S_k \tilde{z}_k \]  
\[ P_{k+1}^{(-)} = F_k P_k^{(+)} F_k^T - F_k K_k S_k G_k^T - G_k S_k^T K_k F_k^T \]  
\[ -G_k S_k^T L_k S_k G_k^T + G_k Q_k G_k^T \]  
(2.26a)  
(2.26b)  
(2.26c)  
(2.26d)

It is also worth mentioning that when \( S_k \) is zero then the driving noise of the state process and the observation process are independent. The equations of (2.26) simplify somewhat to what is commonly referred to as the Conventional Kalman filter.

### 2.4 Real-time Recursive Parameter Estimation

The need for on-line recursive parameter estimation arises when fresh experimental data are continuously in supply and it is desired to improve our parameter estimates by making use of this new information. With a recursive formula, the estimates can be updated without repeatedly computing matrix solutions (often involving matrix inversions) that can be quite time consuming.

Many on-line methods exist for estimating parameters of a time-invariant model. These methods give equal weighting for all the measured data as the process evolves since the more recent data has as much value as older data in providing information about the system that is being modeled. These methods hold when the parameters of the system are virtually constant throughout the period of estimation. When it is suspected that the system that is
being modeled has time-variant properties, a turn to real-time recursive parameter estimation is needed. These methods place more weight on the more recent data and discount older information. As a result the parameter tracking capability can be increased if the weighting policy is correctly applied.

### 2.4.1 RPE Method

The algorithm used to estimate time-variant parameters in this project is the *Recursive Prediction Error* (RPE) method with quadratic criterion. There are other alternatives to this algorithm such as the Extended Kalman filter (EKF) [9, page 193] and the Real-time Least-squares Algorithm [18, page 29]. However in [6], it is discussed that the RPE encompasses these approaches.

The objective of the RPE algorithm is to minimize the criterion function \( l(k, \theta, \epsilon) \). Where \( k \) is the time index, \( \theta \) is the model’s parameter vector and \( \epsilon \) is the prediction error of the output of the system. Most often, as is the case in this project, the objective function is quadratic and expressed as:

\[
l(k, \theta, \epsilon) = \frac{1}{2} \epsilon^T \Lambda^{-1} \epsilon.
\]  

(2.27)

Here \( \Lambda \) is a positive definite weighting matrix for penalizing prediction errors. In practice, it is desired to minimize the expectation of this:

\[
V(\theta) = \frac{1}{2} \mathbb{E}\{\epsilon^T \Lambda^{-1} \epsilon\}
\]  

(2.28)

The following algorithm is the general RPE method for quadratic criteria[6, page 94].
General RPE Method

\[ \varepsilon_k = y_k - \hat{y}_k \]  
\[ \hat{\Lambda}_k = \hat{\Lambda}_{k-1} + \gamma_k \left[ \varepsilon_k \varepsilon_k^T - \hat{\Lambda}_{k-1} \right] \]  
\[ R_k = R_{k-1} + \gamma_k \left[ \psi_k \hat{\Lambda}_{k-1}^{-1} \psi_k^T - R_{k-1} \right] \]  
\[ \hat{\theta}_k := \left[ \hat{\theta}_{k-1} + \gamma_k R_k^{-1} \psi_k \hat{\Lambda}_{k-1}^{-1} \varepsilon_k \right] M_S \]  
\[ \xi_{k+1} = A(\hat{\theta}_k) \xi_k + B(\hat{\theta}_k) z_k \]  
\[ \begin{pmatrix} \hat{y}_{k+1} \\ \text{col}\psi_{k+1} \end{pmatrix} = C(\hat{\theta}_k) \xi_{k+1} \]  

In the algorithm, \( y_k \) is the output of the system which is being modeled and \( \hat{y}_k \) is the prediction of this output. If the output of the system is scalar, as is the case for ARMA models, the matrix \( \Lambda \) becomes a scalar and can be taken as 1. The scalar \( \gamma \) is a gain between 0 and 1 for incorporating new information.

\( R_k \) is the second derivative of \( V(\theta) \) with respect to \( \theta \) termed the Hessian\(^7\). \( \psi \) is the gradient of the predictions. \( \xi_{k+1} \) is the state of the system that is being modeled. \( \hat{\theta}_k \) is the estimate of the parameter vector of the system model. The subscriptsing the right hand side of the recursive update of \( \hat{\theta}_k \) denotes that the parameter estimate must fall within a stability region denoted \( M_S \). \( \begin{pmatrix} \hat{y}_{k+1} \\ \text{col}\psi_{k+1} \end{pmatrix} \) is the output vector of the algorithm. \( z_k \) is termed the input output data. The matrices \( A, B, \) and \( C \) are dependent on the system model chosen (i.e. SISO or state-space).

The applications of algorithm (2.29) to SISO and state-space models are presented in the following chapter along with implementation issues of the general RPE algorithm.

\(^7\)The Hessian \( R_k \) should not be confused with the output noise covariance \( R_k \) of the Kalman filter algorithm.
Chapter 3

An Algorithm for Stock Process Prediction

This chapter discusses and presents the implementation of the tools presented in the previous chapter. The off-line modelling strategy for obtaining initial ARIMA models is discussed. The state-space ARMA representation and the Kalman filter applied to this model as one-step prediction are presented. Applications of the general RPE algorithm to ARMA models in SISO and state-space forms are given. $n$-step predictions are also presented using both SISO and state-space forms. In the final Section 3.5, these methods and strategies are brought together to describe an algorithm for ARIMA process prediction that will be applied to stock process prediction in experimentation described in the following chapters.
3.1 Initial Model Selection Strategy

The approach used in the selection for a model of a time-series process is a three stage process. The first step involves determining the degree of differencing needed to produce a stationary process. The second step involves the modelling of the resulting locally WSS process using the spectral methods. Many models of different order are identified in this stage. In the final step, one of these models is chosen via a model selection criterion.

3.1.1 Differencing Strategy

In Section 2.1.1, it was mentioned that (for an ARMA process) the zeros of $A(z)$ must lie within the unit circle around the origin of the complex plane for $x_n$ to be WSS. In [1, page 174], it is said that if none of the zeros of $A(z)$ lie close to boundary of the unit circle, $r_{xx}[k]$ (ACF) shows a tendency to "die away" towards zero as $k$ increases. If the ACF does not show a tendency to die out quickly, then this suggests that a zero of $A(z)$ close to unity may exist and perhaps the underlying stochastic process is not stationary and differencing should be carried out.

Method The method [1, page 175] used to identify the degree of differencing is given in the following. Differencing is performed until the estimate of the ACF of $w_k = \delta^d x_k$ dies out fairly quickly. At each step the mean of the differenced process is subtracted before taking the ACF [1, page 9]. In practice $d$ is normally 0, 1 or 2 and it is sufficient to inspect the first 20 or so estimates of the ACF of the time-series and its first few differences.

No algorithms that automatically determine whether the ACF is “dying away” have yet to
be made public. At least one algorithm has been developed for this purpose. The Adjusted Dickey-Fuller test is implemented in the Forecast Pro time-series package, but the exact procedure is proprietary. From the literature it would appear that the differencing aspect of time-series modelling is more of an art than it is a science.

3.1.2 ARMA Modelling Methodology

Although Box-Jenkins ARMA models are used in this project, the Box-Jenkins methodology[1] (identification, estimation and diagnostic checking) to modelling the stationary processes is not used. This method of model building demands the intervention of an experienced analyst to study the time-series, which can be excessively time consuming and costly. We opt for an automated model building process using the spectral estimation methods previously discussed, with an objective model selection criteria. The SE methods often provide efficient recursive algorithms to provide many options of models of different orders. A study resumed in [16], showed that the model selection criteria provide model selection that is often equal or superior to the time-consuming Box-Jenkins method. These results coupled with the difficulty of the Box-Jenkins methodology justify the use of the objective model selection criteria.

Upon obtaining an initial parameter set using the off-line SE techniques, the time-variant models and state of the system are then updated and predicted on-line in real-time via the RPE method previously introduced.

Identification of ARMA Model Set

This second step of the model selection strategy involves the identification of an initial model through spectral methods. This off-line identification uses recursion and iteration in the estimation of the ARMA model parameters.
The strategy is to use the ad hoc MYWE algorithm (Section 2.2.1) to estimate the AR parameters recursively for a given value of $q$. Since the value of $q$ is fixed the method must be used to iterate over different values of $q$ to obtain a complete set of models to be considered. Durbin’s method is used to estimate the MA parameters for each model order. Once the model set is identified, each model’s parameter estimate is refined using the AMLE.

**Model Selection Criteria: Akaike Information Criterion**

After the generation of the model set, one model is chosen via a selection criteria. A wealth of model selection criteria are available [16]. These methods couple parsimony and the goodness of fit measure to select a preferred model from a set of prospective models of different orders. The *Akaike Information Criterion* (AIC), defined by equation (3.1), appears to be a method of choice for model selection in ARMA time-series modelling [13, page 235].

$$AIC(i, j) = N \cdot ln \cdot \hat{\sigma}^2 + 2 \cdot (i + j)$$  \hspace{1cm} (3.1)

Here $i$ and $j$ are the assumed AR and MA model orders respectively. $\hat{\sigma}^2$ is an estimate of the variance of the parameterized process. The selected model order is the one that minimizes the AIC.

### 3.1.3 AR Processes in the Presence of White Noise

In some cases AR processes are embedded in white noise such as in equation (2.2). When this is the case the resolution of the spectral estimator is diminished. If the white noise is powerful enough, the true AR signal is drowned out and when attempting to model this signal the auto-regressive parameter estimates are less accurate or a lower order model can
be selected.

Fortunately there exist techniques for modelling AR processes in white noise. The method that is used [13, page 238] in this project is described in the following paragraph. It is henceforth assumed that this method will be referred to as Parzen's method. Methods for modelling ARMA models in white noise are not known.

**Parzen's Method** It is known that the model for an AR($p$) process in white noise can be given by an ARMA($p,p$) model, where the auto-regressive parameters of the ARMA model are identical to those of the AR process[19]. Estimates of the independent driving white noise and observation white noise statistics ($\hat{\sigma}_a^2$ and $\hat{\sigma}_w^2$) can be obtained using a least squares estimator proposed by Parzen [13, 20]. The least-squares equation that must be solved is given in equation (3.2), where $*$ is the convolution operator. The MYWE method is used to obtain estimates for the auto-regressive parameters.

\[
\begin{bmatrix}
1 & \sum_{k=0}^{p} |\hat{a}_k|^2 \\
\sum_{k=0}^{p} |\hat{a}_k|^2 & \sum_{k=0}^{2p} |\hat{a}_k \ast \hat{a}_k|^2
\end{bmatrix}
\begin{bmatrix}
\hat{\sigma}_a^2 \\
\hat{\sigma}_w^2
\end{bmatrix}
= 
\begin{bmatrix}
\frac{1}{N-p} \sum_{n=p}^{N-1} |x_n \ast a_n|^2 \\
\frac{1}{N-2p} \sum_{n=2p}^{N-1} |x_n \ast a_n \ast a_n|^2
\end{bmatrix}
\tag{3.2}
\]

In an experiment described in Chapter 5, Parzen's method will be investigated and its performance will be compared to the method previously described.

### 3.2 Application of the Kalman Filter for ARMA Processes and Prediction

It was previously stated that the Kalman filter is based on the state-space approach. Therefore it is necessary to introduce this representation for the ARMA process. In this
project, the Kalman filter is used more so for prediction of the output of a stock process, than for state estimation. In this section, the algorithm is presented as a tailored version for one-step prediction. It is also shown how to obtain initial conditions for the algorithm.

### 3.2.1 State-Space ARMA Model

Various state-space models exist for ARMA processes. It is important to choose one that is simple and that conforms to the state-space model that the Kalman filter solution is based on. For example, a state-space model with non-white (time-correlated) noise should be avoided since it would complicate the solution (2.26) which is based on white noise.

The concept of detectability plays an important role in state estimation. A detectable system is preferred, as it is needed for the existence of solutions of the matrix Ricatti equation which determines the error covariance matrix.

A discussion on choosing minimal dimensional models is presented in [11, page 23]. Algorithms for filtering, estimation and control are usually stated for models in minimal dimensional representation. These algorithms may break down, or require special handling if applied to non-minimal dimensional representations, because certain matrices may become singular or explode.

The minimal dimensional state-space model for the ARMA process is given by (3.3) for $p \geq q$. Recall that $\phi_{0,k} = 1$ and that $u_k \sim N(0, Q_k)$ where $Q_k = \sigma_u^2$. A demonstration for the model is found in [9, page 237].
\[
x_{k+1} = \begin{bmatrix}
-a_{1,k+1} & 1 & \cdots & 0 & 0 \\
-a_{2,k+2} & 0 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
-a_{p-1,k+p-1} & 0 & \cdots & 0 & 1 \\
-a_{p,k+p} & 0 & \cdots & 0 & 0 \\
\end{bmatrix} x_k + \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
1 \\
\end{bmatrix} u_k \quad (3.3a)
\]
\[
z_k = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0 \\
0 \\
\end{bmatrix} x_k + u_k \quad (3.3b)
\]

When \( q < p \), the redundant MA parameters \( b_{q,k+1,\ldots,b_{p,k+p}} \) are equal to 0. If \( q > p \), the order of the auto-regressive branch is augmented with \( a_{p+1,k+p+1} = \ldots = a_{q,k+q} = 0 \).

It is noted here that the noise covariance matrices \( Q_k, R_k, \) and \( S_k \) are equal since the process noise is identical to the observation noise. When this is the case, the state-space model is often referred to as the innovations representation. As well the parameter in (3.3) are time indexed, and the state-space model requires future parameters. Since future values of these parameters are unavailable, current estimates have to be used. If the system does not have strong time-variant properties and if the order of the system is small, the predictions from the model may not be greatly affected by the unavailability.

In some cases, the ARMA signal may be perturbed by further observation noise. If this is the case then the output signal may be written as

\[
z_k = H x_k + v_k
\]

\[
= H x_k + u_k + w_k \quad (3.4a)
\]

where \( w_k \sim N(0, \sigma_w^2) \) is a white noise process uncorrelated with \( u_k \). So then \( v_k \) has the
statistics \( v_k \sim N(0, R_k) \) where \( R_k = Q_k + \sigma^2 \). The state equation remains unchanged and \( S_k = Q_k \).

### 3.2.2 Application to Prediction

Since prediction of ARMA processes is the main use of the Kalman filter in this project, the computation of the a posteriori state estimate may be by-passed. The Kalman filter solution presented here is strictly in terms of one-step prediction.

We first denote the output error covariance as \( L_k \), the modified Kalman gain as \( M_k \), and the innovation as \( \hat{z}_k \). The Kalman filter one-step prediction algorithm given in (3.5) is simplified by skipping the a posteriori computations.

\[
L_k^{(-)} = H_k P_k^{(-)} H_k^T + R_k \tag{3.5a}
\]
\[
M_k = (F_k P_k^{(-)} F_k^T + G_k \bar{S}_k)(L_k^{(-)})^{-1} \tag{3.5b}
\]
\[
\hat{z}_k = z_k - H_k \hat{x}_k^{(-)} \tag{3.5c}
\]
\[
\hat{x}_k^{(-)} = F_k \hat{x}_k^{(-)} + M_k \hat{z}_k \tag{3.5d}
\]
\[
P_{k+1}^{(-)} = F_k P_k^{(-)} F_k^T - M_k L_k^{(-)} M_k^T + G_k Q_k G_k^T \tag{3.5e}
\]

Quite often with the innovations representation (3.3), the state of the system is fully known, that is \( P_k^{(-)} = 0 \). In this case, the output covariance \( L_k \) equals \( R_k \) and the gain \( M_k \) equals \( G_k \). We may take advantage of the fact that \( Q_k = R_k = S_k \). When all of these are the case the algorithm simplifies somewhat to:

\[
\hat{x}_k^{(-)} = F_k \hat{x}_k^{(-)} + G_k \hat{z}_k \tag{3.6a}
\]
\[ \hat{z}_k = z_k - H_k \hat{x}^{(-)}_k \]  \hfill (3.6b)

which is equivalent to (3.3).

### 3.2.3 Obtaining Initial Conditions

One may ask how to choose the initial conditions for the Kalman filter if they are not known. Since the ARMA process is WSS with mean 0, one can assume that the initial conditions are zero for the state i.e. \( \hat{x}^{(-)}_0 = 0 \).

For the error covariance matrix \( P^{(-)}_0 \), the exact initial condition would be the solution of \( P = APA' + BQB' \). A simpler choice would be to choose the covariance of the output, \( L_0 \), along the diagonal of \( P_0 \). This will make the initial uncertainty larger than it really is, but this is commonly done in Kalman filter applications.

One can also take advantage of the fact that in order to obtain the model for the system, a time-series history is required for input into the modelling algorithm. Since prediction is done on a continuation of this time-series, one may run the Kalman filter through this history to obtain a better initial estimate of the covariance when the predictions begin.

### 3.3 \( n \)-step Prediction

In this project \( n \)-step prediction is performed since most people interested in prediction would like to be able to get projections of a process a few hours or days ahead. In this section the SISO and state-space \( n \)-step prediction of ARMA processes is presented. The undifferencing of this, to obtain ARIMA prediction, is also shown.
3.3.1 \(n\)-step Prediction using the Kalman Filter

When \(n\)-step prediction is performed, it is assumed that no new information of the process will be acquired at the present time for the future. This would be the same as receiving observations of the process \(z_{k+1}, \ldots, z_{k+n}\) of the future but with the observation noise statistics \(R_{k+1}, \ldots, R_{k+n}\) being infinitely large. When this is the case, the value of this speculative information is zero. This statement is supported by the computation of the modified Kalman gains. Since \(R_{k+i} = \ldots = R_{k+n} = \infty\), then \(L_{k+i} = \ldots = L_{k+n} = \infty\), so then the modified Kalman gains \(M_{k+i} = \ldots = M_{k+n} = 0\). The 1, 2, \ldots, \(n\)-step prediction is given by equation (3.7).

\[
\begin{align*}
\hat{x}^{(-)}_{k+1} &= F_k \hat{x}^{(-)}_k + M_k \hat{z}_k & \quad (3.7a) \\
\hat{x}^{(-2)}_{k+2} &= F_{k+1} \hat{x}^{(-)}_{k+1} & \quad (3.7b) \\
\vdots & & \\
\hat{x}^{(-n)}_{k+n} &= F_{k+n-1} \hat{x}^{(-n-1)}_{k+n-1} & \quad (3.7c)
\end{align*}
\]

The associated covariances are given by:

\[
\begin{align*}
P^{(-)}_{k+1} &= F_k P^{(-)}_k F_k^T - M_k L^{(-)}_k M_k^T + G_k Q_k G_k^T & \quad (3.8a) \\
P^{(-2)}_{k+2} &= F_{k+1} P^{(-)}_{k+1} F_{k+1}^T + G_k Q_k G_k^T & \quad (3.8b) \\
\vdots & & \\
P^{(-n)}_{k+n} &= F_{k+n-1} P^{(-n-1)}_{k+n-1} F_{k+n-1}^T + G_{k+n-1} Q_{k+n-1} G_{k+n-1}^T. & \quad (3.8c)
\end{align*}
\]
For predicting the output of a process, we have:

\[ \hat{y}_{k+i} = H \hat{x}_{k+i}^{(-i)} \]  
(3.9a)
\[ L_{k+i}^{(-i)} = H P_{k+i}^{(-i)} H^T + R_{k+i} \]  
(3.9b)

for \( i = 1, \ldots, n \).

### 3.3.2 n-step SISO (Box-Jenkins) Prediction

Traditionally prediction of ARMA processes has used the Box-Jenkins (SISO) linear method. Initially the prediction uses the past \( p \) outputs of the process for the variables, \( x_i \), and estimates of noise variables, \( u_i \), are obtained from past \( q \) prediction errors. As prediction is performed, state variables are shifted a position and replaced by the prediction while the noise variables are shifted and replaced by 0 since \( \mathcal{E}\{u_i\} = 0 \).

For the practical reasons mentioned in the previous section, one may only use the most current estimate of the ARMA model parameters\(^1\).

\[ \hat{x}_{k+1} = -\sum_{i=1}^{p} \hat{a}_i \hat{x}_{k-i+1} + \sum_{i=1}^{q} \hat{b}_i \hat{u}_{k-i+1} \]  
(3.10a)
\[ \hat{x}_{k+2} = -\hat{a}_1 \hat{x}_{k+1} - \sum_{i=2}^{p} \hat{a}_i \hat{x}_{k-i+2} + \sum_{i=2}^{q} \hat{b}_i \hat{u}_{k-i+2} \]  
(3.10b)
\[ \vdots \]
\[ \hat{x}_{k+n} = -\sum_{i=1}^{\min(n,p)} \hat{a}_i \hat{x}_{k+n-i} - \sum_{i=n+1}^{p} \hat{a}_i \hat{x}_{k+n-i} + \sum_{i=n+1}^{q} \hat{b}_i \hat{u}_{k+n-i} \]  
(3.10c)

\(^1\)It should be noted here that \( \hat{\cdot} \) denotes an estimate for parameters whereas it denotes a prediction for the process variables.
One may have noticed that for the 1-step SISO prediction that the noise statistics do not play a role in the prediction. For the Kalman filter 1-step prediction noise statistics do play a role (through the Kalman gain) in the prediction if the state error covariance matrix $P$ is not zero or if $Q_k = R_k = S_k$ is not true.

### 3.3.3 Constructing the ARIMA Prediction Through Undifferencing of the ARMA Model

Once the $n$-step prediction of the output $\Delta^d \hat{z}_{n+k}$ in the underlying ARMA process has been done (via the Kalman filter or SISO method), it is used to predict the value of the ARIMA variable $z_n$. Recalling equation (2.9), the ARIMA prediction is:

$$\hat{z}_{k+n} = \Delta^d \hat{z}_{k+n} - \sum_{i=1}^{\min(n,d)} (-1)^i \binom{d}{i} \hat{z}_{k+n-i} - \sum_{i=n+1}^{d} (-1)^i \binom{d}{i} z_{k+n-i}$$

### 3.4 Implementation of the RPE Algorithm

In this section, three implementations of the general RPE algorithm are presented. The first implementation is applied to ARMA models in SISO form and the second is applied in state-space innovations representation. The third implementation is for the AR process in white noise. Recall the definitions of the general algorithm's variables in Section 2.4.1\(^2\).

\(^2\)For complete development and discussion of the algorithms, one should refer to the main reference on this subject [6].
3.4.1 SISO RPE Algorithm for ARMA Models

In this algorithm, \( y_k \) is the output from the ARMA process, \( \hat{y}_k \) is the prediction of this output, and \( \varepsilon_k \) is the prediction error. \( \hat{\varepsilon}_k \) is termed the residual, and \( \hat{x}_{k+1} \) is the state consisting of the past \( p \) outputs of the system and \( q \) residuals. The variables \( \hat{y}_k \) and \( \hat{\varepsilon}_k \) are filtered signals and \( \psi_{k+1} \) is the filtered state.

\[
\varepsilon_k := y_k - \hat{y}_k \quad (3.12a)
\]

\[
R_k := R_{k-1} + \gamma_k \left[ \psi_k \psi_k^T - R_{k-1} \right] \quad (3.12b)
\]

\[
\hat{\theta}_k := \left[ \hat{\theta}_{k-1} + \gamma_k R_k^{-1} \psi_k \varepsilon_k \right]_{\mathcal{M}_S} \quad (3.12c)
\]

\[
\hat{\varepsilon}_k := \hat{\theta}_k^T \hat{x}_k \quad (3.12d)
\]

\[
\hat{x}_{k+1}^T := \begin{pmatrix} -y_k & \cdots & -y_{k-p+1} & \varepsilon_k & \cdots & \varepsilon_{k-q+1} \end{pmatrix} \quad (3.12e)
\]

\[
\hat{y}_{k+1} := \hat{\theta}_k^T \hat{x}_{k+1} \quad (3.12f)
\]

\[
\hat{y}_k := y_k - \hat{b}_{1,k} \hat{y}_{k-1} - \cdots - \hat{b}_{q,k} \hat{y}_{k-q} \quad (3.12g)
\]

\[
\hat{\varepsilon}_k := \varepsilon_k - \hat{b}_{1,k} \hat{\varepsilon}_{k-1} - \cdots - \hat{b}_{q,k} \hat{\varepsilon}_{k-q} \quad (3.12h)
\]

\[
\psi_{k+1}^T := \begin{pmatrix} -\hat{y}_k & \cdots & -\hat{y}_{k-p+1} & \hat{\varepsilon}_k & \cdots & \hat{\varepsilon}_{k-q+1} \end{pmatrix} \quad (3.12i)
\]

where

\[
\hat{\theta}_k^T = \begin{bmatrix} \hat{a}_{1,k} & \cdots & \hat{a}_{p,k} & \hat{b}_{1,k} & \cdots & \hat{b}_{q,k} \end{bmatrix}. \quad (3.13)
\]

The subscripting the right hand side of the recursive update of \( \hat{\theta}_k \) denotes that the parameter estimate must lie within a stability region denoted \( \mathcal{M}_S \). For the ARMA model this means that both the AR and MA branches must have their roots within the unit circle. \( \hat{y}_{k+1} \) is the 1-step SISO predictor incorporated into the algorithm to obtain predictions of
the output of the system.

3.4.2 State-Space RPE Algorithm for ARMA Innovations Model

The Kalman filter (3.6) is integrated into this state-space implementation as the predictor of the system output. Here $F_k$, $G_k$ and $H_k$ are the matrices from the ARMA state-space model (3.3). Recall that the Kalman gain equals $G_k$.

\[
\begin{align*}
\varepsilon_k &:= y_k - \hat{y}_k \\
R_k &:= R_{k-1} + \gamma_k [\psi_k \psi_k^T - R_{k-1}] \\
\hat{\theta}_k &:= [\hat{\theta}_{k-1} + \gamma_k R_k^{-1} \psi_k \varepsilon_k]_{\theta_{k}} \\
\hat{x}_k^{(-)} &:= F_k \hat{x}_k^{(-)} + G_k \varepsilon_k \\
\hat{y}_{k+1} &:= H \hat{x}_{k+1}^{(-)} \\
W_{k+1} &:= [F_k - G_k H_k] W_k + \tilde{M}_k \\
\psi_{k+1} &:= W_{k+1}^T H_k^T
\end{align*}
\] (3.14a-g)

Here the vector $\hat{\theta}_k$ is the same as in (3.13) and does not include the parameters for the noise covariances. In fact, for the RPE innovations model the covariances are not even present in the Kalman filter.

The variable $W_k$ is the derivative of the state estimate $\hat{x}_k^{(-)}$ with respect to $\theta$, that is $W_k = \frac{d}{d\theta} \hat{x}_k^{(-)}$, and $\tilde{M}_k = \frac{\partial}{\partial \theta} [F(\theta)x + G(\theta)\varepsilon]_{\theta=\hat{\theta}_k}$. The gradient of the prediction is also written as $\psi_k = [\frac{d}{d\theta} \hat{y}_k(\theta)]^T$. 
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3.4.3 RPE Algorithm for AR Model in White Noise

This implementation of the RPE algorithm for AR processes in white noise was derived following the recipe of [6, pp.127-128] for general state-space models. The Kalman filter (3.5) is integrated into this implementation. $M_k^{kf}$ is the Kalman gain.

\[
\begin{align*}
\varepsilon_k &:= y_k - \hat{y}_k \\
R_k &:= R_{k-1} + \gamma_k [\psi_k \psi_k^T - R_{k-1}] \\
\hat{\theta}_k &:= [\hat{\theta}_{k-1} + \gamma_k R_k^{-1} \psi_k \varepsilon_k]_{M_S} \\
\hat{x}_{k+1}^{(-)} &:= F_k \hat{x}_k^{(-)} + M_k^{kf} \varepsilon_k \\
\hat{y}_{k+1} &:= H \hat{x}_{k+1}^{(-)} \\
M_k^* &:= M(\theta) + \mathcal{K}_k \varepsilon_k \\
W_{k+1} &:= [F_k - M_k^{kf} H_k] W_k + M_k^* \\
\psi_{k+1} &:= W_{k+1}^T H_k^T
\end{align*}
\]

Here $\mathcal{K}_k^{kf}$ is the gradient of the Kalman gain $M_k^{kf}$. The columns of this gradient are defined as $\mathcal{K}_k^{(i)} = \frac{d}{d\theta_i} M_k^{kf}(\theta)$. In this AR case, the components of $\hat{\theta}$ are auto-regressive parameters. $M(\theta)$ is defined as $M(\theta) = \frac{\partial}{\partial \theta} F(\theta) x$. For the implementation in this project, no on-line updates of the noise covariances are performed, they are assumed to be constant.

3.4.4 Implementation Issues of the General RPE Method

The general RPE algorithm has a few implementation problems related to numerical memory, computation time, accuracy and stability. All of these problems and their solutions are discussed fully in [6]. A brief description of these are given in the following.
Inversion of the Hessian  The first problem is the inversion of the Hessian matrix $R_k$ during update of the parameter vector $\hat{\theta}_k$. This is solved by using the Matrix Inversion Lemma [18, page 23] which takes advantage of algebraically equivalent representations of equations to reduce the number of operations in computation. The result is a scaled inverse Hessian defined by (3.16). The dynamics of this matrix are given in (3.17).

\[ P_k = \gamma_k R_k^{-1} \]  

(3.16)

\[ \lambda_k := \frac{\gamma_{k-1}}{\gamma_k} [1 - \gamma_k] \]  

(3.17a)

\[ S_k := \psi_k^T P_{k-1} \psi_k + \lambda_k \]  

(3.17b)

\[ L_k := P_{k-1} \psi_k S_k^{-1} \]  

(3.17c)

\[ P_k := \left[ I - L_k \psi_k^T \right] P_{k-1} / \lambda_k \]  

(3.17d)

The scalar $\lambda_k$ is termed the *forgetting factor*. The matrix $S$ is a $1 \times 1$ matrix making inversion much more efficient. One may notice that the dynamics and structures of (3.17) are analogous to those of the conventional Kalman filter algorithm.

Matrix Factorization and Regularization  The conventional Kalman filter and its analogous algorithm (3.17) are known to have poor numerical properties. The $P$ matrices of both algorithms are theoretically symmetric and positive (semi-)definite but in practice suffer a non-symmetric and non-positive definite phenomenon caused from round-off errors. This problem can be relieved in Kalman filtering by applying Square-root filtering [21, page 236] which uses a matrix factorization scheme for the dynamics of the state error covariance matrix. The matrix $P$ is factored as $P = U D U^T$, where $U$ and $D$ are an upper-triangular
and diagonal matrix respectively. For the RPE algorithm the Biermann’s UD-factorization algorithm[6, page 329] is used. As well, a method called Regularization is also applied within this factorization algorithm to ensure that the Hessian remains positive definite or equivalently that the matrices $P$ and $D$ do not take infinite values.

**Stability and Projection** The parameter update equation of the general RPE algorithm contains a monitoring and projection of the parameters into a set of stable predictors. For the RPE’s ARMA implementation, this means that the AR and MA branches are monitored for having roots lying within the unit circle. Without this monitoring for stability, the algorithm may explode (in the sense that certain variables may become infinitely large). This problem is solved by projecting the parameter branch estimate into the unit circle. The algorithms used for testing stability and projection can be found in [22, page 153] and [6] respectively.

**Choice of Forgetting Factor** In the previous section a new scalar variable, related to the gain sequence $\gamma$, called the forgetting factor $\lambda_k$ was introduced for the modified algorithm. For time-varying systems the choice of $\lambda_k$ can influence the RPE algorithm’s adaptive performance. There is always a tradeoff between tracking ability and noise sensitivity. A common choice for time-varying systems is to use $\lambda_k$ constant:

$$\lambda_k \equiv \bar{\lambda} < 1.$$ (3.18)

A popular value is $\bar{\lambda} = 0.99$. By increasing the value of $\lambda_k$, the algorithm is less sensitive to noise but it can be slower in adaptation. A smaller $\lambda_k$ can result in quicker adaptation but the algorithm will be more sensitive to noise. The forgetting factor can be fine tuned for the process being modeled to obtain improved adaptive parameter estimation.

For time-invariant identification, it is recommended to use
3.5 An Algorithm for Stock Process Prediction

In Chapter 2, the general concepts used in this project were introduced. In the previous sections of this third chapter, the specific applications of these concepts to the ARMA problem were presented. These concepts can now be put together to construct a complete algorithm for our approach to prediction. The algorithm is broken down into two parts. The first is the off-line modelling of the process and the second is the on-line prediction and adaptive modelling of the process.\(^3\)

Off-line Modelling

1. Obtain NS data (history) \(\{z_{-m}, \ldots, z_{-1}\}\).

2. Determine differencing order \(d\) needed to obtain a WSS process.
   
   (a) for \(i = 0, \ldots, d_{\text{max}}\)
   
   i. Perform differencing \(\Delta^i z_n = \Delta^{i-1} z_n - \Delta^{i-1} z_{n-1}\)
   
   ii. Compute process mean, \(\overline{\Delta^i z_n}\).
   
   iii. Compute \(ACF_i(\Delta^i z_n - \overline{\Delta^i z_n})\).

   (b) Analyse ACF's: use differencing strategy to choose \(d\).

3. Obtain WSS history \(\{x_{-m+d}, \ldots, x_{-1}\}\).

   (a) Difference NS history \(d\) times.

---

3In the algorithm, the term WSS is meant to mean locally WSS. The term NS represents Non-Stationary. The term history denotes the history of a process.
(b) Subtract WSS history mean.

4. Use spectral methods to model WSS process.

(a) for $q = 0, \ldots, Q_{\text{max}}$, for $p = 0, \ldots, P_{\text{max}}$
   
   i. Apply MYWE to obtain ARMA$(p,q)$ model.

   ii. Apply AMLE to refine ARMA$(p,q)$ parameters.

(b) Use AIC to select model.

On-line Prediction and Modelling

1. Input model into SISO/state-space RPE algorithm.

2. Run RPE through WSS history to initialize algorithm.

3. Perform prediction and update parameters.

   (a) Obtain observation $z_n$, and difference it.

   (b) Compute prediction error $\hat{x}_n$ of ARMA process.

   (c) Use $\hat{x}_n$ to update parameters.

   (d) Use $\hat{x}_n$ to predict ARMA process.

   (e) Undifference ARMA prediction to obtain ARIMA prediction.

   (f) Repeat prediction and update.
Chapter 4

Experiments Performed on On-Line Data

The contents of this chapter present experimentation performed on on-line (real-time) data. The first experiments attempt to determine sampling frequencies and minimum sample sizes for reliable predictions. Other experiments measure and compare prediction performance of the SISO and state-space approaches to the time-invariant approach. An experiment on $n$-step prediction is performed and the final experiment compares the performance of the AIC to selecting higher order models.

4.1 Determination of Sampling Frequency

In order to obtain full information from on-line stock processes, it is necessary to determine the sampling frequency needed to obtain full spectral information from the process. This can be done by sampling a process and then finding its power spectral density (PSD) via the periodogram (sample spectrum) or Blackman-Tuckey methods[13]. The cut-off frequency
is found from the PSD, and by using Shannon's sampling theorem, a minimum sampling frequency is determined.

Data was obtained at a frequency of one sample per minute for the IBM stock found on the NYSE on 27 and 30 October, 1995, using a program that queried a server on the Internet. The periodograms of these processes were taken and it was determined that sampling should be performed at a frequency of one sample every 2 minutes or better to obtain full spectral information for this actively traded stock. An example of a PSD from the IBM process is given below.

![PERIODOGRAM](image)

**Figure 4.1:** PSD of the IBM stock process.

A problem was noticed in the data acquisition program in that it could not obtain a regular sampling rate for many of the stocks when the frequency was at one sample for every two minutes. Many of the data files containing stock samples did not exhibit a regular time difference between samples. The sampling irregularity (delayed response to a query)
was most likely due to a loaded server or large volumes of traffic on the network. When performing time-series analysis, regularly equidistant successive samples for discrete time-series are a necessity. A compromise was made to alleviate this problem. The data files were filtered to obtain time-series with an approximate 5 minute interval between samples\(^1\).

A problem arises from this compromise, the number of samples that one can obtain in a period becomes more limited. For example, in one day about 70 samples can be made available since it appears that stocks are only traded during the time period from 10AM to 4PM on the NYSE\(^2\).

### 4.2 Data Samples

The time-series that are used in the remaining experiments of this chapter were obtained using a real-time program that queried a *World Wide Web* (WWW) site on the Internet. The names of the processes that were sampled are listed in Table 4.1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM</td>
<td>Nov. 7 &amp; 8</td>
<td>Tue &amp; Wed</td>
<td>138</td>
</tr>
<tr>
<td>Micron</td>
<td>Oct. 27 &amp; 30</td>
<td>Fri &amp; Mon</td>
<td>114</td>
</tr>
<tr>
<td>Microsoft</td>
<td>Oct. 27 &amp; 30</td>
<td>Fri &amp; Mon</td>
<td>160</td>
</tr>
<tr>
<td>Netscape</td>
<td>Oct. 27 &amp; 30</td>
<td>Fri &amp; Mon</td>
<td>110</td>
</tr>
<tr>
<td>Oracle</td>
<td>Nov. 7 &amp; 8</td>
<td>Tue &amp; Wed</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 4.1: On-line stock processes.

---

\(^1\)The unit of time for on-line data will be one unit per 5 minutes. This is implicitly understood in the graphical results of this section.

\(^2\)It was discovered during the completion of this project that real-time stock data of a 30 second frequency are available from a provider for a fee of 200 US$ per month.
4.3 Determination of Needed Sample Size for Spectral Modelling

In order to obtain reliable predictions, the model representing the process must be accurate. One would expect that from a short history of data, that the identified model would give less accurate predictions than one with more data. However as a longer history becomes available, the model may be influenced by behaviours which should have been discounted. Old data reflect the behaviour of its era (or time period) and not the present era where the WSS assumption holds true.

The goal of this experiment is to find a rule of thumb\(^3\) value representing the length of the history needed in order to properly identify a model for a stock process. No objective methods were found for determining what size a history should be for modelling these types of processes. The criterion used here for determining the history length is to minimize or stabilize the prediction error of the immediate one-step predictions of the process. The RPE algorithm is not used since it is assumed that the prediction interval still lies within the local WSS region, hence adaptive modelling is not needed. This rule or thumb modelling policy will allow us to continue modelling with the other experiments where a proper initial model is needed for on-line adaptive modelling.

The experiment consists of modelling the ARMA process\(^4\) with varying lengths of history from a given base point. For example, for the sample based at 12:00 hrs on a given day, histories of 30, 40, \ldots, 80 (previous) observation points are modeled respectively. For each model, 10 one-step predictions are performed. The length of the history, the ARMA model

\(^3\)A general principal regarded as roughly correct but not intended to be scientifically accurate.

\(^4\)Off line study on the ACFs of the processes under study suggest that they were already locally WSS, hence differencing was not required. Seasonalities were not noticed.
orders, the estimated modelling error, and the average of the squared prediction error are output for each model. Afterwards the process is repeated for samples based at 12:30, 13:00, 13:30, 14:00, etc. until near closing.

A problem encountered in this experiment was the lack of available on-line data. The quantity of sampled processes is limited to a few stocks. As well, for each of these processes the sample sizes are also limited mostly to around 120 samples over 2 days. In many identification procedures, hundreds or even thousands of observation samples are used for modelling. The maximum length of the identification intervals were constrained due to limited sample sizes of the processes. It should be noted that each of these modelling intervals overlap, so the results are not independent within a stock.

Results

Experiments were performed on the IBM, Microsoft, Oracle stock value data histories. It was felt that the sample sizes of the other 2 were too short for study. For the Microsoft and IBM stocks, results suggest that as the history gets longer, the modelling process gives better immediate predictions, Figure 4.2. The results from the Oracle stock do not strongly support nor discredit this suggestion. From these results, one may subjectively conclude that as a rule of thumb, a history of about 70 observations is needed for proper modelling.

Note Information such as modelling errors and model orders \((p, q)\) chosen by the AIC, were collected during experimentation. These results suggested uncertainty in the choice of models since as modeled history was lengthened, the chosen model order \((p, q)\) (from the AIC) varied with the histories length. For example, the Microsoft stock was modeled from one given base point. The ARMA models that were identified were of order \((p, q) = (0, 2), (1, 1), (2, 0)\) with history lengths of 30, 40 and 70. This may just be a problem related to modelling short
histories. With longer histories, the model order chosen by the AIC may (or may not) stabilize.

Inspection of the modelling errors also suggest uncertainty in the choice of models. One would expect that as the history of modeled data is lengthened, then the modelling error would be reduced. This was supported for only one of the five stocks being studied.

4.4 Comparing the Performances of the Off-line Time-Invariant to the On-line State-Space and SISO RPE Approaches

In this experiment the performances of the off-line time-invariant approach are compared to the state-space and SISO approaches to adaptive modelling and prediction. The state-space
and SISO approaches or also compared between themselves.

Model identification is performed using a history of 70 observations. One-step predictions were performed throughout the interval immediately following the history used for identification\(^5\). Performances are evaluated by computing the mean of the absolute value of the prediction errors and the mean of the square of the prediction errors. The experiments were performed on each of the on-line stock data of Table 4.1, p.45. The state-space model (3.3) was used for the state-space RPE algorithm. The value used for the forgetting factor in the RPE algorithm\(^6\) was \(\lambda = 0.99\). For the predictions using the time-invariant models, the identification that was performed was done entirely off-line. This is different from on-line modelling of time-invariant models using RPE method mentioned in Section 3.4.4, Equation (3.19).

**Results**

The results, presented in Table 4.2, suggest that the SISO RPE approach performs slightly better than the state-space RPE approach, although the performances of the two approaches are essentially equal. The performance of the time-invariant SISO and state-space predictors are exactly equal and are thus presented under the same column. The reason for this is explained further on. In 4 of the 5 processes, the RPE predictors have an improved performance over the time-invariant predictors.

The plots for the Microsoft and Netscape stocks' actual value and the RPE predictions are given in Figures 4.3 and 4.5. The two sets of one-step RPE predictions are barely distinguishable. The plots of the parameters are given alongside. The histories of these two

\(^5\)The length of this interval ranged between 30 and 70. This length depended upon the availability of data for the stock in question.

\(^6\)It is henceforth assumed that \(\lambda = 0.99\) unless otherwise stated.
<table>
<thead>
<tr>
<th>Stock Name &amp; Model Order</th>
<th>SISO Mean of $PE^2$</th>
<th>State-Space Mean of $PE^2$</th>
<th>Time-Invariant Mean of $PE^2$</th>
<th>$\hat{\sigma}^2_y$</th>
<th>$\hat{\sigma}^2_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM (1,0)</td>
<td>0.0409424</td>
<td>0.0411927</td>
<td>0.0431887</td>
<td>0.914302</td>
<td>0.012421</td>
</tr>
<tr>
<td>99.92</td>
<td>0.157879</td>
<td>0.158151</td>
<td>0.162413</td>
<td>0.121421</td>
<td></td>
</tr>
<tr>
<td>Micron (1,0)</td>
<td>0.031598</td>
<td>0.0321328</td>
<td>0.0493228</td>
<td>1.25161</td>
<td>0.101469</td>
</tr>
<tr>
<td>70.35</td>
<td>0.132057</td>
<td>0.134005</td>
<td>0.173986</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microsoft (1,0)</td>
<td>0.0444518</td>
<td>0.0459948</td>
<td>0.0574223</td>
<td>0.11479</td>
<td></td>
</tr>
<tr>
<td>99.6417</td>
<td>0.153007</td>
<td>0.153525</td>
<td>0.164735</td>
<td>0.0190158</td>
<td></td>
</tr>
<tr>
<td>Netscape (1,1)</td>
<td>0.474373</td>
<td>0.482317</td>
<td>0.47329</td>
<td>0.28066</td>
<td></td>
</tr>
<tr>
<td>83.5734</td>
<td>0.390934</td>
<td>0.392343</td>
<td>0.396194</td>
<td>0.0745232</td>
<td></td>
</tr>
<tr>
<td>Oracle (1,0)</td>
<td>0.0455912</td>
<td>0.0470247</td>
<td>0.0531538</td>
<td>0.193072</td>
<td></td>
</tr>
<tr>
<td>44.92</td>
<td>0.168585</td>
<td>0.171539</td>
<td>0.186784</td>
<td>0.0557176</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Comparing the off-line time-invariant and on-line time-variant approaches. $\hat{\sigma}^2_y$ and $\hat{\sigma}^2_u$ represent estimates of the process and noise variance respectively.

Processes are given in Figure 4.4. The prediction interval of the two stocks begin at the corresponding time 70 in the histories. The results should considered with caution as the prediction intervals are quite short.

The Microsoft predictions show the typical behaviour in predictions of the other AR(1) models. This behaviour being that the predictions are essentially a one step delay of the process or a near random walk. This is explained by the fact that the time-variant parameter $a_1$ remains inside the interval $(-1.0, -0.9)$. From looking at the graph, one can see that the predictions do not give much valuable insight into the movement of the stock.

During experimentation, monitoring of the Kalman filter's state error covariance $P_k^{(-)}$ was performed and it was noticed that this matrix quickly stabilized near 0. The reasons for this are likely related to the stability of the error covariance equation. Recall that when the model (3.3) is used with $P_k^{(-)} = 0$, then the Kalman filter equations reduce to (3.6) since $Q_k = R_k = S_k$. (In this case the RPE algorithm applied to the innovations process (3.14)
Figure 4.3: Plot of Microsoft 1-step predictions and parameter.

Figure 4.4: Histories of Microsoft and Netscape stocks.
When this happens, the Kalman filter solution is equal to equation (3.3) where the Kalman innovations and state estimate replace the noise process and state processes respectively. The noise covariance matrices no longer influence the Kalman gain, so the predictions are not influenced by the noise statistics, hence there should be no advantage in using the Kalman filter over the Box-Jenkins approach. The marginally decreased performance of the RPE's Kalman filter approach is most likely due to the unavailability of the future parameters. In the case of a time-invariant model the SISO and state-space predictors are exactly the same.

### 4.5 \textit{n-step Prediction}

Another interest in on-line forecasting lies in short term \textit{n-step} prediction. Realistically, people interested in trading stocks are not always concerned with predicting a stock 5 or 10 minutes from the present. Short term interests lie mostly in what the stock value will be an
hour or two from the present. The experiments that have been run to date perform one-step predictions only.

In this experiment, $n$-step predictions were performed for $n$ ranging between 1 and 10. A 10-step prediction represents a prediction 50 minutes into the future. The identification was performed using the same parameters and stock histories as in Section 4.4 so the same low order models were identified (see Table 4.2).

**Results**

Two graphical results are presented for 10-step predictions of the Microsoft and Netscape stocks in Figure 4.6. With these models the effect of an $n$-step prediction is again generally to shift the present value of the stock $n$ units to the right. The resulting predictions are not able to adapt to the changing state giving no valuable insight into the future of the process.

Figure 4.6: 10-step predictions using the SISO and state-space predictors.
4.6 Higher Order Models

In the previous experiments, low order models (i.e., AR(1), ARMA(1,1)) were chosen by the AIC as the best candidates for models to represent the stock processes. The effect on predictions of these processes was mainly to shift the general pattern of the history into the future. It was suspected that perhaps the AIC was underparametrizing the models and that higher order models should have been chosen. This experiment attempts to see if higher order models give better prediction results than those chosen by the AIC. One-step SISO predictions are performed using higher order models.

Results

The results from the experiments showed that in general the models chosen by the AIC were appropriate although improvements were noticed for some of the higher order models such as the Microsoft and Micron processes. The performances of higher order AR models were essentially at the same level as the models chosen by the AIC, whereas the performances of high order ARMA and MA models ranged between slightly lower to much lower than the models chosen by the AIC. Examples of results are given for the IBM and Microsoft processes in Tables 4.3 and 4.4. Graphical results displaying SISO predictions for AR(1) and AR(5) models are given in Figure 4.7. Tabular results for the other stocks are deferred to Appendix C.1.

<table>
<thead>
<tr>
<th>Model Order</th>
<th>AIC (1,0)</th>
<th>(7,0)</th>
<th>(5,0)</th>
<th>(7,2)</th>
<th>(5,2)</th>
<th>(6,3)</th>
<th>(5,5)</th>
<th>(0,7)</th>
<th>(0,5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $PE^2$</td>
<td>0.040924</td>
<td>0.043368</td>
<td>0.043063</td>
<td>0.061503</td>
<td>0.043524</td>
<td>0.043193</td>
<td>0.092682</td>
<td>0.063032</td>
<td>0.060614</td>
</tr>
<tr>
<td>Mean</td>
<td>$</td>
<td>PE$</td>
<td></td>
<td>0.15879</td>
<td>0.158029</td>
<td>0.159245</td>
<td>0.197889</td>
<td>0.161045</td>
<td>0.159763</td>
</tr>
</tbody>
</table>

Table 4.3: Results of one-step prediction of IBM process using higher order models.
<table>
<thead>
<tr>
<th>Model Order</th>
<th>AIC (1.0)</th>
<th>(7.0)</th>
<th>(5.0)</th>
<th>(7.2)</th>
<th>(5.2)</th>
<th>(6.3)</th>
<th>(5.5)</th>
<th>(0.7)</th>
<th>(0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $PE^2$</td>
<td>0.045066</td>
<td>0.041599</td>
<td>0.039016</td>
<td>0.062979</td>
<td>0.063978</td>
<td>0.043193</td>
<td>0.092628</td>
<td>0.063032</td>
<td>0.080614</td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>0.153805</td>
<td>0.151666</td>
<td>0.146155</td>
<td>0.18105</td>
<td>0.199446</td>
<td>0.159763</td>
<td>0.243838</td>
</tr>
</tbody>
</table>

Table 4.4: Results of one-step prediction of Microsoft process using higher order models.

(a) IBM process.  
(b) Microsoft process.

Figure 4.7: One-step SISO predictions of AR(1) and AR(5) models.
AR Model Poles  The poles of the AR branch were computed for the IBM AR(1) and AR(5) models that were identified using the AMLE spectral algorithm. For the AR(1) model, the pole was found at \( z = 0.933471 \). For the AR(5) model, the 5 poles were found to be at \( z = 0.9344, 0.0037 \pm 0.5995i, -0.6308, 0.6091 \). Both models had near equal dominant poles. For the AR(5) model, the modulus of the largest poles is \( |z_1| = 0.9344 \), whereas as the modulus of the second largest pole is \( |z_2| = 0.6308 < |z_1|^5 = 0.7123 \). From this it is clear that the additional poles of the higher order are insignificant, so a higher order model does not give more insight into the system.

The poles of the Microsoft AR branch were computed as well and the same result came about that there was only one significant pole, although the higher order model produced a better result. Although the higher model seems to perform better from the statistics, by inspecting the graphical results, Figure 4.7(b), one can see that there is no qualitative improvement on the predictions.
Chapter 5

Experimentation on Daily Closing Price Processes

In this chapter, experiments applied to prediction of daily closing price stock processes\(^1\) are presented along with results. The experiments from the previous Chapter 4 have been repeated for the daily data. New experiments involving fine tuning of the RPE algorithms and the modelling of the stock processes embeded in noise are also presented.

5.1 Determination of Needed Sample Size for Spectral Modelling

This section presents the results of the experiment described in Section 4.3. The goal of this experiment is to find a rule of thumb value representing the length of the history needed to properly identify a model for a stock process in order to obtain reliable predictions. The criteria for evaluation is to find an approximate minimum of the mean of the absolute value

\(^1\)From here on in, the term daily closing price stock process will be referred to as daily process.
of the prediction errors for the 10 immediate predictions following the identification interval. (Beyond this interval, the on-line RPE algorithm is supposed to handle the identification.)

The daily processes that were used in experimentation are presented in Table 5.1 along with the degree of differencing \((d)\) required to obtain stationarity, the available sample size, and the resulting approximate sample size needed for proper identification to obtain reliable predictions.

For most of the processes, the observation intervals roughly spanned from 30 August, 1993 to 2 October, 1995\(^2\). Holidays and trade suspensions were filtered out. The history lengths used for modelling ranged between 30 and 200 observations by increments of 10. The reference points varied by increments of 20. It should be noted that each of these modelling intervals overlap, so the results are not independent within a stock.

Differencing For each of the data sets off-line analysis of one interval of data was performed to determine the degree of differencing that was required. It was decided that most of the processes needed one degree of differencing with the exception of the Standard & Poor's index (S&P). The ACFs for only one interval of data were analyzed since work involved in analyzing the ACF for each interval of data used in identification would be extremely time consuming. With an available objective method, such as the Adjusted Dickey-Fuller test (ADF) (page 26), proper ACF analysis would be feasible.

Results

Results suggest that a history of at least 130 points is necessary to obtain models that provide decent forecasts. When the histories are less than 100 points long, the performances of the immediate forecasts are quite variable. Histories of 130 and longer give generally

\(^2\)These data will be reused in the remaining experiments of this chapter.
stable forecasting performances. The performances seemed to degrade only slightly as the identification approached 200 points. Graphical results for the IBM and Standard & Poor’s stock process are given in Figure 5.1. Other graphical results are deferred to Appendix D.1.

It was mentioned in the previous chapter for this experiment applied to on-line (real-time) data, that it was noticed that the results suggested uncertainty in the choice of model order. A similar phenomena happened with the experiment on daily data. As the modeled history was lengthened, the AIC’s chosen model order \((p, q)\) varied, but seemed to stabilize (in the sense that the same model order was almost consistently chosen) after a certain length of history, usually around 130 observations. More importantly though, as the base point varied the stabilized model order varied as well. This may suggest that the model orders vary with time.

<table>
<thead>
<tr>
<th>Stock Name</th>
<th>Apple</th>
<th>Borland</th>
<th>IBM</th>
<th>NewBridge</th>
<th>S&amp;P’s</th>
<th>Xerox</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Available</td>
<td>450</td>
<td>440</td>
<td>440</td>
<td>420</td>
<td>400</td>
<td>300</td>
</tr>
<tr>
<td>Needed</td>
<td>120</td>
<td>160</td>
<td>120</td>
<td>130</td>
<td>140</td>
<td>130</td>
</tr>
</tbody>
</table>

Table 5.1: Stock names, differencing order \(d\), available sample size and approximate sample size needed for identification.

5.2 Comparing the Performances of the Off-line Time-Invariant to the On-line State-Space and SISO RPE Approaches

The experiment presented in Section 4.4 was repeated for the daily closing price data. A new process, the NASDAQ index, was considered in this experiment. It was not considered
in the previous experiment (Section 5.1) as the available history was too short. The history lengths used for identification of initial models were each 130 observations\footnote{From here on, 130 observations will be the default length for the history used for identification, unless otherwise stated.}. Predictions were performed on the following interval of 270 points with the exception of the NASDAQ process in which only 70 1-step predictions were performed due to the availability of data. The default value that was used for the forgetting factor of the RPE algorithm was \( \lambda = 0.99 \).

Results

The results from the experiments are summarized in Table 5.2. \( \hat{\sigma}_z^2 \) represents the history process variance, \( \hat{\sigma}_w^2 \) represents an estimate of the white noise variance obtained from modelling.

For 4 of 7 stocks, the adaptive modelling approaches had better performance than the time-invariant approach. In particular, the Standard & Poor's, Figure 5.2 and NASDAQ (Figure 5.3) indices appear to perform much better using the RPE based on the results of
the prediction error statistics. The NewBridge stock appears as well to have a noticeable improvement using the RPE. For the 4 other stocks, the differences between the time-invariant and the time-variant adaptive approaches appear to be minor. In comparing the SISO and state-space RPE algorithms, one can see that the two approaches were again essentially equal.

In Figure 5.3(a), the predictions of the state-space RPE and time-invariant predictions are compared for the NASDAQ process. One can see that the RPE predictions has the better tracking performance. In Figure 5.3(c), the parameters of the NASDAQ process are plotted. One can see how the AR parameter tends towards -1, as it adapts to the new non-stationary behaviour of the process. In Figure 5.3(b), the history of the process is plotted. One may notice the stationary behaviour of the first 130 observations used in the initial identification. Afterwards the index climbed and the AR parameter adapted to it. Hindsight suggests that the process should have been differenced.

Figure 5.4 plots the state-space predictions for the NewBridge process using the RPE and not using the RPE. Although the results from the table show the RPE modelling performs better, the qualitative information does not tell much more.
<table>
<thead>
<tr>
<th>Stock Name</th>
<th>Model Order (p,d,q)</th>
<th>SISO RPE Mean of $PE^2$</th>
<th>State-Space RPE Mean of $PE^2$</th>
<th>Time-Invariant Mean of $PE^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>(0,1,1)</td>
<td>0.869235</td>
<td>0.869961</td>
<td>0.871526</td>
</tr>
<tr>
<td>Borland</td>
<td>(0,1,1)</td>
<td>0.666991</td>
<td>0.667387</td>
<td>0.668579</td>
</tr>
<tr>
<td>IBM</td>
<td>(0,1,1)</td>
<td>1.35325</td>
<td>1.35477</td>
<td>1.33727</td>
</tr>
<tr>
<td>NewBridge</td>
<td>(0,1,5)</td>
<td>2.1887</td>
<td>2.1885</td>
<td>2.28298</td>
</tr>
<tr>
<td>NASDAQ</td>
<td>(1,0,1)</td>
<td>31.8439</td>
<td>31.0619</td>
<td>52.2551</td>
</tr>
<tr>
<td>S&amp;P's</td>
<td>(1,0,0)</td>
<td>8.44748</td>
<td>8.52624</td>
<td>15.22</td>
</tr>
<tr>
<td>Xerox</td>
<td>(1,1,0)</td>
<td>3.25091</td>
<td>3.16477</td>
<td>3.16507</td>
</tr>
<tr>
<td>1.01078</td>
<td>1.91062</td>
<td>1.25169</td>
<td>1.23308</td>
<td>1.23313</td>
</tr>
</tbody>
</table>

Table 5.2: Results of experiment comparing the performance of the SISO and state-space approaches.

Figure 5.2: A section of the RPE and time-invariant Kalman filter predictions for the Standard & Poor's index.
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Figure 5.3: NASDAQ ARMA(1,1) predictions, history and RPE parameter estimates.

Figure 5.4: NewBridge ARIMA(0,1,5) state-space RPE and time-invariant predictions and estimated parameters.
5.3 $n$-step Prediction

This experiment repeats the one of Section 4.5 for closing price data. $n$-step predictions were performed for $n = 1, \ldots, 6$ days. The identification used the same 130 points as the other experiments and on-line adaptive modelling was performed using the RPE.

Results

The graphical results of the 1-, 3- and 6-step predictions for the IBM and NASDAQ stock processes are given in Figure 5.3. The predictions are again essentially $n$-unit shifts to the right for the process. The resulting predictions are not able to adapt to the changing state, giving no valuable insight into the future of the process.
Figure 5.5: $n$-step predictions for IBM and NASDAQ processes.
5.4 Higher Order Models

An experiment similar to that of Section 4.5 was performed. It was suspected that perhaps the AIC is under-parameterizing models, so in this experiment higher order models are chosen to see if they would give a better prediction performance.

Results

The Apple, Borland and Standard & Poor’s processes were studied. Results in tabular form are given in Tables 5.3, 5.4 and 5.5. The higher order models used are listed in these tables.

The predictions from these higher models were not as good as the predictions obtained from models selected by the AIC. Although the higher order models give better modelling errors ($\sigma^2$), the prediction error functions (Mean $PE^2$ and Mean $|PE|$) are generally larger for the higher order models. These results show that the AIC chooses appropriate models.

An example of the graphical results for the Apple process are given Figure 5.6. Predictions of higher order models are barely distinguishable to those of the AIC.

![Graph](image.png)

Figure 5.6: Apple. Higher Order Predictions.
<table>
<thead>
<tr>
<th>(p,d,q)</th>
<th>AIC (0,1,1)</th>
<th>(0,1,2)</th>
<th>(0,1,6)</th>
<th>(0,1,6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_u$</td>
<td>0.74767</td>
<td>0.74767</td>
<td>0.74782</td>
<td>0.7391</td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>0.86923</td>
<td>0.86955</td>
<td>0.8718</td>
<td>0.91881</td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>0.66699</td>
<td>0.66649</td>
</tr>
</tbody>
</table>

Table 5.3: Higher order models for the Apple process.

<table>
<thead>
<tr>
<th>(p,d,q)</th>
<th>AIC (0,1,1)</th>
<th>(0,1,2)</th>
<th>(0,1,6)</th>
<th>(0,1,7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_u$</td>
<td>0.21418</td>
<td>0.21309</td>
<td>0.21084</td>
<td>0.21030</td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>0.20985</td>
<td>0.21162</td>
<td>0.21477</td>
<td>0.21453</td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>0.28234</td>
<td>0.28419</td>
</tr>
</tbody>
</table>

Table 5.4: Higher order models for the Borland process.

<table>
<thead>
<tr>
<th>(p,d,q)</th>
<th>AIC (1,0,0)</th>
<th>(2,0,0)</th>
<th>(6,0,0)</th>
<th>(7,0,0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_u$</td>
<td>7.54823</td>
<td>7.54344</td>
<td>7.45797</td>
<td>7.43253</td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>8.44748</td>
<td>8.69711</td>
<td>8.79885</td>
<td>8.81771</td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>2.11042</td>
<td>2.12534</td>
</tr>
</tbody>
</table>

Table 5.5: Higher order models for the Standard & Poor's process.
5.5 Fine Tuning the Forgetting Factor

So far in all of the experiments that have been performed, the only value of the RPE method's forgetting factor that has been considered was $\lambda = 0.99$. This is a common value that is used throughout the reference [6]. Depending on the system that is being studied, this value may be fine tuned to find a value that best suits the system.

In this experiment, fine tuning of the RPE algorithm is performed by adjusting the forgetting factor. The values of $\lambda$ that were considered varied between $0.940$ and $1.000$ with increments of $0.005$. 130 points were used for off-line identification and the remaining observations for on-line adaptive modelling.

Results

The results from Table 5.6 show that for most of the processes the optimal value from the set of forgetting factors is 1.0 or very near 1.0. The Standard & Poor’s and Xerox processes have minima around 0.98 but from inspection of the graphical results the differences in performance over the values of $\lambda$ are minimal. Graphical results are found in the following pages and in the Appendix D.2.

<table>
<thead>
<tr>
<th>Stock Name</th>
<th>Apple</th>
<th>Borland</th>
<th>IBM</th>
<th>NewBridge</th>
<th>S&amp;P's</th>
<th>Xerox</th>
</tr>
</thead>
<tbody>
<tr>
<td>SISO</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.995</td>
<td>0.985</td>
<td>1.0</td>
</tr>
<tr>
<td>SISO</td>
<td>1.0</td>
<td>0.995</td>
<td>1.0</td>
<td>0.99</td>
<td>0.975</td>
<td>1.0</td>
</tr>
<tr>
<td>SS</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.995</td>
<td>0.985</td>
<td>0.975</td>
</tr>
<tr>
<td>SS</td>
<td>1.0</td>
<td>0.99</td>
<td>1.0</td>
<td>0.99</td>
<td>0.98</td>
<td>0.985</td>
</tr>
</tbody>
</table>

Table 5.6: Fine tuning. Optimal $\lambda$ yielding minima.

A policy of $\lambda = 1$ can effectively correspond to on-line time-invariant policy of Equation (3.19) for the proper choice of $\lambda_0$. Recall that 130 points were already used in the off-line
<table>
<thead>
<tr>
<th>Stock Name</th>
<th>Apple</th>
<th>Borland</th>
<th>IBM</th>
<th>NewBridge</th>
<th>S&amp;P' s</th>
<th>Xerox</th>
</tr>
</thead>
<tbody>
<tr>
<td>SISO</td>
<td>Avg. $PE^2$</td>
<td>0.86735</td>
<td>0.209107</td>
<td>1.3434</td>
<td>2.19661</td>
<td>8.72332</td>
</tr>
<tr>
<td>SISO</td>
<td>Avg. $</td>
<td>PE</td>
<td>$</td>
<td>0.665641</td>
<td>0.282411</td>
<td>0.832608</td>
</tr>
<tr>
<td>SS</td>
<td>Avg. $PE^2$</td>
<td>0.867542</td>
<td>0.209105</td>
<td>1.34329</td>
<td>2.19049</td>
<td>8.77946</td>
</tr>
<tr>
<td>SS</td>
<td>Avg. $</td>
<td>PE</td>
<td>$</td>
<td>0.665643</td>
<td>0.28229</td>
<td>0.832857</td>
</tr>
</tbody>
</table>

Table 5.7: Prediction error statistics at $\lambda = 1$.

identification, so then one would have that $\lambda_{1304} \approx 1$. These results suggest that these stocks are best modeled by the RPE as time-invariant systems or as systems with mildly time-variant characteristics. Another suggestion from these results is that the RPE algorithm is quite sensitive to the noise of these processes.

Graphical results are presented for the IBM and NewBridge processes in Figures 5.7, 5.8, 5.9, and 5.10. For the IBM process, one may notice that when $\lambda$ gets closer to 1, the parameters change very little. As $\lambda$ is furthered from 1, the parameters are more sensitive to noise, Figure 5.8(a). Although the parameters change with $\lambda$, the predictions change very little, Figure 5.8(b).

![Graphs](image_url)

(a) State-space.  
(b) SISO.

Figure 5.7: Prediction error statistics vs. $\lambda$ for IBM. Minima at $\lambda = 1.0$.  
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Figure 5.8: IBM ARIMA(0,1,1) parameter and predictions with varying $\lambda$.

Figure 5.9: Prediction error statistics vs. $\lambda$ for NewBridge. Minima at $\lambda = 0.99$. 
5.6 AR Modelling in White Noise

Most of the models that were identified for the stocks studied in this project were low order models. (Refer to Table 5.2 on page 62.) For many of the models, the input noise variance estimate, $\sigma_u^2$, is nearly as large as the process variance, $\sigma_x^2$. These large relative values suggest that perhaps the processes are white noise processes\footnote{White noise models were eliminated from consideration since the RPE would be useless in adaptive parameter estimation.} or that the processes have observation noise added to them causing a bias towards choosing a lower order model with poor parameter estimates.

It was suggested that perhaps daily closing prices are noisy measurements of the true state (value) of stocks. One can argue that a better measurement of the true value of a stock could be the mean or median trading price for a given day. This argument suggests that perhaps daily closing price processes are embedded in noise.

In this experiment, it is assumed that (after differencing) the stock processes are auto-
regressive signals in the presence of observation white noise. The MYWE and Parzen's method of page 27 are used for estimating the AR parameters and noise statistics. It is hoped that by using this method, a better model would be identified, and hence the state of the system would be better estimated and the outputs more accurately predicted by the RPE's Kalman filter.

The model orders for $P$ which are investigated range between 1 and 10. An objective model order selection criteria similar to the AIC exists [23] but it was not well understood, and thus not used.

**Results**

The results from the experiment modelling the processes as AR in noise were mostly poorer than the traditional ARMA modelling previously performed. The results for the NewBridge process are presented in Table 5.8 of this section. The NewBridge stock was the only process to yield better predictions. However the reasons for this may lie with the response to the impulse on the system just before Time = 40 in Figure 5.11. This impulse is seen as noise by the MA(5) model and since the model is higher order, the response to this impulse will last for 5 units of time.

It was noticed that Parzen's method can give some odd results. In some cases, one of the two variance estimates was negative, which is a theoretical impossibility. It is not known to this author why this happens, but it may be related to the occurrence of the MYWE not yielding stable auto-regressive branch estimates.

The model orders in boldface represent the best predictions for the stock. The model orders with the '*' symbol denote these erroneous results\(^5\) in Table 5.8. One may notice that

\(^5\)For the other tables included in the appendix, the erroneous results have been removed to economize on space.
in some cases the variance estimates for the noise are larger than the actual variance of the process. One can compare this with Table 5.2 of page 62. As well one may notice that for some of the better performances, that the sum of the variances nearly match the process variance. Other tabular results are presented in Appendix D.3.

<table>
<thead>
<tr>
<th>P</th>
<th>NORMAL</th>
<th>1*</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_2^2$</td>
<td>3.86163</td>
<td>-3.02688</td>
<td>1.2927</td>
<td>0.19922</td>
<td>3.51079</td>
<td>-3.05547</td>
</tr>
<tr>
<td>$\hat{\sigma}_2^2$</td>
<td>0.0</td>
<td>8.002376</td>
<td>1.95571</td>
<td>3.72699</td>
<td>3.19344</td>
<td>5.52271</td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>2.1556</td>
<td>521.873</td>
<td>2.05415</td>
<td>2.1278</td>
<td>4.84766</td>
<td>106394</td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>0.629072</td>
<td>4.89196</td>
<td>0.796015</td>
<td>0.835784</td>
</tr>
</tbody>
</table>

P  | 6*  | 7  | 8*  | 9*  | 10   |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_2^2$</td>
<td>-3.57448</td>
<td>3.0724</td>
<td>-1.44445</td>
<td>-14.4172</td>
<td>14.6177</td>
</tr>
<tr>
<td>$\hat{\sigma}_2^2$</td>
<td>-5.46104</td>
<td>1.18005</td>
<td>4.34187</td>
<td>5.09878</td>
<td>3.67079</td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>4372.81</td>
<td>3.59751</td>
<td>5656.83</td>
<td>73079e +6</td>
<td>36.5182</td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>15.6188</td>
<td>1.14628</td>
<td>3.0167</td>
</tr>
</tbody>
</table>

Table 5.8: NewBridge. $\sigma_2^2 = 3.73005$. Best result at $P = 2$.

![NewBridge Predictions](image_url)

**Figure 5.11:** Section of the NewBridge predictions. AR(2) in noise, MA(5) no noise, $d = 1$.

Although the results from the other tables suggest that the quantitative results are worse,
the qualitative results deserve attention. Many of the best performing AR models in noise were larger order models (compared to modelling ARMA in no noise). The structures of some of the AR predictors in white noise were often different from those of the modelling method absent of observation noise where a shift prediction occurred. The NASDAQ predictions are shown in Figure 5.12.

Figure 5.12: Section of the NASDAQ predictions. AR(6) in noise.
Chapter 6

Summaries, Extensions & Remarks

In this final chapter, summaries of results, extensions and remarks are discussed.

6.1 Summary of Study on Prediction of On-line Processes

In the first experiment, it was found that the sampling frequency for on-line processes should be one sample every two minutes or better. However, problems occurred with the reliability of such a “high” frequency. In the second experiment, it was found that history length of 70 observations was the rule of thumb to use for proper off-line identification of real-time data. In the third experiment, it was found from the tabular results that the RPE method for adaptive modelling appeared to give better results than the experiments with no on-line modelling. While comparing the two RPE predictors the SISO predictor performed marginally better than the Kalman predictor. This was most likely due to the unavailability of future parameters in the state-space representation. However, when inspecting the graphical results, one can conclude that the methods are qualitatively the same. The predictions for each method and model yielded a near random walk phenomena, that is the
predictions were simply a 1-unit shift of the actual value. In the third experiment, $n$-step predictions were performed but these were found to be incapable of giving insight into the future of system as the predictions were essentially $n$-unit shifts of the actual value to the right. In the fifth experiment, predictions of higher order stock models failed to improve on qualitative performance although it was found that some of these can give marginally better performance measures. The results from this experiment confirmed that the AIC chose proper models.

The results from all of the ARMA predictors were somewhat unsatisfactory. Although the RPE algorithm appeared to adapt the ARMA parameters well, it appears that it is the ARMA models themselves which seem to lack the ability to give insight into the evolution of the processes. Perhaps this is due to the limited data that were used for off-line modelling. Interested parties wishing to continue research on real-time prediction of stocks should obtain generous on-line histories for proper modelling. A general conclusion that can be made would be that the ARMA modelling is not a good approach to model on-line data. One may ask if there exist any models that would give any insight into on-line processes.

6.2 Summary of Study on Prediction of Daily Processes

In the first experiment, it was found that history length of 130 observations was the rule of thumb to use for proper off-line identification of daily closing time processes. In the second experiment which tested the RPE, only 4 of the 7 processes had better performance using the RPE algorithm. Two of these processes (NASDAQ and Standard & Poor's indices) showed noticeable improvements both quantitatively and qualitatively. For the other processes no noticeable differences were noticed. In comparing the two RPE predictors, the SISO and
Kalman predictors were again qualitatively the same. The experiment performing $n$-step prediction was repeated and same behaviour of the on-line processes occurred.

The experiment that considered higher order models showed that modelling errors were improved but the predictions from these models were no better and often worse. The results from this experiment again confirmed that the AIC chose proper models.

Fine tuning of the RPE's forgetting factor was performed and the best value for $\lambda$ was found to be at 1 or very near to 1 for most of the stocks. The results suggested that the processes were best modeled as time-invariant of mildly time-variant or that the RPE was quite sensitive to the noise from the processes.

The results from all of the ARMA predictors were again unsatisfactory. It was noticed that the input noise covariances were often nearly as large as the process variance. To compensate for this, the processes were modeled as auto-regressive signals in the presence of observation noise, but this approach also failed to give improved results. Perhaps if the RPE had incorporated adaptive modelling of the noise covariances, the prediction performances may have been better.

6.3 Extensions

This section discusses possible extensions to the approaches used in this thesis.

AR Signal Modelling in the Presence of Noise

Other Modelling Methods The first extension to modelling the AR signal in the presence of noise would be to investigate the other modelling methods described in [13, page 239]. One approach filters the data with a Wiener filter to enhance the AR signal from the noise. The other method, called noise compensation, attempts to subtract the extra white
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noise variance from the 0th lag of the ACF. To better explain this, suppose \( \{x_k\} \) is the AR process, and \( \{y_k\} \) is the AR process embedded in the noise \( \{w_k\} \) with variance \( \sigma_w^2 \), then \( \{y_k = x_k + w_k\} \). So then \( r_{yy}[0] = r_{xx}[0] + \sigma_w^2 \). When using an AR estimator on the ACF, \( r_{yy} \), the parameters will be biased because of the observation noise variance.

**On-line Estimation of Noise Statistics** The second extension to this approach is to perform on-line parameter estimation on the noise covariance statistics of the state-space model. This however demands a larger programming effort since the computations in the RPE algorithm (3.4.3) will become more complex.

**Classical Time-Series Study** A last extension to this approach is to perform a classical off-line time-series study where the process is modeled over a history of observations excluding the final 5 to 10 measurements. Short term predictions are then performed over the immediate 5 to 10 observations following the modeled interval. The method could be tested against other methodologies, such as the Box-Jenkins method or the ARMA model building method proposed in this thesis. The time-series chosen for study should be those chosen from books proposing the Box-Jenkins methodology. A list of these time-series is given in [16, pp. 431-2]. These time-series were not considered in this thesis for on-line modelling because it was felt that they were not lengthy enough for the type of study performed in this project.

**RPE Algorithm**

In Section 5.5, a suggestion was made that the systems were best modeled as time-invariant or mildly time-variant. One could test this claim with on-line time-invariant modelling using the policy of equation (3.19) for \( \lambda \).
It was mentioned in the previous section that the RPE algorithm for modelling AR in noise could be improved for on-line estimation of the noise covariance statistics. It could also be improved to be more robust in handling outliers [8, page 270] such as in the NewBridge process in Figure 5.11 of page 73 where it took time for the response to the impulse to die out.

Performance Measures

In this project the performance measures (average squared prediction error and average absolute prediction error) are rather subjective. The averages over intervals did not discount outliers or did not account for performance on subintervals where abrupt changes occurred. Development of objective criteria are needed for this type of study.

6.4 C++ Implementation

The algorithms that were discussed in Chapters 2 and 3 were assembled into a prediction system implemented in the popular object oriented programming language C++. This object oriented implementation may become an important contribution to free and open (public and reusable) programming tools similar to MatClass\(^1\) and Kalman\(^2\) which are available by FTP via Internet sites. C++ is a popular programming language for public code, since the language is very portable in that code written solely in C++, involves no machine code or dependencies and compiles correctly with most PC and workstation compilers.

\(^1\)Available from uts.mcc.ac.uk (130.88.200.3)

\(^2\)Available from //usc.edu/pub/C-numanal/kalman.tar.gz
6.4.1 Contribution to Public Programming Tools

In this thesis project, classes defining and implementing the Kalman filter, general RPE algorithm and spectral estimation methods were established. The code is extensible in the sense that other spectral estimation algorithms may be implemented rather easily by inheritance of this base class. As well class structures have been implemented for the RPE algorithms seen in this report. The Kalman filter class was initially borrowed from an FTP site on the Internet.

Upon being placed in public domain (i.e. when made available on the Internet), the code will be subject to peer review and open to third party improvement and extension, unlike commercial software. Along with other time-series modelling code, this base class could potentially become a contribution to a free and available time-series modelling package similar to the commercially available statistical package SAS (Statistical Analysis System).

6.4.2 Class Implementation for ARMA Spectral Methods

Classes defining and implementing the spectral estimation methods were established with complete structures as autocorrelation and cross-correlation functions and matrices, the reflection (partial correlation) coefficients for AR processes, objective model selection criteria, prediction error power and parameter branches and parameter sets. The following paragraphs describe the class definitions of the spectral algorithms.

Class Implementation for AIC A class for the Akaike Information Criterion was defined. Structures such as the maximum and optimal AR and MA orders and sets of variance estimates and AIC function values are defined. The AIC function is also implemented in this class for AR, MA and ARMA.
Class Implementation for Cross-Correlation Function A class defining and implementing the cross-correlation function for a time-series was developed. This class has cross-correlation matrices and vectors as structures. The default mode accepts a single time-series and implements the auto-correlation function.

Class Implementation for AR Spectral Methods A general class for AR methods was developed. The default algorithm for estimating AR parameters is the Levinson algorithm. Structures such as a parameter estimate set, input time-series and size, optimal model order, reflection coefficients are defined. Other AR parameter estimation algorithms such as Burg's method, Marple's least-square and the Recursive MLE method were implemented by inheriting this class. This class inherits the AIC and uses it to select the optimal model order. The class also inherits the cross(auto)-correlation function class as the ACF is often used by spectral algorithms. A similar MA class was defined for the Durbin algorithm.

Class Implementation for ARMA Spectral Methods A general class for ARMA methods was also developed. This class inherited the AR and MA classes and used their structures. The Akaike MLE, MYWE and Least-Squares MYWE algorithms were implemented by inheriting this class.

6.4.3 Class Implementation for Kalman Filter and RPE Algorithms

Classes defining and implementing the RPE algorithms were established. These include the general RPE algorithm, its UD-decomposition, and state-space implementations. The following paragraphs describe the classes that were defined to create a general state-space implementation of the RPE algorithm.
General RPE Algorithm  A class for the general RPE algorithm (2.29) was defined and established using mainly the error, vector and matrix classes obtained from the internet. All of the structures and equations of this algorithm are defined or implemented.

UD-Decomposition of RPE Algorithm  A class implementing the UD-decomposition (Section 3.4.4) was created by inheriting the general RPE algorithm and by redefining the evolution of the $P$ matrix of the algorithm via the UD-decomposition.

State-Space Class  A state-space class was written implementing the state-space model (vectors and, coupling and covariance matrix) described by equations (2.19) and (2.21). These were defined and established using mainly the error, vector and matrix classes obtained from the internet.

Kalman Filter Class  A Kalman filter class originally obtained from the internet was remodelled for one-step prediction (Algorithm (3.5)). The class was implemented by inheriting the state-space class and by defining the new Kalman filter structures such as the innovations, output estimates, Kalman gains and state-covariance matrices. The state ($x$) from the state-space class was implicitly used as the state estimate ($\hat{x}$).

State-Space RPE Class  A class for the state-space RPE algorithm was implemented by first defining classes of Kalman structure derivatives w.r.t to the parameter set $\theta$. This new class along with the Kalman and UD-RPE classes were used to create the state-space RPE algorithm class.
6.5 Contributions

This thesis has performed a first experimental study using a recursive parameter estimation and state-space Kalman filter approach to modelling of on-line data and prediction of on-line (real-time) and daily closing price stock market processes.

The traditional SISO (Box-Jenkins) and the state-space Kalman filter approaches were compared and it was found that for the conventional ARMA models that these two predictors were qualitatively and essentially the same. For the state-space approach, the processes are also modeled as auto-regressive processes embedded in noise. This was an ideal Kalman filter application but it was found that this approach did not give any general improvement in prediction.

Recursive parameter estimation was used via the RPE algorithm. It was shown that the on-line parameter estimation was useful in that improvements in predictions were obtained while using the algorithm. Fine-tuning of the RPE algorithm was also performed and it was found that prediction performance was better as the forgetting factor $\lambda$ approached 1.

6.6 Closing Remarks

White Noise and Random Walk Models of Stock Processes. The stocks that were modeled in this project showed two main classes of behaviour. The on-line stocks were modeled mostly as AR(1) model and showed a random walk behaviour. Many of the daily stocks (excluding the NASDAQ and Standard & Poor's indices) were modeled as MA processes with driving noise variance estimates close to the process variance. This suggests that these were nearly white noise models. In [4], it was stated the several mathematical models have been developed for stock market prediction but the results were unsatisfactory. This was part the
authors' motivation in [4] for pursuing the neural network approach and their statement is now better understood.

**Kalman Filter**  The state-space Kalman filter approach to prediction was one of the two main issues of this thesis. The results obtained from the Kalman filter were disappointing. In particular using the AR model embedded in noise was disappointing since this was an ideal study for the Kalman filter.

The Kalman filter is not to blame as it has had hundreds of successful applications in various fields. I believe that failure in predicting the stock processes in this project lies with the linear and Gaussian modelling assumptions of these processes. It is quite clear, from inspection of the histories that the on-line processes are not Gaussian, simply by the common plateaus that occur. This occurrence however is not so bad with the daily processes. As for the linear ARMA models, it was quite apparent from the shift predictions that these models failed to give any insight into the processes that were studied in this project. The ARMA stock models are quite simplified. For example only the stock price was considered as a variable, whereas volume and measures can influence this price. Research efforts should be considered in replacing the Kalman filter by its lesser known analog for non-linear processes, the Zakai equation problem.

The references [10, 11], lay down the framework for the Kalman filter to show its potential with economic time-series in the prediction of vector time-series (as opposed to the scalar approach performed here) and the state estimation where the components of the system are not directly observable or if its measurements are uncertain or noisy. For example, the Kalman filter should be successful at predicting economic indices which are correlated with other indices (when the structural models are well known). A second example is the prediction and estimation of indices such as unemployment where measurements are often
uncertain or unavailable.
Appendix A

Brief Review of Time Series and Stochastic Processes

The purpose of this section, is to introduce or review some basic definitions from time series and stochastic processes.

A.1 Discrete Time Series

A discrete time series (DTS) is a discrete set of observations generated sequentially in time. The observations of a DTS made at times $\tau_0, \tau_1, \ldots, \tau_n, \ldots, \tau_N$ may be denoted by $z(\tau_0), z(\tau_1), \ldots, z(\tau_n), \ldots, z(\tau_N) \in \mathbb{R}^p$. Often $p = 1$. We will consider only DTS where the observations are made at some fixed interval $h$. When $N + 1$ successive values of a DTS are available for analysis, we write $z_0, z_1, \ldots, z_n, \ldots, z_N$ to denote observations made at equidistant time intervals $\tau_0, \tau_0 + h, \ldots, \tau_0 + nh, \ldots, \tau_0 + Nh$. We denote $Z_k$ as the observation sequence $z_0, z_1, \ldots, z_k$. We denote $\{z_k\}$ as the observation process which may be a vector. For many purposes the values of $\tau_0$ and $h$ are unimportant, but if the observation times need
to be defined exactly, these two values can be specified. If we adopt $\tau_0$ as the origin and $h$ as the unit of time, we can regard $z_n$ as the observation at time $n$ [1, page 23]. From here on in the term discrete time-series will be referred as time series.

### A.2 Discrete Stochastic Processes

A statistical phenomenon that evolves in time according to probabilistic laws is called a stochastic process, commonly referred to simply as a process. A discrete stochastic process $\{x_n\}$ is a sequence of random variables (from a time series), defined for all integers $n$ [13, page 51]. Here $x_n \in \mathbb{R}^p$. Stochastic processes are often referred to as random processes.

The time series to be analysed may then be thought of as a particular realization, produced by the underlying probability mechanism, of the system under study. In other words, in analyzing a time series we regard it as a realization of a stochastic process.

### A.3 Wide Sense Stationary Processes

A stochastic process is called wide sense stationary (WSS) if, throughout the process, its mean is constant and its autocorrelation depends on the lag within the sample. That is

\[
\mathcal{E}[x_n] = \mu_x \tag{A.1a}
\]
\[
\rho_{xx}[k] = \mathcal{E}[x_n^*x_{n+k}] \tag{A.1b}
\]

Here $\mathcal{E}$ is the expectation operator and $x_n^*$ is the conjugate transpose of $x_n$. If $x_n$ is real
then \( x_n^* = x_n^T \). The autocorrelation function (ACF) \( r_{xx} \), defined by equation (A.1), does not depend on the time of the process [24, page 298].

It should be noted here that when working with limited sampled data, an approximation to the ACF may only be obtained, which we denote as \( \hat{r}_{xx} [k] \). An algorithm to compute an estimate of the ACF, is given in [13, page 102] and [25].

### A.4 Power Spectral Density

The *Power Spectral Density* (PSD) of a WSS random process \( \{x_n\} \) is given in terms of its ACF (A.1) and is given in the following:

\[
P_{xx}(f) \triangleq \sum_{k=-\infty}^{\infty} r_{xx}[k] \exp(j2\pi fk), \quad -0.5 \leq f \leq 0.5.
\]  

(A.2)

The frequency \( f \) may either be thought of as the fraction of the sampling frequency used in obtaining the data samples from a continuous random process or as the number of cycles/sample [13]. The PSD function describes the distribution of power with frequency of the WSS random process.

Relationships between the PSD and the parameters of an ARMA model can be drawn via the ACF of the process. The relationships are presented in Section 2.2.

### A.5 Gaussian Processes

A stochastic process \( \{x_n\} \) is termed *Gaussian*, if for the times \( k_1, \ldots, k_n \), the random variables \( x_{k_1}, \ldots, x_{k_n} \) are jointly Gaussian, that is:

\[ \text{...} \]

\[ ^1 \text{Throughout this report, it is assumed that all processes are real.} \]
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\[ p(x) = \frac{1}{(2\pi)^{n/2} |\Sigma_x|^{1/2}} e^{\frac{1}{2}(x - \mu_x)^T \Sigma_x^{-1} (x - \mu_x)} \]  

where the vector \( X = [x_k, \ldots, x_{k_x}]^T \) has mean and covariance

\[ \mathcal{E}[X] = \mu_x \]  (A.4a)

\[ \mathcal{E}([X - \mu_x][X - \mu_x]^T) = \Sigma_x. \]  (A.4b)

The notation \( X \sim N(\mu_x, \Sigma_x) \) is commonly used to denote that \( X \) has a Gaussian distribution with mean \( \mu_x \) and covariance \( \Sigma_x \).

### A.6 White Noise Processes

White noise processes \( \{v_k\} \) are usually zero mean, Gaussian processes with covariance \( \mathcal{E}[v_kv_l] = C_k \delta_{kl} \) [9, page 330], where the discrete time Kronecker delta function is defined as in equation (A.5).

\[ \delta_{kl} \triangleq \begin{cases} 0 & k \neq l \\ 1 & k = l \end{cases} \]  (A.5)
Appendix B

Spectral Algorithms

B.1 MYWE Algorithm

The MYWE algorithm for solving AR parameters is given below. Recall that \( a_k[0] = 1 \) for all \( k \). The \( K \) parameters represent the reflection coefficients [13] of the ARMA process which are sometimes referred to as the partial auto-correlation function. \( \rho \) represents a variance estimate of the driving noise or the process which is better estimated once the MA parameters are estimated from Durbin's method.

Algorithm

\[
\rho_0 = r_{xx}[0]
\]

for \( k = 1, \ldots, p \)

\[
a_k[k] := -\sum_{i=0}^{k-1} r_{xx}[q + k - i]a_{k-1}[i]/\rho_{k-1}
\]

\[
a_k[i] := a_{k-1}[i] + a_k[k]K_{k-1}[k-i] \quad \text{for } i = 1, \ldots, k-1
\]

\[
K_k[k] := -\sum_{i=0}^{k-1} r_{xx}[q - k + i]K_{k-1}[i]/\rho_{k-1}
\]

\[
K_k[i] := K_{k-1}[i] + K_k[k]a_{k-1}[k-i] \quad \text{for } i = 1, \ldots, k-1
\]

\[
\rho_k := (1 - a_k[k]K_k[k])\rho_{k-1}
\]
When \( q = 0 \), the MYWE algorithm reduces to the Levinson algorithm, a popular method for parameter estimation in AR models.

### B.2 Burg Algorithm

The processes \( \hat{e}_k^f[n] \) and \( \hat{e}_k^b[n] \) are termed the forward and backward predictions respectively. This constrained least-squares minimization method [14, page 1392] does not yield a global minimum for the prediction error power which is estimated as the average of the forward and backward prediction powers, \( \hat{\rho} = (\hat{\rho}^f + \hat{\rho}^b)/2 \).

**Algorithm**

\[
\rho_0 := r_{xx}[0] \\
\hat{e}_0^f[n] := x[n] \quad \text{ (for } n = 1, \ldots, N - 1) \\
\hat{e}_0^b[n] := x[n] \quad \text{ (for } n = 0, \ldots, N - 2) \\
\text{for } k = 1, \ldots, p \\
K_k := \left\{ -2 \sum_{n=k}^{N-1} \hat{e}_{k-1}^f[n] \hat{e}_{k-1}^b[n-1] \right\} / \left\{ \sum_{n=k}^{N-1} \hat{e}_{k-1}^f[n]^2 + \hat{e}_{k-1}^b[n-1]^2 \right\} \\
a_k[k] := K_k \\
\rho_k := (1 - |K_k|^2) \rho_{k-1} \\
a_k[i] := a_{k-1}[i] + K_k a_{k-1}[k-i] \quad \text{ (for } i = 1, \ldots, k-1) \\
\hat{e}_k^f[n] := \hat{e}_{k-1}^f[n] + K_k \hat{e}_{k-1}^b[n-1] \quad \text{ (for } n = k+1, \ldots, N-1) \\
\hat{e}_k^b[n] := \hat{e}_{k-1}^b[n-1] + K_k \hat{e}_{k-1}^f[n] \quad \text{ (for } n = k, \ldots, N-2) 
\]
Appendix C

Results From Experimentation on On-line Data

C.1 Higher Order Models

<table>
<thead>
<tr>
<th>Model Order</th>
<th>(1,0)(AIC)</th>
<th>(7,0)</th>
<th>(5,0)</th>
<th>(7,2)</th>
<th>(5,2)</th>
<th>(6,3)</th>
<th>(5,5)</th>
<th>(0,7)</th>
<th>(0,5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. $PE^2$</td>
<td>0.031598</td>
<td>0.0266183</td>
<td>0.0290221</td>
<td>0.0805264</td>
<td>0.0299585</td>
<td>0.0307505</td>
<td>0.113205</td>
<td>0.802266</td>
<td>0.17090941</td>
</tr>
<tr>
<td>Avg. $</td>
<td>PE</td>
<td>$</td>
<td>0.132057</td>
<td>0.1199444</td>
<td>0.121349</td>
<td>0.235699</td>
<td>0.127064</td>
<td>0.132256</td>
<td>0.278074</td>
</tr>
</tbody>
</table>

Table C.1: 1-step prediction of Micron process using higher order models.

<table>
<thead>
<tr>
<th>Model Order</th>
<th>(1,0)(AIC)</th>
<th>(7,0)</th>
<th>(5,0)</th>
<th>(7,2)</th>
<th>(5,2)</th>
<th>(6,3)</th>
<th>(5,5)</th>
<th>(0,7)</th>
<th>(0,5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. $PE^2$</td>
<td>0.474356</td>
<td>0.522662</td>
<td>0.50189</td>
<td>0.545339</td>
<td>0.960285</td>
<td>NaN</td>
<td>4.8482</td>
<td>0.586593</td>
<td>0.512886</td>
</tr>
<tr>
<td>Avg. $</td>
<td>PE</td>
<td>$</td>
<td>0.390934</td>
<td>0.411341</td>
<td>0.412928</td>
<td>0.43967</td>
<td>0.647408</td>
<td>NaN</td>
<td>1.71025</td>
</tr>
</tbody>
</table>

Table C.2: 1-step prediction of Netscape process using higher order models.
Appendix D

Results From Experimentation on Daily Data

D.1 Determination of Sample Size for Modelling

Figure D.1: Mean $|PE|$ vs. History Length.
D.2 Fine Tuning the Forgetting Factor

Figure D.2: Mean $|PE|$ vs. History Length.

Figure D.3: Apple. Minima at $\lambda = 1.0$. 

(a) NewBridge.  
(b) Xerox.
Figure D.4: Borland. Minima near $\lambda = 0.995$.

Figure D.5: Standard & Poor's. Minima at $\lambda = 0.99$. 
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D.3 AR Modelling in White Noise

Results from experiment of AR process in white noise. The results with the theoretically impossible (negative) variances have been removed to economize space.

\[
\begin{array}{|c|c|c|c|c|}
\hline
P & Normal & 5 & 6 & 7 \\
\hline
\hat{\sigma}^2 & 0.74767 & 0.145543 & 0.0199365 & 0.158128 \\
\hat{\beta}^2 & 0.0 & 0.580327 & 0.568528 & 0.805139 \\
Mean PE^2 & 0.069263 & 1.10555 & 1.68516 & 1.56410 \\
Mean |PE| & 0.667001 & 0.709178 & 1.02253 & 0.974219 \\
\hline
\end{array}
\]

Table D.1: Apple. \( \sigma^2 = 0.76077 \). Best results at \( P = 5 \).

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|c|}
\hline
P & Normal & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
\hat{\sigma}^2 & 0.2133405 & 0.410997 & 0.6233201 & 0.01453322 & 0.470834 & 0.019858 & 0.187718 & 0.211328 & 0.316497 \\
\hat{\beta}^2 & 0.0 & 0.001775 & 0.1543401 & 0.215801 & 0.182008 & 0.192011 & 0.182011 & 0.192011 & 0.182011 \\
Mean PE^2 & 0.209455 & 0.432175 & 0.669317 & 0.325323 & 1.2309 & 0.28284 & 0.441277 & 0.497565 & 1.03078 \\
Mean |PE| & 0.282303 & 0.461883 & 0.665311 & 0.281803 & 0.758252 & 0.380422 & 0.494852 & 0.480828 & 0.686364 \\
\hline
\end{array}
\]

Table D.2: Borland. \( \sigma^2 = 0.214184 \). Best results at \( P = 7 \).
Table D.3: IBM. $\sigma^2 = 1.02037$. Best results at $P = 6$.

<table>
<thead>
<tr>
<th>P</th>
<th>Normal</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2$</td>
<td>1.01235</td>
<td>0.002645</td>
<td>0.20314</td>
<td>0.057516</td>
<td>2.61621</td>
<td>2.5779</td>
<td>0.12846</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.5</td>
<td>1.12256</td>
<td>0.92660</td>
<td>0.052776</td>
<td>0.756529</td>
<td>0.75276</td>
<td>0.726618</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>1.35297</td>
<td>2.84501</td>
<td>1.77777</td>
<td>1.94055</td>
<td>6.20007</td>
<td>9.42096</td>
<td>2.34439</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>0.835924</td>
<td>1.21436</td>
<td>1.01791</td>
<td>1.06179</td>
<td>1.48231</td>
<td>2.36245</td>
<td>1.15311</td>
</tr>
</tbody>
</table>

Table D.4: NASDAQ. $\sigma^2 = 487.221$. Best results at $P = 6$.

<table>
<thead>
<tr>
<th>P</th>
<th>Normal</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2$</td>
<td>27.29</td>
<td>41.147</td>
<td>43.380</td>
<td>12.5187</td>
<td>132.709</td>
<td>235.475</td>
<td>564.239</td>
<td>856.266</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.0</td>
<td>0.02967</td>
<td>0.14135</td>
<td>6.03244</td>
<td>19.6512</td>
<td>11.2551</td>
<td>7.05737</td>
<td>0.00706</td>
<td></td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>31.2039</td>
<td>65.8729</td>
<td>102.076</td>
<td>58.76</td>
<td>263.73</td>
<td>466.137</td>
<td>769.869</td>
<td>1135.46</td>
<td></td>
</tr>
</tbody>
</table>

Table D.5: Standard & Poor's. $\sigma^2 = 67.7452$. Best results at $P = 4$.

<table>
<thead>
<tr>
<th>P</th>
<th>NORMAL</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2$</td>
<td>7.54922</td>
<td>14.3926</td>
<td>7.81025</td>
<td>2.4554</td>
<td>30.2848</td>
<td>220.646</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.0</td>
<td>0.534101</td>
<td>1.5179</td>
<td>3.70859</td>
<td>6.21711</td>
<td>5.32803</td>
</tr>
<tr>
<td>Mean $PE^2$</td>
<td>8.25294</td>
<td>181.135</td>
<td>13.5884</td>
<td>14.3681</td>
<td>53.7549</td>
<td>395.056</td>
</tr>
<tr>
<td>Mean $</td>
<td>PE</td>
<td>$</td>
<td>2.10726</td>
<td>9.48820</td>
<td>2.80906</td>
<td>2.8661</td>
</tr>
</tbody>
</table>

Table D.6: Xerox. $\sigma^2 = 1.91078$. Best results at $P = 1$.
Figure D.7: Modelling AR in noise.
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