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Abstract

The peaks and valleys observed by Nowak et al (Phys. Rev. B54, R12725 (1996)) in the local magnetization $M(x)$ and local relaxation rate $S(x)$ in a single crystal of Tl$_2$Ba$_2$CuO$_{6+δ}$ containing columnar defects are well reproduced by an empirical model where the critical current density $j_c$ is fractionally enhanced in the vicinity of the matching field $B_s$ and of a multiple of $B_s$ by superimposing two broad triangular peaks on a continuous dependence of $j_c$ on the magnetic flux density $B$. The dependence of $S(x)$ on $B(x)$ is well reproduced by stipulating that $j_c$ decays at a rate $\approx 1/2$ slower at the summit of the peaks than at their edges. The model fits the variety of $M(x)$ and $S(x)$ data taking $B_{s1}$ and $B_{s2}$, the flux density at the first and second peaks in $j_c$, to have a ratio $B_{s2} / B_{s1} \approx 2.5$. The model also makes detailed predictions regarding the structure and location of valleys for $S(x)$ versus $B(x)$ descending in magnitude which were not reported in the above article.

We demonstrate that a “staircase” type of dependence of $j_c$ on $B$ proposed by Radzihovsky (Phys. Rev. Letters 74, 4923 (1995)) and exploited by Beauchamp et al (Phys. Rev. B52, 13025 (1995)) can account for the peak in $|M(x)|$ adjacent to $B = 0$ but cannot generate the two peaks encountered when $B(x)$ is ascending in magnitude nor reproduce the two peaks seen at higher fields when $B(x)$ is descending in magnitude.

We also show that the ratio $B_{v2T} / B_{v1T} \approx 3$ for the location of the two valleys observed for $S(x)$ versus $B(x)$ depends on, (i) the position of the
measuring probes and, (ii) whether $B(x)$ is ascending or descending in magnitude.
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Chapter 1

General Introduction

General Background

An important property of superconductors is clearly their ability to support a transport current with no energy dissipation. In type I superconductors this capacity abruptly ceases when the total magnetic field at the surface of the conductor attains the thermodynamic critical field $H_c$. This distressing feature was first observed by Kamerlingh Onnes soon after his discovery of superconductivity in 1911. Since the highest $\mu_0 H_c \approx 0.07$ Tesla in type I superconductors is encountered in Pb at $T \approx 0\text{K}$, these materials have not been particularly useful in this area of applications. When $|\vec{H}_{\text{total}}|$, the vector sum of externally applied magnetic fields and the “self” field generated by the current in the superconductor attains $H_c$, an intermediate state arises where zones of normal material of thickness $\approx \lambda \approx 100$ nm, the penetration depth, coexist alongside superconducting regions of comparable size. Under these circumstances some electrical resistance appears.

Although many type II superconductors such as classical low $T_c$ materials (e.g. Nb, NbTi and Nb$_3$Sn) and high $T_c$ superconductors possess an $H_c$ much larger than Pb, when the total surface field exceeds $H_{c1} \approx \frac{H_c}{\sqrt{2(\lambda/\xi)}} \ln\left(\frac{\lambda}{\xi}\right)$ which is intrinsically much smaller than $H_c$, a mixed
state occurs. Here $\xi$ is the coherence length and typically $\xi \ll \lambda$. In this mixed state, magnetic flux in the form of quantized vortices, also called flux lines, enters the bulk of the specimen. In “ideal”, i.e. reversible hence pinning free specimens, these flux lines move freely and form a uniform triangular lattice. Since parallel flux lines repel each other, this lattice adopts a homogeneous density whose equilibrium is maintained by the “magnetic pressure” of the external magnetic field $H_a$.

It is useful here to focus on the simple geometry of a long ribbon where $H_a$ is directed along the broad faces and transverse to the length of the ribbon. In this situation it is clear that the introduction of a conduction current along the length of the ribbon will disturb the equilibrium of the flux line lattice. The magnetic field $H_1$ generated by the electric current enhances the surface field along the face where $H_{total} = H_1 = H_a + H_1$, and diminishes $H_{total}$ along the opposite face since here $H_{total} = H_2 = H_a - H_1$. Consequently a gradient of magnetic flux density arises across the width of the ribbon. Thus each flux line experiences a stronger mutual repulsion from the flux lines on its high-density side than it experiences from those on its low-density side. The unbalance experienced by the flux lines will cause them to move “down” the flux density gradient. In the steady state, hence with a constant (D.C.) current flowing, new flux lines enter across the surface where $H_{total} = H_1$ and “old” lines leave at the same rate across the surface where $H_{total} = H_2$. The displacement of a flux line however gives rise to energy dissipation since Cooper pairs are thereby driven to traverse the normal core of the moving flux line. A voltage $V_f$, denoted a flux flow voltage, then appears along the length of the ribbon hence a flux flow resistance $R_f = V_f/I$. 
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and energy dissipation $P_f = IV_f$. Alternatively and equivalently, the driving force on the flux lines when an electric current and the associated magnetic field are introduced in the body or bulk of the specimen can be viewed as the Lorentz force $\vec{F}_f = j \times \vec{B}$ where $j$ is the current density.

In brief then, when the total magnetic field, $H_a + H_i$ at one surface of the ribbon attains $H_{c1}$, the reversible, hence pinning free, type II superconductor ceases to carry an electric current with zero resistance. Consequently “ideal” type II superconductors are even less interesting than type I materials for applications which require large electric currents and strong magnetic fields. Reversible (i.e. high purity and well annealed) Nb is an exceptional case since here $\mu_0 H_C \approx 0.18$ T and $\mu_0 H_{c1} \approx 0.12$ T are appreciably larger than $\mu_0 H_C \approx 0.07$ T for Pb at $0^\circ$K. Also since $T_c \approx 9$ K, this metal is very useful for superconducting high internal electric and magnetic field microwave applications (such as klystrons for nuclear particle accelerators).

Unfortunately then, for “ideal” (i.e. reversible, hence pinning free) type II superconductors, whether low or high $T_c$, the immense span between $H_{c1}$ and the upper critical field, $H_{c2} = \sqrt{2 \lambda H_C / \xi}$, although academically fascinating, is barren for practical purposes.

Hysteretic Type II Superconductors

In the early sixties this situation changed overnight when a group at Bell Laboratories discovered that Nb$_3$Sn, a brittle alloy with a $T_c \approx 18$ K, could sustain large currents in the presence of strong magnetic field as high
as 10 Tesla at 4.2 K. Soon after this breakthrough, R. Hake and T.G. Berlicourt found that ductile NbTi alloys with a \( T_c \approx 11 \) K could, when “suitably prepared”, support large currents at 4.2 K in fields extending to several Teslas. The latter alloy has since been the “workhorse” material exploited in the construction of thousands of laboratory (e.g. the Tevatron at Fermi Lab) and commercial (Magnetic Resonance Imaging) superconducting magnets. These alloys can carry such large currents in the mixed state (also called the vortex state and the Shubnikov phase) between \( H_{c1} \) and \( H_{c2} \) because here the flux lines cannot move freely but are “pinned” by suitable imperfections and impurities, which impede or arrest their migration.

Now a large net repulsive force can be exerted on a flux line by its neighbours before it is released from the pinning sites. Thus large density gradients \( dB/dx \) can be established in the distribution of flux lines, hence large lossless current densities can be sustained since \( |dB/dx| = \mu_0 j \) by Maxwell’s equation. Alternatively the driving Lorentz force \( \vec{F}_L = \vec{j} \times \vec{B} \) now
must overcome a pinning force $\vec{F}_p$ before migration of the flux lines takes place.

This leads to the concept of the critical state where $|\vec{F}_l|=|\vec{j} \times \vec{B}|$ must infinitesimally exceed $|\vec{F}_p|$ in any volume which becomes occupied by an electric current, hence by a flux density gradient. Returning again to the simple geometry of a long wide ribbon in a static magnetic field $H_o$ directed along a broad face and perpendicular to its length, we can readily envisage a sequence of critical flux density configurations (called $B$ profiles) penetrating into the specimen as sketched in Fig. 1.1(a) when a current $I$ is introduced, hence as the self-field $H_i$ increases to $+I/2$ along one surface and “decreases” to $-I/2$ along the other surface of the specimen. Here $I$ denotes the current flowing through a unit dimension of the width (height) of the ribbon. In the sketch we visualize that the specimen is first cooled from $T_c$ to the chosen temperature $T_F$ in $H_o >> H_{c1}$, hence the initial $B$ profile is uniform with $B(x)=\mu_0 H_o$. This is referred to as field cooling.

When $I$ reaches the critical current, $I_c$, the entire specimen is filled by the current at a critical current density $j_c$, hence by a critical flux density gradient. We note that $j_c$ may depend on the flux density $B(x)$, hence $j_c(x)$ and $dB/dx$ are not uniform since $B(x)$ is not uniform. When $I$ is made to exceed $I_c$, $j(x)$ becomes greater than $j_c(x)$ and $|\vec{F}_l|>|\vec{F}_p|$ throughout the volume of the ribbon. Now a uniform electric field, $E=B(x)v(x)$, hence a flux flow voltage appears accompanied by energy dissipation, $P=VI$, as a continuous procession of flux lines enters from the surface on the right, travels at a velocity $v(x)$ across the width of the ribbon and exits through the left surface. Critical current densities $j_c \approx 10^{11}$ A/m$^2$ have been achieved in
Fig. 1.1 (a) Sequences of B profiles with I increasing in static $H_a$.
(b) Sequences of B profiles with $H_a$ increasing with $I = 0$. 
the “best” low and high $T_c$ materials in applied magnetic fields of several Teslas.

Another simple scenario of great interest is the situation where only the externally applied magnetic field $H_a$ plays a role and no conduction current is fed into the ribbon via leads attached to its ends. These are the circumstances which will be addressed in this thesis. Sequences of $B$ profiles are displayed in Fig. 1.1(b). Here a non-uniform electric field $E(x) = B(x)v(x)$ is generated as flux lines enter and migrate in the specimen during the “transition” from one stationary $B$ profile to the subsequent one. During the interval of evolution of the $B$ profiles, $j(x) > j_c(x)$ and $|\vec{F}_e| > |\vec{F}_L|$.

Fig. 1.2 displays a sequence of $B$ profiles which are generated when the applied field $H_a$ after attaining a very large value, denoted $H_{max}$, is now slowly reduced to zero and then increased in magnitude in the opposite direction. The reader will note that the lower half of Fig. 1.2 repeats Fig. 1.1(b) but with the sign reversed. Physically however these two sets of configurations are similar.

Since the profiles are symmetric with respect to the centre of the specimen when $I = 0$, I will henceforth simplify these pictures and present only the left part of the sequences of profiles in the displays in the thesis.

In the experimental work addressed in this thesis, the researchers measured the evolution of the flux density $B(x)$ threading a small area of thin platelet single crystals with a miniature Hall probe as the applied magnetic field directed perpendicular to the flat faces of the specimen was slowly varied from a large value in one direction, through zero, then to a large value in the opposite direction.
Fig. 1.2 A sequence of B profiles generated as $H_a$, after attaining a strength $H_{\text{max}}$, is then reduced, traverses zero and increases in magnitude in the opposite direction. Note that now a swing of $H_a$ from $-H_{\text{max}}$ to $+H_{\text{max}}$ will simply “repeat” this sequence.
It is useful to display the observations in various formats which I now describe. Firstly the evolution of $B(x)$ versus $\mu_0 H_s$ can be presented in the straightforward manner sketched in Fig. 1.3(a). This is recognized as the standard textbook illustration of hysteresis curves for ferromagnets. This format however fails to focus on and emphasize the important quantity under scrutiny which is the difference between $\mu_0 H_s$ and $B(x)$, namely the local magnetization, $\mu_0 M(x) = B(x) - \mu_0 H_s$. Fig. 1.3(b) schematically presents typical hysteresis curves in this second format. Workers have also found it convenient to modify this second format and to display $\mu_0 M(x)$ versus $B(x)$ instead of $\mu_0 H_s$. A typical hysteresis curve encountered in this format is sketched in Fig. 1.3(c). Note in particular the changes of quadrant between (b) and (c) for the hump or peak.

Often the measurement of the evolution of $B(x)$ during the variation of $H_s$, after a reversal of the sense of sweep, which causes $M(x)$ or $B(x)$ to migrate from the lower (upper) to the upper (lower) envelopes of these hysteresis curves are not shown since these “bridges” or “traversals” are not pertinent to the message being reported and take place outside the boundaries selected for the display. Note also that the information contained in quadrant 1 of all these figures is repeated in quadrant 3 and that of quadrant 2 in 4. Consequently all of these formats could “economically” be reduced to a display of either the right or left half without a loss of information.
Fig. 1.3 Three different formats for the presentation of local hysteresis curves.
An Elementary Outline of the Physics of Pinning

It is well established that magnetic flux in the body of type II superconductors exists in the form of quantized vortices each threaded by one unit of flux, $\Phi_o = \frac{h}{2e} = 2.05 \left(10^{-15}\right)$ T·m$^2$. Theoretical and experimental investigations of the internal structure of the vortices reveal that the density of Cooper pairs hence the superconducting state (energy gap, order parameter) diminish to zero at the axis of the vortex. This reduction or suppression of the superconductivity occurs over a characteristic dimension denoted $\xi$ and called the coherence length. In high $T_c$ superconductors and the well known low $T_c$ type II superconductors (NbTi, Nb$_3$Sn) $\xi < \lambda$ and typically $\xi$ is a few nanometers in the $T = 0$ limit. Both $\xi$ and $\lambda$ diminish with temperature and become infinitely large at $T_c$.

A useful and frequently exploited approximation is to regard the area $\pi \xi^2$ around the axis of the vortex to be in the normal state. Hence this region is denoted the vortex core. Independently of this simple picture, it is clear that superconducting condensation energy, $V_{\text{core}} \approx n_s \pi \xi^2 L$, must be sacrificed when a vortex "appears" in the superconductor. Here $n_s$ is the density of Cooper pairs in the unperturbed superconducting state, hence far from the vortex cores. $L$ is the length of the vortex. Consequently, the energy advantage associated with the "nucleation" of the vortex is partly offset by the creation of the vortex core. It ensues that voids and other regions in the body of the superconductor where the density of Cooper pairs is already suppressed or reduced over a volume of $\approx \xi^3$ will provide excellent sites to be exploited in placing the axis of the vortex since the energy ransom has
Fig. 1.4 (a) The density of Cooper pairs in the vicinity of a vortex core.
(b) A columnar defect of volume $\approx \xi^2 L$, where $L$ is the length of the defect.
already been paid. Thus the vortex (flux lines) will seek to occupy the available physical imperfections and regions of chemical impurities of appropriate dimensions, orientation and distribution as depicted in Fig. 1.4. The energy gain for the vortex in occupying these sites must then be supplied in order that the flux line be liberated and made to migrate. The lattice of flux lines is thereby pinned by a force density $F_p$ which the Lorentz force $|\vec{F}_L| = |\vec{J} \times \vec{B}|$ must overcome before the flux flow state occurs and energy dissipation appears.

The microstructure of type II superconductors therefore plays the major role in dictating the critical current density, $j_c(B,T)$ of these materials. For more than three decades teams of metallurgists, materials scientists, physicists and chemists have investigated the effectiveness of different "point defects", grain boundaries, dislocation networks, precipitates, microsegregation of phases, etc., in order to optimize and understand the pinning phenomenon. As part of this effort many laboratories have studied the effect of bombarding the specimens with high energy protons, alpha particles, fast neutrons, X-rays, etc. Recently several laboratories have irradiated small single crystals of high $T_c$ superconductors with high energy heavy ion beams. Such a beam directed to traverse a single crystal platelet along its thickness (typically ≈a dozen microns) creates an irregular lattice of columnar defects extending from one surface to the other. The size of the ions and their energy determine the diameter of these columnar defects. The choice of these is made to create columnar defects whose radius corresponds to the coherence length of the target over some convenient temperature range $\Delta T$ below $T_c$. In this thesis I first present the hysteretic behaviour of single crystals of $\text{Tl}_2\text{Ba}_2\text{CuO}_{6+\delta}$ containing columnar defects reported
recently by a University of Chicago and Argonne National Laboratory group and then examine these observations in the framework of the critical state model mentioned above and which I now outline in more detail.
The Critical State Model

This model, as indicated earlier, assumes that flux lines are made to migrate when the driving Lorentz force overcomes the pinning force. An alternative perspective focuses on the feature that the flux lines depin and migrate only when the current density exceeds a critical value $j_c(B(x), T)$. Then Maxwell's equation for planar geometry reads,

$$\frac{dB}{dx} = \pm \mu_0 j_c(B, T)$$

(1.1)

with $F_p(B, T) = j_c(B, T)B$.

Many workers in the early sixties, starting with C.P. Bean, H. London, Y.B. Kim and P.W. Anderson, noted that various simple expressions for $j_c(B)$ readily lead to a satisfactory description of a large variety of observations on the critical current behaviour, low frequency AC losses and magnetic phenomena in type II superconductors. In particular expressions of the form,

$$j_c = j_o B_{c2}^n / (B_o + B)^n$$

(1.2)

have been extensively exploited in the literature. Here $j_o$, $B_o$ and $n$ characterize the specimen and $j_o$ is dominant in prescribing the temperature dependence. For situations where $B$ extends to $\mu_o H_{c2}$, this expression is modified to take into account that $j_c \to 0$ when $B \to \mu_o H_{c2}$. It is this empirical approach which we apply in our examination of the observations.
of the Chicago/Argonne group in order to extract information on $j_c(B)$ for their single crystals with columnar defects.

These workers observe new features of basic significance in the local hysteresis curves, namely peaks in $|\mathcal{M}(x)|$ versus $B(x)$ whose maxima appear in the vicinity of $B(x) = B_*$ and a multiple of $B_*$. Here $B_*$ denotes the matching field where the density of flux lines, $N_f = B(x)/\Phi_0 = N_{cd}$, where $N_{cd}$ is the density of columnar defects. Recall that $\Phi_0 = \hbar/2e$ is the quantum of flux.

Flux Creep

In 1962, Kim, Hempstead and Strnad at Bell Labs observed that the magnetic field $H$, in the cavity of a hollow tube of Nb$_3$Sn at 4.2 K in a stationary external magnetic field $H_*$ directed along its axis changed slowly with time. This indicated that the current $I$ circulating azimuthally around the tube was not truly persistent but experienced some decay. In these experiments the workers insured that $\Delta H_*$, the previous increase or decrease of $H_*$ which induced the flux shielding or flux retaining current $I$ to circulate around the tube, was sufficiently large so that $I$ existed in a critical state, i.e. filled the entire wall thickness.

An explanation of this remarkable phenomenon, called flux creep, was proposed by P.W. Anderson in 1962. The basic elements of this model survive in the numerous subsequent and very elaborate theoretical studies of this phenomenon. Prior to the discovery of high $T_c$ superconductors, this behaviour was not disturbing and did not attract much attention since the
rate of decay was infinitesimal and was observed to diminish logarithmically with time.

Soon after the discovery of high $T_c$ superconductors it was found that in these materials the rate of decay is immense not only at 77 K but also at 4.2 K. The phenomenon was then baptised “giant flux creep”. Also in these materials the rate of decay frequently deviates appreciably from the usual logarithmic dependence with time.

P.W. Anderson believed that thermal agitation caused individual flux lines or bundles of flux lines to escape from the pinning potential wells of depth $U$ (also called the activation energy or barrier) with a probability $e^{-U/kT}$. When the $B$ profile is uniform, the rate of escape of flux lines from potential wells is balanced over an appropriate time interval and spatial extent by the rate of capture by potential wells. However, a flux density gradient created by an electric current lowers the barrier on one side of a potential well by an amount $\Delta U$ and raises the barrier on the other side by an equal amount as illustrated here in the sketch. Thus the escape probabilities are altered, increasing by an amount $e^{+\Delta U/kT}$ on the low flux density side and decreasing by $e^{-\Delta U/kT}$ on the high side. This results in a thermal agitation
driven net movement of flux lines "down" the flux density gradients, hence a "relaxation" of the $B$ profiles, therefore a decline in the steepness of the flux density gradient, and consequent decay of the current density $j$. As these related events take place, the rate of flux creep (also called magnetic relaxation) diminishes since the decrease of $j$ "causes" $dB/dx$ to also diminish hence $\Delta U$ to become smaller. $\Delta U$ depends on $j$, $B$ and $T$. Further the prefactor to the exponential involves much physics. Extensive experimental and theoretical effort has been and is being devoted to elucidating these many features and, in particular, the effect of different pinning sites on the rate of flux creep.

The giant flux creep encountered at low temperatures in the high $T_c$ superconductors is partly attributed to the feature that the coherence length in these materials is very small (typically $\xi \approx 1 \text{ nm}$) and hence the pinning potential wells are less effective than in their low $T_c$ counterparts where $\xi$ is much larger.

It is of course not necessary to use hollow tubes for the investigations of flux creep. This is usually done by monitoring the evolution with time of the magnetic moment of a specimen of arbitrary geometry at constant temperature and in a stationary magnetic field (this is another reason why flux creep is also labelled magnetic relaxation). In order to compare "apples with apples" it is customary to normalize $\Delta \mu / \Delta t$, the rate of decay of the magnetic moment with respect to the initial magnetic moment $\mu$, hence display $\Delta \mu / \mu \Delta t$ versus $t$ or $\ln t$.

The Chicago/Argonne group measured the rate of relaxation of the local magnetic flux density, hence $dB(x)/dt$, as a function of $B(x)$ ascending in magnitude at one position on their single crystal with columnar defects.
These measurements were performed at 0.5 and 2 K. They observe nearly identical intricate structure as a function of $B(x)$ with sharp minima in the normalized decay rate, $dB(x)/dt|M(x)|$ occurring in the vicinity of $B_\ast$ and $3 \, B_\ast$ at both temperatures.

In chapter 4 of this thesis, by introducing two simple new assumptions, we reproduce these intricate observations using the same critical state framework which we exploited to generate all the details in the structure of their local hysteresis curves. Crucial features which emerge from our model are that the position of the minima depends on, (i) the location of the probe measuring $B(x)$ and (ii) whether $B(x)$ is ascending or descending in magnitude. In our model, the important physical quantity is the location of the maxima of two peaks in the dependence of $j_c$ on $B$. Our analysis of their data shows that these are situated in the vicinity of $B_\ast$ and $2.5 \, B_\ast$. Consequently the $3 \, B_\ast$ feature which they emphasize arises from their choice for the position of the probe and the fact that they focused only on relaxation data taken with $B(x)$ increasing in magnitude.
Chapter 2

Experimental Observations

In this chapter I present the experimental observations of a University of Chicago/Argonne National Lab group (Nowak et al$^6$) which our empirical model endeavours to reproduce and analyze.

First, as a preface, it is of interest to mention a similar investigation on single crystals of YBa$_2$Cu$_3$O$_{7-x}$ with columnar defects by other University of Chicago/Argonne National Lab collaborations$^7,8$ both published a year earlier.

The crystals in the latter studies were polygon shaped platelets, at least 150×150 μm in area in the a-b plane and less than 20 μm thick. The columnar defects were introduced along the c-axis by irradiation with 605 MeV Xe ions and extend from face to face of the crystal.

Fig 2.1 presents their data on the effect of the irradiation on the local hysteresis curve, $B(x)$ versus $\mu_0 H_a$ at 0.1 K. Here the Hall probe of active area 5 μm × 10 μm was situated at the centre of one face of the specimen. The notation $B_s = 0$ indicates no irradiation and $B_s = 10$ and 20 kG indicates that the irradiation was monitored to achieve a density of columnar defects to match the density of flux lines threading the platelet along the c-axis when the magnetic flux density $B(x)$ has the value indicated.

Pursuing the critical state concept outlined in the introduction and developed in the appendix, and assuming that the irradiation simply modifies the parameters $j_o$ and $B_o$ in the expression,
\[ j_c = \frac{j_0 B \alpha f}{B_0 + B} \quad (2.1) \]

LeBlanc, Cameron and LeBlanc\(^9\) generated the corresponding family of curves displayed in Fig. 2.2(a).

Fig. 2.3(a) displays the observations of the third University of Chicago/Argonne collaboration (Beauchamp et al\(^8\)) of the local hysteresis curves for different positions of the measuring probe between the middle and the outside edge. The measurements were performed on the crystal irradiated to \( B_s = 10 \text{ kG} \) (see the thicker curve of Fig 2.1) but here \( T = 5 \text{ K} \) instead of 0.1 K.

Fig 2.3(b) displays the theoretical curves generated by the model proposed by Beauchamp et al\(^8\) to account for the dependence of the hysteresis curve on the position of the probe. The model is based on the concept put forward by one of their theoreticians (Radzihovsky\(^10\)) that \( j_c \) should decrease very rapidly when \( B \) is increased across \( B_s \). Fig 2.2(b) displays the corresponding family of curves generated by our model which assumes \( j_c \) to be continuous (see inset to Fig 2.2(a) and equation 2.1).

Briefly then the U. of Chicago/Argonne group (Beauchamp\(^8\)) and ourselves\(^9\) interpret the same data in radically different ways. We assume that the irradiation causes a continuous change in \( j_c \) versus \( B \) with no discontinuity across \( B_s \) whereas they maintain that the irradiation introduces a large enhancement in \( j_c \) (by a factor of \( \approx 8 \)) below \( B_s \) with a steep descent in the vicinity of \( B_s \).
FIG. 1. Hysteresis loops at $T = 0.1\, \text{K}$ for crystals with no columnar defects and with columnar defect densities equivalent to the vortex density at internal magnetic fields $B_\phi = 10$ and $20\, \text{kG}$. The sharp changes in slope scale with $B_\phi$.

Fig. 2.1 Reproduced from Beauchamp et al$^2$
FIG. 2. (a) Displays hysteresis curves of \( H(x) \), the magnetic field at the center of the specimen vs \( H_a \), the applied magnetic field, calculated using \( j_c = j_0 H_{ref}/[H(x) + H_0] \) shown in the inset with \( j_0 X/H_{ref} = 1.5, 0.6, \) and 1.8, and \( H_0/H_{ref} = 1.0, 0.12, \) and 0.10 for \( j_c = j_c', \ j_c'', \) and \( j_c''' \). Taking \( \mu_0 H_{ref} \approx 1.5 \) T gives a good fit to Fig. 1 of Ref. 2. (b) Displays local hysteresis curves \( H(x) \) for different distances from the surface (\( x/X = 1/3, 2/3, \) and 1 for the inner, middle, and outer curves) calculated using \( j_c'' \).
FIG. 1. (a) Local internal magnetic field $B$ vs applied field $H$ at 25 $\mu$m (inner curve), 50 $\mu$m, and 70 $\mu$m (outer curve) distances from the crystal edge at $T=5$ K. (b) Calculated local hysteresis loops using modified Bean model with $B_\phi=10$ kG.

Fig. 2.3 Reproduced from Beauchamp et al$^3$
FIG. 3. Scaling of the minimum in the magnetization relaxation rate with columnar defect density at $T = 0.1 \text{ K}$. The crystal with no columnar defects has no features in $S(B)$, whereas the crystals with $B_\phi = 10$ and 20 kG have large enhancements in $S$ for $B < B_\phi$, a sharp minimum near $B_\phi$, and an approach to the point defect pinning limit for $B \gg B_\phi$. Lines are guides to the eye.

Fig. 2.4 Reproduced from Beauchamp et al$^2$
The observations of Beauchamp et al\textsuperscript{7} on the effect of the levels of ion irradiation, hence of the density of columnar defects on the local magnetic relaxation (flux creep) are displayed in Fig 2.4. Here the decay rate is plotted versus $B(x)$ with the Hall probe placed at the middle of the platelet crystal of Fig 2.1. Note the appearance of a deep valley in the irradiated samples where the minima are linked to $B_0$, and the growth in $B_0$ caused by doubling the density of columnar defects.

Finally we now turn to the observations of Nowak et al\textsuperscript{6} on the effect of columnar defects created by high energy heavy ions in single crystals of Tl$_2$Ba$_2$CuO$_{6+\delta}$. The superconducting and normal state properties of this material exhibit considerably more anisotropy between the basal a-b plane and the c-axis than YBa$_2$Cu$_3$O$_{7-x}$ The single crystals were irregularly shaped platelets with basal plane areas approximately 200 $\times$ 200 $\mu$m and 20 $\mu$m thick along the c-axis. The randomly distributed columnar defects were aligned along the axis ($\pm 2^\circ$) and were introduced by irradiating one of the crystals with 1.1 GeV uranium ions. The irradiation dosage was chosen so that the density of defects corresponded to vortex densities at a matching field $B_0 = 10$ kG.

The magnetization measurements were performed using microfabricated bismuth Gaussmeters similar to those used by Beauchamp et al\textsuperscript{7,8} except that the active area of the probe was $3 \mu$m $\times$ $3 \mu$m. The magnetic field was detected by monitoring the Hall voltage. The probe was placed on the surface at $x/X = 2/3$ where $x = 0$ is the edge of the platelet and $x = X$ is the middle.
FIG. 1. Magnetization, $M$, vs local internal field, $B$, at $T = 2$ K for the crystal with a columnar defect density corresponding to a vortex density at a field $B_\phi = 10$ kG. The hysteresis loop is narrower for slower sweep rates of the applied field. Data shown in subsequent figures correspond to the lower right-hand quadrant. Inset: columnar defects enlarge the hysteresis loop, particularly for $|B| < B_\phi$.

Fig. 2.5  Reproduced from Nowak et al$^1$
FIG. 3. Magnetization decay rates show sharp minima for internal fields near $B_\phi$ and $3B_\phi$. Symbols represent rate, $S$, determined with the applied field held constant. Solid line shows the dynamical rate, $Q$, calculated from the sweep rate dependence of the hysteresis loop. Inset: a model incorporating two critical currents in irradiated crystals can explain the maxima in the magnetization (Fig. 1) as the applied field is ramped up from large negative to large positive values.

Fig. 2.6  Reproduced from Nowak et al$^1$
Fig 2.5 displays their measurements of the local magnetization \( \mu_0 M(x) = B(x) - \mu_0 H_a \) versus \( B(x) \). The inset displays \( B(x) \) versus \( H_a \). Five humps in \( |M(x)| \) versus \( B(x) \) can be discerned on careful inspection as \( B(x) \) swings from a large positive value to a large negative value (upper curve) and similarly during the sweep in the opposite sense (lower curve). Note that, in principle, the curve in the 1\textsuperscript{st} quadrant should be the “image” of that in the 3\textsuperscript{rd} and the curve in the 2\textsuperscript{nd} quadrant the image of that in the 4\textsuperscript{th}. In chapter 3 we endeavour to reproduce these observations in the framework of the critical state model where we exploit a continuous but non-monotonic dependence of \( j_c \) on \( B \).

Fig. 2.6 displays the observations of Nowak et al\textsuperscript{6} for the local magnetic relaxation rate,

\[
S(x) = dB(x)/\mu_0 M(x) d(ln t)
\]

(2.2)

as a function of \( B(x) \) at two different temperatures. They also display a related quantity denoted by the dynamical magnetization rate,

\[
Q(B) = \ln \{M_f(B)/M_s(B)\}/\ln \{(dH_a/dt)_f/(dH_a/dt)_s\}
\]

(2.3)

versus \( B(x) \). Here the subscripts \( f \) and \( s \) indicate that \( H_a \) was swept at a fast and a slow rate with corresponding data for the magnetization (see the solid and dashed curves of Fig. 2.5).

In Fig. 2.6 it is clear that regardless of the sweep rate and temperature they obtain curves with very similar structure with two distinct peaks and
two minima. They emphasize that the bottom of the valleys are seen to correspond closely to $B_*$ and $3B_*$. In the figure caption they assert that "a model incorporating two critical currents can explain the maxima in the magnetization" (the previous figure). The insert in Fig 2.6 displays the model where $|\mu_0 j_c| = |dB/dx|$ decreases abruptly as $B$ traverses $B_*$. This is the model that Beauchamp et al\textsuperscript{8} exploited to reproduce their observations where only one peak (not five) was encountered (see Fig 2.3 and Fig. 1.3). Nowak et al\textsuperscript{6} however do not demonstrate how this concept can generate their observations for the magnetic hysteresis (Fig. 2.5). They also do not present any quantitative model to account for the structure of their magnetic relaxation data. They do however put great emphasis on the feature that flux density at the minimum in the second valley corresponds to three times that for the first.

In the next two chapters we will present an empirical model which reproduces their observations displayed in Figs. 2.5 and 2.6. This model shows that the position of the summits of the $|M(x)|$ and of the valley minima in the $S(x)$ curves depends on, (i) the position of the probes and, (ii) whether $B(x)$ (hence $H_*$) is ascending or descending in magnitude. Consequently, the emphasis of Nowak et al\textsuperscript{6} on the ratio of the positions of the minima being $\approx 3.0$ is misleading. Our model indicates that the important ratio is that obtained for the two summits in the continuous but non-monotonic dependence of $j_c$ on $B$. We find from our analysis of their data that this ratio $B_{S_2}/B_{S_1} \approx 2.5$. The difference between 2.5 and 3.0 is important for basic theoretical modelling of the interaction of the lattice of vortices with the lattice of columnar defects.
Chapter 3

Modeling of the Observed Local Hysteresis Curves

Introduction

In their paper Nowak et al\textsuperscript{6} note that "it has recently been postulated (by Radzihovsky\textsuperscript{10}) and shown (by Beauchamp et al\textsuperscript{8}) that columnar defects lead to two critical current regimes as a function of internal field: an enhanced critical current in regions of the sample where $B < B_*$ for which each vortex is strongly pinned by a columnar defect, and a smaller critical current in regions where $B > B_*$ due to interstitial vortices that are less strongly pinned by point disorder and/or vortex interactions". Also in their paper Nowak et al state that, "a model incorporating two critical currents in irradiated crystals can explain the maxima in the magnetization (see Fig. 2.5) as the applied field is ramped up from large negative to large positive values".

In this chapter I first demonstrate that the "staircase" type of dependence of $j_c$ on $B$ mentioned above, (i) can only account for the maximum in $|M(x)|$ versus $B(x)$ occurring adjacent to $B(x) = 0$, and (ii) cannot account for the valleys and adjacent summits in $|M(x)|$ observed at higher values of $B(x)$ (see Fig. 2.5). In particular, I show that valleys in $|M(x)|$ versus $B(x)$ require the existence of corresponding valleys in $j_c$ versus $B$. Then I present our application of the critical state concept to account for the observations of Nowak et al\textsuperscript{6} of peaks and valleys in the
curves of the local magnetization $\mu_0 M(x) = B(x) - \mu_0 H_a$ versus $B(x)$ of a single crystal of Tl$_2$Ba$_2$CuO$_{6+\delta}$ with columnar defects (see Fig. 2.5).

The Radzihovsky/Beauchamp et al Model

Beauchamp et al$^8$ applied a model for the dependence of $j_c$ on $B$ proposed by Radzihovsky$^{10}$ to analyse their observations of the evolution of $B(x)$, the local magnetic flux density in their irradiated YBCO single crystals as the externally applied magnetic field $H_a$ was made to vary from a large negative value through zero to a large positive value and vice versa.

Radzihovsky$^{10}$ argued that the critical current density $j_c(B)$ should be considerably enhanced when $B(x)$ lies below the matching field $B_*$ since here each of the flux lines can be regarded as condensing on or occupying a columnar defect. Hence this situation is described as the Strong Bose Glass phase of the vortex lattice. Since the columnar defects are randomly distributed, this condensed phase is, by analogy, denoted glassy or amorphous. When $B(x)$ is larger than $B_*$, all of the columnar defects are occupied and the migration of the excess interstitial vortices is now impeded only by their interaction with the flux lines pinned by the defects. Indeed this interaction (mutual repulsion) can lead to a depinning of the “condensed” vortices. As a consequence, the displacement of the lattice of flux lines is now only weakly opposed by the columnar defects. Therefore the critical current density $j_c(B)$ is seen to diminish abruptly when $B(x)$ traverses the $B_*$ boundary. The rapid decrease of $j_c(B)$ at $B_*$ is, again by analogy, denoted as
a Mott Insulator transition and the regime of $B(x)$ above $B_*$ as the Weak Bose Glass phase.

Beauchamp et al.\(^8\) therefore postulated a single step staircase type of dependence of $j_c$ on $B$ as shown schematically in Fig. 3.1. In their analysis these workers introduced only one break at $B_*$ in the structure of $j_c(B)$ since they sought to account for the single peak they observed in their measurements of $M(x)$ versus $B(x)$. However since Nowak et al.\(^6\) observe several peaks we have extended the Radzihovsky\(^10\) picture in Fig. 3.1 and introduced a second step in $j_c$ versus $B$ with a “discontinuity” arbitrarily located at $3B_*$ for the purpose of illustration.

Clearly the crude dependence of $j_c$ on $B$ displayed in Fig. 3.1 can be refined while remaining faithful to the basic concepts developed by Radzihovsky\(^10\) in this context. In such refinements the flat segments would exhibit some dependence of $j_c$ on $B$ and the vertical segments would acquire a finite slope.

We now show that any staircase type of dependence of $j_c$ on $B$ can only lead to a staircase type of variation of $M(x)$ versus $B(x)$. This can be seen quite generally and readily by noting that,

$$\mu_o M(x_p) = B(x_p) - \mu_o H_o = \int_{\mu.o H_o}^{B(x_p)} dB = \pm \mu_o \int_0^{x_p} j_c(B(x)) dx = \pm \mu_o < j_c(B(x)) > x_p \quad (3.1)$$

where $< j_c(B(x)) >$ is the spatial average of $j_c(B(x))$ between the surface $x = 0$ and $x = x_p$, the location of the probe measuring $B(x)$. From inspection of eqn. 3.1 we can see that $|M(x_p)|$ must decrease monotonically as a function of $|< j_c(B(x)) >|$. Consequently $|< j_c(B(x)) >|$, hence $j_c(B(x))$, must exhibit
Fig. 3.1 The staircase type of dependence of $j_c$ on $B$ as postulated by Radzihovsky is shown in (b) with the resulting $|M(x)|$ versus $B(x)$ given in (a). Here it is clear that the step-like function cannot generate the minima in $|M(x)|$. 
maxima and minima in order that $|M(x)|$ versus $B(x)$ trace maxima and minima.

Finally we note that the summits traced by $|M(x)|$ adjacent to $B(x) = 0$ in Fig. 3.1(a) arise from the feature that $j_c(B)$ also displays a peak between $+B_*$ and $-B_*$ in Fig. 3.1(b). The detailed structure depicted in Fig. 3.1(a) was calculated by introducing numerical values for $j_1$ and $j_2$ extracted from the observations of Nowak et al\(^6\) (see the inset of Fig. 2.6).

Framework and Results of the Model

The dependence of $j_c$ on $B$ which we exploit is displayed in Fig. 3.2. For simplicity we choose the well known Kim\(^11\) type of expression for the "background" curve of $j_c$ versus $B$,

$$j_c = j_o \left( \frac{B_{ref}}{B + B_o} \right)^n$$  \hspace{1cm} (3.2)

where we assume that the temperature dependent parameters, $j_o$, $B_{ref}$, $B_o$ and $n$ will vary with the heavy ion irradiation.\(^6\)-\(^9\),\(^12\)-\(^20\) The two peaks in $j_c$ versus $B$ which are superimposed on this background are, for simplicity, chosen to be "triangular" with symmetric slopes on the left and right of the maxima. Therefore we write,

$$j_{c\uparrow\downarrow}(B(x)) = j_{s1} \left( \frac{B(x) - B_{s1}}{B_{s1} - B_{a1}} \right), \hspace{1cm} j_{c\uparrow\downarrow} = j_{s1} \left( \frac{B_{b1} - B(x)}{B_{b1} - B_{s1}} \right)$$  \hspace{1cm} (3.3)
for the left and right sides of the first peak and similarly,

\[
j_{c2L}(B(x)) = j_{s2} \left( \frac{B(x) - B_{A2}}{B_{s2} - B_{A2}} \right), \quad j_{c2R} = j_{s2} \left( \frac{B_{B2} - B(x)}{B_{B2} - B_{s2}} \right)
\] (3.4)

for the second peak. Equations 3.3 and 3.4 apply between their respective boundaries, \(B_{\phi1L}, B_{\phi1R}, B_{\phi2L} \) and \(B_{\phi2R}. \) The magnitudes of the critical current densities, \(j_{s1} \) and \(j_{s2} \) at the summit of the two peaks as well as the width of the bases of the peaks and their location are presumably determined by the irradiation which also affects the structure and magnitude of the background curve.\(^{6,9,12-20}\) In the modeling, the choices for these six quantities dictate the values for \(B_{A1}, B_{B1}, B_{A2} \) and \(B_{B2}. \)

The various parameters which quantitatively specify \(j_c \) versus \(B \) displayed in Fig. 3.2 are selected to yield a good fit to the data reported by Nowak et al\(^6\) for \(M(x) \) versus \(B(x) \) ascending in magnitude (see Fig. 2.5) and are listed in the caption to figure 3.2.

The sequences of critical state profiles of \(B(x) \) versus \(H_a \) ascending or descending in magnitude are developed from Maxwell’s equation,

\[\nabla \times \vec{B} = \mu_0 \vec{j}, \] hence, \(dB/dx = \pm \mu_0 j_c(B(x)) \) for an idealized slab geometry or, \(dB/dr = \pm \mu_0 j_c(B(r)) \) for an infinite cylinder. We ignore intrinsic diamagnetism, hence take \(B(x) = \mu_0 H(x) \) and the magnetic flux density just inside the surface of the specimen, \(B_i = \mu_0 H_a \) where \(H_a \) is the applied magnetic field.
It is a straightforward albeit tedious exercise to develop detailed expressions for the large variety of critical $B(x)$ profiles which are encountered as the upward and downward sweeps of $H_s$ generate configurations which successively incorporate the detailed structure of $j_c$ versus $B$ displayed in Fig. 3.2. Some illustrative examples of the sequences of $B(x)$ profiles are displayed in Figs. 3.3 and 3.4 and in the appendix. Typical expressions for $B(x)$ versus $H_s$ are developed in the appendix.

Fig. 3.5 displays the results of our calculation of $M(x)$ versus $B(x)$ in a two quadrant format and should be compared with the right half of Fig. 2.5. The peak labeled $P\downarrow$ in Fig. 3.5 is generated by the "background" $j_c(B)$ function (i.e. eqn. 3.2) which, although affected by the heavy ion irradiation, is not directly linked to the matching field $B_s$. This peak is also present in the measurements of Beauchamp et al\textsuperscript{7,8} (see Figs. 2.1, 2.2 and 2.3(a)). The choice of $n$, $B_{\alpha\nu}$ and $B_o$ determine the structure and location of this peak and its magnitude is fixed by the choice of $j_o$. We note that, in agreement with the observations, the two peaks $P_1 \uparrow$ and $P_2 \uparrow$ with $|M(x)|$ versus $H_s$ ascending are displaced with respect to the corresponding peaks $P_1 \downarrow$ and $P_2 \downarrow$ where $H_s$ is descending in magnitude. Thus, the selection for the location of the triangular peaks in $j_c$ versus $B$ in our model (Fig. 3.2) correctly determines the location of the peaks in $|M(x)|$ versus $B(x)$ descending and ascending in magnitude.

Close examination of Fig. 3.4 also shows that the four peaks ($P_1 \uparrow$, $P_2 \uparrow$, $P_1 \downarrow$ and $P_2 \downarrow$) display asymmetries in agreement with that exhibited by the measured peaks. The asymmetry in the theoretical peaks of
$|M(x)|$ versus $B(x)$ arises from the following features in the variation of $j_c$ versus $B$. The "background" $j_c$ (eqn. 3.2) is larger on the left of a triangular peak than on its right (see Fig. 3.2), and, as a consequence the left side of a triangular peak is narrower than its right side although the magnitude of the two slopes are identical. The asymmetry in the humps of $|M(x)|$ versus $B(x)$ is therefore generic in our model and will also appear if exponential, gaussian or other centrosymmetric humps for $j_c$ versus $B$ were introduced instead of centrosymmetric triangular peaks.
Fig. 3.2. Display of $j_c$ versus $B$ (eqns. 3.2, 3.3, 3.4) used in our modeling of the pertinent observations (Figs. 2.5 and 2.6 in this thesis reproducing Figs. 1 and 3 of Nowak et al\textsuperscript{6}). For the "background" curve (eqn. 3.2) we chose $n = 1/2$, $B_o = 2.5$ kG, $B_n = (3\mu_o j_o X B_{ref}^{1/2} / 2)^{2/3} = 12.5$ kG and for the triangular peaks we let $B_{\phi 1 L}$, $B_{\phi 1 R}$, $B_{\phi 2 L}$, $B_{s 2}$ and $B_{\phi 2 R}$ equal to 12.5, 15.2, 20, 31.25, 37.14 and 62.5 kG while $j_{s 1} = 1.125 \times 10^{10}$ kG and $j_{s 2} = 0.66 \times 10^{10}$ kG. The parameters were selected to yield a good fit to the curve of $|M(x)|$ versus $B(x)$ ascending in magnitude reported by Nowak et al\textsuperscript{1}. The model addresses idealized slab or cylinder geometry with $X = R = 100$ \mu m. Triangular peaks were selected for analytic and computational convenience. We note that $B_{s 2} / B_{s 1} \approx 2.5$. 
Fig. 3.3. Displays an illustrative sequence of $B(x)$ profiles generated by $j_c(B)$ of Fig. 3.2. Here after descending in magnitude from the “negative” direction $\mu_0 H_s$ is now ascending in the opposite direction from zero through $B_{\phi 1L}$, $B_{s1}$ and $B_{\phi 1R}$, hence across the first peak of $j_c(B)$. The surface of the specimen is situated at $x/X = 0$ and its center at $x/X = 1$. 
Fig. 3.4. Complements the previous figure by displaying a sequence of $B(x)$ profiles where now $\mu_0 H_a$ is descending in magnitude from a large value.
Fig. 3.5. Displays the local magnetization, $\mu_0 M(x) = B(x) - \mu_0 H_s$ versus $B(x)$ which is generated by $j_c(B)$ of Fig. 3.2 when $B(x)$ is descending (a) and ascending (b) in magnitude. These two calculated curves should be compared with that presented in the right half of Fig. 2.5. The height, breadth and position of the salient features of these curves are modified when the location $x/X$ of the measuring probe is changed. In particular, the position of the summits of the peaks $P_1 \downarrow$ and $P_1 \uparrow$ approach $B_{s1}$ while $P_2 \downarrow$ and $P_2 \uparrow$ approach $B_{s2}$ as the location of the measuring probe, $x/X$, is moved closer to the surface of the specimen. However this also causes $|M(x)|$ to diminish. The reason for this emerges from careful examination of representative $B(x)$ profiles shown in Figs. 3.3 and 3.4. We took $x/X = 2/3$ in the calculations for $M(x)$ and $B(x)$ since this corresponds to the position of the field probe in the measurements reported by Nowak et al. 6. "Ideally" in Fig. 2.5 (Nowak et al. 6), the curve in the first (fourth) quadrant should be the exact "image" of that in the third (second) quadrant.
Chapter 4

Modeling of the Local Flux Creep Rates

Introduction

In this chapter I present an application of the critical state concept to account for the observations of Nowak et al\(^6\) of peaks and valleys in the curves of the local flux density creep rate \(S(x)\) versus \(B(x)\) of a single crystal of Tl\(_2\)Ba\(_2\)Cu\(_3\)O\(_{6+\delta}\) with columnar defects (see Fig. 2.6). To reproduce their data we introduce two simple assumptions. The agreement we obtain with their observations indicate that these two simple assumptions are valid approximations.

Framework and Results of the Model

The rate of local relaxation of the flux density profiles can be written,

\[
S(x) = \frac{dB(x)}{dt} = \frac{dB(x)}{dj_o} \frac{dj_o}{dt} = R(x) \frac{dj_o}{dt}
\]

(4.1)

where it is assumed that \(dj_o/dt\) does not depend on \(B(x)\). We focus on the relative rate, \(R(x) = dB(x)/(dj_o/j_o)\) and on the normalized rate, \(R_n(x) = dB(x)/(\mu_o M(x) dj_o/j_o)\).

Our treatment is a simple extension of an approach already exploited by several workers.\(^{10,21-24}\) In this framework the decay of the critical state
configuration is determined by the decrease of the current density parameters $j_o$, $j_{s1}$ and $j_{s2}$ in eqns. 3.2, 3.3 and 3.4. As the parameter $j_o$ of the background curve (eqn 3.2) decreases by an amount $\Delta j_o$ we visualize that $j_c(B)$ along the triangular summits decays as illustrated schematically in Fig. 4.1. The diminution of $j_c$ at the summits can be written,

$$\frac{\Delta j_{s1}}{j_{s1}} = f_1 \frac{\Delta j_o}{j_o} \quad \text{and} \quad \frac{\Delta j_{s2}}{j_{s2}} = f_2 \frac{\Delta j_o}{j_o}. \tag{4.2}$$

We obtain good agreement with the pertinent data of Nowak et al\(^6\) (see Fig. 2.6) by letting $f_1 = f_2 = 1/2$. We assume, for simplicity, that the rate of decay of $j_c(B)$ along the slopes of the triangular summits varies linearly versus $B(x)$ from its value at the junctions with the background curve (i.e. the boundaries $B_{\theta_1 L}$, $B_{\theta_1 R}$, $B_{\theta_2 L}$ and $B_{\theta_2 R}$) to a smaller value at the summits, $B_{s1}$ and $B_{s2}$. (i) The continuity of $j_c(B)$ at the boundaries and, (ii) the constraint that the location of these boundaries as well as the location of the summits along the $B$ axis remain fixed, as $j_o$, $j_{s1}$ and $j_{s2}$ diminish, dictate the evolution $B_{a1}$, $B_{b1}$, $B_{a2}$ and $B_{b2}$ in eqns. 3.3 and 3.4, hence determine the relaxation of the flux density profiles. The results of this exercise are displayed in Figs. 4.2 through 4.5 where for completeness and clarity we present both $R_*$ and $R$, the normalized and unnormalized relative relaxation rates for $B(x)$ increasing and decreasing in magnitude. We note, however, that the normalized relaxation rate, a composite quantity of two components, has the drawback that it contains the experimental errors or modeling approximations of the two constituents.
Fig. 4.2 is seen to reproduce the major features of the pertinent observations of Nowak et al\(^6\) (see Fig. 2.6). The fact that \(B_{v_1} \uparrow\) and \(B_{v_2} \uparrow\), the location of the bottom of the two valleys, corresponds to that encountered by Nowak et al\(^6\), hence closely match \(B_x\) and \(3B_x\), ensues from our choices for the parameters, \(B_{\phi_1 L}, B_{\phi_1 R}, j_{s_1}, B_{\phi_2 L}, B_{\phi_2 R}\) and \(j_{s_2}\), which were selected to account for the location, magnitude and structure of the peaks (\(P_1 \uparrow, P_2 \uparrow, P_1 \downarrow\) and \(P_2 \downarrow\)) in the local hysteresis curves (see Fig. 3.5). The depths of the valleys relative to their shoulders is mainly controlled by the choices for \(f_1\) and \(f_2\). Asymmetry in the structure of the valleys arises from the same feature that causes the asymmetry of the peaks in Fig. 3.5, namely that \((B_{\phi_1 R} - B_{s_1}) > (B_{s_1} - B_{\phi_1 L})\) and \((B_{\phi_2 R} - B_{s_2}) > (B_{s_2} - B_{\phi_2 L})\) for the centrosymmetric triangular peaks (see Figs. 3.2 and 4.1).

In our model, the peak straddling \(B(x) = 0\) arises from the large \(j_c\) at low fields and its strong dependence on magnetic flux density.\(^9\) The latter properties are produced by the heavy ion irradiation.\(^7,12-20\) The feature that the measured peak is not centered at \(B(x) = 0\) may be due to the large demagnetization factor encountered with the platelet specimens in the experiments.

The model generates detailed predictions regarding the evolution of, (i) the position along the \(B(x)\) axis of the bottom of the valleys, and, (ii) the structure of these valleys as a function of the location \(x/X\) of the measuring probes. We note that \(B_{v_1} \uparrow\) and \(B_{v_2} \uparrow\), the location of the bottom of the valleys along the \(B(x)\) axis occurs at slightly lower fields than \(B_{s_1}\) and \(B_{s_2}\), the summits of the triangular peaks in \(j_c\) versus \(B\) (see Fig. 3.2). In our
model, the values of the former depends on the location of the measuring probe (see the appendix). Here $B_{v_2} \uparrow/B_{v_1} \uparrow \approx 2.8$ whereas $B_{s_2}/B_{s_1} \approx 2.5$.

The "acid test" of the predictive value of the model however resides mainly in the curves it generates for $R$ and $R_n$ (hence $S(x)$ and $S_n(x)$) versus $B(x)$ descending in magnitude. These predictions are displayed in Figs. 4.4 and 4.5. The first low field valley appearing in the graph of $R_n(x)$ versus $B(x)$ descending in magnitude is, in a sense, an artifact of the normalization with respect to $|M(x)|$ since the latter traces a pronounced peak in this range of $B(x)$ (see the upper curve of Fig. 3.5). Note that $B_{v_1} \downarrow$ and $B_{v_2} \downarrow$, the bottoms of the valleys when $B(x)$ is descending in magnitude appear at significantly higher fields than $B_{s_1}$ and $B_{s_2}$, the summits of the triangular peaks in $j_c(B)$. An important related consequence is that the ratio $B_{v_2} \downarrow/B_{v_1} \downarrow \approx 2$ is appreciably smaller than the ratio $B_{s_2}/B_{s_1} \approx 2.5$ and hence smaller than the ratio $B_{v_2} \uparrow/B_{v_1} \uparrow \approx 3$. Again, we stress that in our model, $B_{v_1} \downarrow$, $B_{v_2} \downarrow$, and their ratio depend on the location of the measuring probe.
Fig. 4.1. Schematically illustrates the decay of the critical current density introduced in our model. We visualize that, during the decay, the location on the B axis of the boundaries \( B_{\phi L}, B_{\phi R}, B_{\phi L}, \) and \( B_{\phi R} \) and of the summits \( B_{s1} \) and \( B_{s2} \) of the triangular peaks (only one shown) remains fixed. The rate of decay of the critical current density \( j_c(B) \) is assumed independent of the flux density for the background curve (eqn. 3.2) but to vary smoothly at the boundaries and linearly along the slopes of the triangular peaks. Good agreement with the data displayed in Fig. 2.6 (Nowak et al.\(^6\)) is obtained letting the rate of decay, \( \Delta j_{s1}/j_{s1} \) and \( \Delta j_{s2}/j_{s2} \), at the summits of the triangular peaks to be \( \approx 1/2 \Delta j_0/j_0 \), hence \( 1/2 \) the decay rate at the boundaries of the peaks, and to vary linearly along the slopes of the triangular peaks. Initially, for simplicity, we take the triangular peaks to be centrosymmetric hence let \( B_{s1} = (B_{a1} + B_{b1})/2 \) and \( B_{s2} = (B_{a2} + B_{b2})/2 \). As \( j_c \) decays with the location of the boundaries and summit of the triangular peaks remaining fixed, the bases of the triangles, \( B_{a1}, B_{b1}, B_{a2} \) and \( B_{b2} \) (see eqns. 3.2 and 3.3) migrate to new values, denoted \( B_{a1}', B_{b1}', B_{a2}', \) and \( B_{b2}' \). Also, the left slope of a triangular peak becomes steeper than that on its right, hence now \( B_{s1} \neq (B_{a1}' + B_{b1}')/2 \) and \( B_{s2} \neq (B_{a2}' + B_{b2}')/2 \). The continuity of \( j_c(B) \) at the boundaries (eqns. 3.2, 3.3 and 3.4) yield 0.933, 29.54, -33.188 and 113.08 kG for \( B_{a1}, B_{b1}, B_{a2} \) and \( B_{b2} \). For clarity, the amount of decay of \( j_c(B) \) is greatly exaggerated in the figure.
Fig. 4.2 Displays the normalized initial relaxation rate, \( R_n = |\Delta B(x)/\mu_0 M(x)(\Delta j_0/j_0)| \) versus \( B(x) \) calculated for \( x/X = 2/3 \) using the decay of \( j_c(B) \) schematically illustrated in Fig. 4.1. Here \( B(x) \) after descending in magnitude through zero is ascending in magnitude in the opposite direction (see our Fig. 2.5, Nowak et al\(^6\)). This “theoretical” curve should be compared with the curve traced by the open circle data of our Fig. 2.6 (Nowak et al\(^6\)). The salient features of the structure of the theoretical curve persist but absolute and relative values of \( M(x) \) change with the location of the measuring probe. In particular, the position of the minima, \( B_{r1} \uparrow \) and \( B_{r2} \uparrow \) approach \( B_{s1} \) and \( B_{s2} \), hence the ratio, \( B_{r2} \uparrow/B_{r1} \uparrow \) approaches \( B_{s2}/B_{s1} \approx 2.5 \) from above as the probe is placed closer to the surface of the specimen. Careful consideration of Figs. 3.3 and 4.1 indicate why this occurs with our model.
Fig. 4.3 Complements (a) by displaying the corresponding initial relaxation rate, \( R = \left| \frac{\Delta B(x)}{B_n} \frac{\Delta j_o}{j_o} \right| \) versus \( B(x) \), hence here the separately calculated (and measured) quantity \( M(x) \) is not introduced. For convenience however \( B(x) \) is normalized with respect to the parameter \( B_n = \left( \frac{3 \mu_o j_o X B_{so}^{1/3}}{2} \right)^{1/3} \). When \( B(x) = 0 \), \( R = \frac{2/3 \times (x/X)}{(B_o/B_n)^{1/2}} \) (see appendix) hence the feature that here \( R(0) \approx 1.0 \) is coincidental and a consequence of our choices for \( x/X \) and \( B_o/B_n \).
Fig. 4.4. Complements Fig. 4.2 by displaying the corresponding "predicted" initial relaxation rate $R_n$ where now $B(x)$ is descending in magnitude from a large value. Nowak et al\textsuperscript{6} do not report on the relaxation rate under these circumstances. Comparing these curves with the corresponding curves of Fig. 4.2 we note that the model predicts that, for any chosen location of the measuring probe, $B_{r,1} \downarrow > B_{r,1} \uparrow$, $B_{r,2} \downarrow > B_{r,2} \uparrow$, and $B_{r,2} \downarrow / B_{r,1} \downarrow < B_{r,2} \uparrow / B_{r,1} \uparrow$. Further $B_{r,1} \downarrow$ and $B_{r,2} \downarrow$ approach $B_{s,1}$ and $B_{s,2}$ hence the ratio, $B_{r,2} \uparrow / B_{r,1} \uparrow$ approaches $B_{s,2} / B_{s,1} \approx 2.5$ from below as the probe is placed closer to the surface of the specimen. Again, careful consideration of Figs. 3.4 and 4.1 indicates that these results are generic features of our model hence do not depend on our choice of a triangular structure for the peaks in $j_c(B)$ and our simple prescription for the "background" decrease of $j_c$ versus $B$. 
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Fig. 4.5  Complements Fig. 4.3 by displaying the corresponding “predicted” initial relaxation $R$ where now $B(x)$ is descending in magnitude from a large value.
Chapter 5

Summary and Conclusion

We have developed an empirical model which semi-quantitatively accounts for the location and structure of peaks in the local magnetization $|M(x)|$ and a central peak and valleys in the local relaxation rate $R_n(x)$ versus $B(x)$ observed by Nowak et al$^6$ in a single crystal of an anisotropic high $T_c$ superconductor containing columnar defects. In agreement with observations, the location of the peaks and valleys and their structure depend on (i) whether $B(x)$ is ascending or descending in magnitude and, (ii) the position of the measuring probes. As a consequence the ratios for the values observed for various salient features (namely $B_{p2} \uparrow/B_{p1} \uparrow$, $B_{p2} \downarrow/B_{p1} \downarrow$, $B_{v2} \uparrow/B_{v1} \uparrow$ and $B_{v2} \downarrow/B_{v1} \downarrow$) all depend on (i) and (ii). These are generic features of the model although the detailed variations are dependent on the prescription selected for the background curve and the structure of the peaks of $j_c(B)$.

The model visualizes that after heavy ion irradiation the critical current density $j_c(B)$ remains a continuous function of the flux density but rises smoothly although steeply in the low field range and now exhibits peaks whose summits situated at $B_{s1}$ and $B_{s2}$ on the $B$ axis are linked to the matching field $B_{s3}\ldots$ $^6,^{25-30}$ For convenience we introduced centrosymmetric triangular peaks instead of more realistic exponential or gaussian peaks. Presumably the width and height of these two peaks is influenced by the
random distribution of the columnar defects and an ordered lattice of defects would give rise to higher and narrower peaks.

To reproduce the observed valleys in the relaxation rate versus $B(x)$ we introduce a simple variation of the decay rate along the slopes of the triangular peaks of $j_c(B)$ where the decay rate is smaller by a factor of $\approx 1/2$ at the summits relative to that along their bases. For convenience and in good agreement with observations this factor is chosen the same for both summits. We may conjecture that for a perfectly ordered lattice of columnar defects the decay rate of $j_c$ at the center of the peaks might approach zero.

Our approach provides a good estimate of the dependence of $j_c$ and of its decay rate on the magnetic flux density from the measurements of $M(x)$ and $S(x)$ versus $B(x)$ of Nowak et al\textsuperscript{6} and makes detailed predictions regarding the unreported curve of $S(x)$ versus $B(x)$ descending in magnitude. A good fit to the measured curves is obtained by taking the "summit" ratio, $B_{s2}/B_{s1} \approx 2.45$ in the curve of $j_c$ versus $B$. This is seen to generate the observed "valley" ratio $B_{v2}(x) \uparrow/B_{v1}(x) \uparrow \approx 3$. Future applications of first principle models\textsuperscript{30,31} will hopefully account for the appearance of the peaks in the structure of $j_c$ versus $B$, the variation of the decay rate of $j_c$ along these peaks and the correspondence of these features with $B_s$ and multiples of $B_s$. Consequently these theoretical efforts should shed light on the physical origin of the ratio $B_{s2}/B_{s1} \approx 2.5$ which emerges from our analysis of the observations of Nowak et al\textsuperscript{6}.
Appendix

I. Calculation of $B(x)$ profiles.

In our framework where $j_c(B)$ exhibits a peak or peaks four scenarios for the sequences of configurations of flux density profiles (and their "images") need to be envisaged as an increase (decrease) of the magnitude of the applied field $H_a$ induces field shielding (flux retaining) critical current densities in the specimen. These four scenarios are displayed schematically in Fig. A.1. These sketches show the sequences of $B$ profiles for $H_a$ ascending (descending) in magnitude if we regard the surface and the center of a specimen of idealized planar geometry to be situated at $x = 0$ and $x = X$ ($x = X$ and $x = 0$). Note the appearance of a profile labeled 6 (7,8) and the absence of that labeled 2 (4,3) in Fig. A.1b (c,d).

To illustrate the calculation of these sequences of $B(x)$ profiles for $j_c(B)$ displayed in Figs. 2.1 and 3.2 we focus on a representative case namely that labeled 7 in Fig. A.1c. To fix ideas we consider that this profile pertains to the first triangular peak in $j_c(B)$.

For idealized planar geometry Maxwell’s eqn., $\nabla \times \vec{B} = \mu_0 \vec{J}$, together with the critical state assumption that $j = j_c(B)$, reads,

$$\frac{dB}{dx} = \pm \mu_0 j_c(B) \quad \text{A1}$$
Fig. A.1. Illustrates the four scenarios in the sequences of $B(x)$ profiles which can be encountered as $\mu_0 H_a$ ascending or descending in magnitude generates $B(x)$ profiles traversing a peak in $j_c(B)$. We note that the location of the measuring probe as well as the "structure" of $j_c(B)$ (see Fig. 3.2) prescribing the $B(x)$ profiles determine which scenario is encountered.
First we consider $B(x)$ ascending in magnitude. For the region, $0 \leq x \leq x_1$, where $j_c$ is given by $j_c = j_o B_{\text{ref}}^n/(B + B_o)^n$, (eqn. 3.2), integration of eqn. A1 leads to,

$$B(x) = \left\{ (B_i + B_o)^{n+1} - \mu_o (n+1) j_o B_{\text{ref}}^n x \right\}^{1/(n+1)} - B_o \quad \text{A2}$$

where $B_i = \mu_o H_a$ is the flux density just inside the surface.

Letting $B(x_1) = B_{\phi 1R}$ gives,

$$x_1 = \frac{(B_i + B_o)^{n+1} - (B_{\phi 1R} + B_o)^{n+1}}{\mu_o (n+1) j_o B_{\text{ref}}^n} \quad \text{A3}$$

For the region, $x_1 \leq x \leq x_2$, where $j_c = j_{c1R} = j_{s1} \{B_{s1} - B(x)\}/\{B_{s1} - B_{s1}\}$ (eqn. 3.3b), integration of eqn. A1 leads to,

$$B(x) = B_{s1} - (B_{s1} - B_{\phi 1R}) e^{\mu_o j_{s1} (x - x_1)/(s_{s1} - s_{s1})} \quad \text{A4}$$

Letting $B(x_2) = B_{s1}$, gives,

$$x_2 = \frac{(B_{s1} - B_{s1})}{\mu_o j_{s1}} \ln \left\{ \frac{B_{s1} - B_{s1}}{B_{s1} - B_{\phi 1R}} \right\} + x_1 \quad \text{A5}$$

where $x_1$ is given by eqn. A3.

For the region, $x_2 \leq x \leq X$, where $j_c = j_{c1L} = j_{s1} \{B(x) - B_{a1}\}/\{B_{a1} - B_{a1}\}$ (eqn. 3.3a), integration of eqn. A1 leads to,

$$B(x) = B_{a1} + (B_{a1} - B_{a1}) e^{-\mu_o j_{s1} (x - x_1)/(s_{s1} - s_{s1})} \quad \text{A6}$$
where \( x_2 \) is given by eqn. A5.

For \( H_a \) descending in magnitude we focus on the \( B(x) \) profile shown by the dashed curve, also labeled 7 in Fig. A.1c. The procedure already outlined leads to,

\[
B(x) = B_{d1} - (B_{l} - B_{d1})e^{\mu_0 j_{s1} x/(q_{s1} - q_{d1})} \tag{A7}
\]

valid for \( 0 \leq x \leq x_1 \) where,

\[
x_1 = \frac{(B_{s1} - B_{d1})}{\mu_0 j_{s1} \ln \left( \frac{B_{s1} - B_{d1}}{B_{l} - B_{d1}} \right)} \tag{A8}
\]

and,

\[
B(x) = B_{a1} - (B_{a1} - B_{s1})e^{-\mu_0 j_{s1} (x - x_1)/(q_{s1} - q_{a1})} \tag{A9}
\]

valid for \( x_1 \leq x \leq x_2 \), where \( x_2 \) is given by eqn. A5 but where \( x_1 \) is now given by eqn. A8. Also,

\[
S(x) = \left\{ (B_{l} + B_o)^{n+1} + \mu_0 (n+1) j_o B_{a1}^{n+1} x \right\}^{1/(n+1)} - B_o \tag{A10}
\]

valid for \( x_2 \leq x \leq X \).

The parameters which determine the “background” \( j_c (B) \) (eqn. 3.2), namely \( j_o, B_{a1}, B_o \) and \( n \) are selected to provide a satisfactory description of the observed “background” curve for \(|M(x)|\) versus \( B(x) \) ascending or descending. The parameters which determine the location, width and height of the triangular peaks in \( j_c (B) \), hence \( B_{o1l}, B_{o1r}, j_{s1}, B_{o2l}, B_{o2r} \) and \( j_{s2} \) are selected to give a good description of the peaks observed for \(|M(x)|\) versus \( B(x) \) ascending or descending in magnitude.
The requirement that \( J_C(B) \) be continuous is met by the conditions that,

\[
J_C(B_{\phi L}) = J_0 \left( \frac{B_{\text{ref}}}{B_{\phi L} + B_O} \right) = J_{C1L} = J_s \left( \frac{B_{\phi L} - B_{A1}}{B_{s1} - B_{A1}} \right) \quad \text{A11}
\]

\[
J_C(B_{\phi R}) = J_0 \left( \frac{B_{\text{ref}}}{B_{\phi R} + B_O} \right) = J_{C1R} = J_s \left( \frac{B_{\phi R} - B_{A1}}{B_{s1} - B_{s1}} \right) \quad \text{A12}
\]

which prescribe the parameters \( B_{A1} \) and \( B_{B1} \), and the similar conditions,

\[
J_C(B_{\phi L}) = J_0 \left( \frac{B_{\text{ref}}}{B_{\phi L} + B_O} \right) = J_{C2L} = J_s \left( \frac{B_{\phi L} - B_{A2}}{B_{s2} - B_{A2}} \right) \quad \text{A13}
\]

\[
J_C(B_{\phi R}) = J_0 \left( \frac{B_{\text{ref}}}{B_{\phi R} + B_O} \right) = J_{C2R} = J_s \left( \frac{B_{\phi R} - B_{A2}}{B_{s2} - B_{s2}} \right) \quad \text{A14}
\]

which dictate the parameters \( B_{A2} \) and \( B_{B2} \). In order that the triangular peaks be centrosymmetric we write,

\[
B_{s1} = (B_{A1} + 3B_{s1})/2 \quad \text{and} \quad B_{s2} = (B_{A2} + B_{B2})/2. \quad \text{A15}
\]

II. Calculation of relaxation rate \( R(x) \)

The local relative relaxation rate \( R(x) \) is calculated by letting the critical current density parameters \( j_o, j_{s1} \) and \( j_{s2} \) decay to, \( j'_o = j_o - \Delta j_o, \)
\( j'_{s1} = j_{s1} - \Delta j_{s1} \) and \( j'_{s2} = j_{s2} - \Delta j_{s2} \) in the expressions for the \( B(x) \) profiles. To
generate differences in decay rates for \( j_c(B) \) along the triangular peaks relative to that prevailing along the background curve we write,

\[
\frac{\Delta j_{s1}}{j_{s1}} = f_1 \frac{\Delta j_o}{j_o} \quad \text{and} \quad \frac{\Delta j_{s2}}{j_{s2}} = f_2 \frac{\Delta j_o}{j_o} \quad \text{A16}
\]

We also stipulate that, (i) \( j_c(B) \) remains continuous as it decays, and, (ii) the boundaries \( B_{\theta1L}, B_{\theta1R}, B_{\theta2L} \) and \( B_{\theta2R} \) as well as the position of the peak centers, \( B_{s1} \) and \( B_{s2} \), all remain fixed as illustrated in Fig. 4.1. These conditions then dictate that the relative decay rate of \( j_c \) vary linearly versus \( B \) along the slopes of the triangular peaks. Stipulations (i) and (ii) prescribe the evolution of the parameters \( B_{a1}, B_{b1}, B_{a2} \) and \( B_{b2} \) to a new set denoted \( B'_{a1}, B'_{b1}, B'_{a2} \) and \( B'_{b2} \) via eqns. A11 through A16. We note that the triangular peaks do not remain centrosymmetric as \( j_c(B) \) decays since the slope on their left becomes steeper than that on their right (see Fig. 4.1). This feature of our model will however play a role only after appreciable decay has occurred. For the calculations displayed in Figs 4.2 through 4.5 we have focused only on the initial decay rate.

Introducing \( j_o, j_{s1} \) and \( j_{s2} \) and the corresponding set of parameters, \( B'_{a1}, B'_{b1}, B'_{a2} \) and \( B'_{b2} \) into the expressions for \( B(x) \) (viz. eqns. A2 through A10) for the profile under scrutiny we then calculate,

\[
R(x) = \left| \frac{B'_{a1}(x) - B(x)}{B_o(\Delta j_o/j_o)} \right| \quad \text{and} \quad R_o(x) = R(x)/|\mu_o M(x)|/B_{n}
\]
for various selected locations of the flux density sensor in the specimen. Here $B_f(x)$ denotes the infinitesimally relaxed profiles.

We note that our results also pertain to infinite cylinder geometry by substituting $(R - r)/R$ for $x/X$ in the expressions for the sequences of $B(x)$ profiles.
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