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Abstract

One of the most important and challenging aspects in multimedia technology is the design of a storage and retrieval system that will support the recording and the playback of multimedia data from a secondary storage device. This multimedia storage and retrieval system must be capable of handling discrete media (i.e. text, images and graphics) and continuous media (i.e. audio, video and animation). It should also provide facilities to handle the synchronization information between two or more data objects in a multimedia application.

In this thesis, multimedia technology and its applications are first introduced followed by a review of multimedia requirements. An overview of the current storage and retrieval techniques for multimedia information is then given. Following, our storage model for multimedia data is presented. This model can support the storage of both discrete media and continuous media on a hard disk, it also offers methods to store the synchronization information of data objects on the disk.

Unlike conventional data placement techniques, a special storage pattern is used in the model for the storage of continuous media streams. By using the storage pattern, real-time constraint can be guaranteed during the retrieval of a continuous media stream. A control scheme for simultaneous retrieval of multiple streams is then discussed in a single disk head system. The control scheme can guarantee the continuous retrieval of multiple streams simultaneously. By combining this control scheme with buffering techniques, a dynamic access control algorithm is developed to control the acceptance of the new retrieval request.

Computer simulation is used to help the analysis of the storage model and the simultaneous retrieval control scheme. The results show that the storage and retrieval model can provide a good storage efficiency, and can guarantee the continuous retrieval of delay sensitive media streams.
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Chapter 1

Introduction

In this chapter, we first describe the general background of multimedia systems and applications. Then, we state our research motivation and objective. Finally, we give the thesis outline.

1.1 Multimedia Systems and Applications

A multimedia system combines a variety of information sources, such as voice, graphics, animation, images, audio and full-motion video, into a wide range of applications. It may consist of stereo speakers, high-resolution color displays, megabytes of RAM, fast processors for video and audio, fiber-optic network connections, hundreds of megabytes of disk capacity, pointing devices, text-entry units, and associate multimedia software development tools. The multimedia represents the merging of three industries: computing, communication, and broadcasting.

With the help of multimedia equipment and software tools, a computer is becoming more powerful, more useful, more fun, and less abstract in the way it represent things. Through the multimedia system, users, instead of using conventional photographic, audio, newspaper, and television services, will process, exchange, and transform information in
new ways.

**Multimedia Research and Technology**

The development and progress of high technologies in computer science and electrical engineering are helping to make multimedia systems technically and economically feasible. Researchers are working within established computer areas to transform existing technologies, or to develop new technologies, for multimedia application. Currently, an important technical transformation is taking place in the key domains of information processing and computer communications [28]:

- The emergence of high speed networks with powerful workstations and new storage devices, imposes new ways of processing information and provides valuable opportunities for the design of multimedia applications which were impossible with existing technologies.

- Distributed system configurations where several powerful workstations share resources located at remote sites by communicating through LANs. Other configurations may cover wider areas such as LAN interconnections through MANs (Metropolitan Area Network) and even WAN (Wide Area Network) allowing communications between users geographically dispersed.

- Multiple information vehicles such as video, audio and text are all integrated as a single entity (the so called multimedia document) with their temporal relationships. Multimedia documents require high performance processing, large storage systems with which to be manipulated, and faster networks to be transmitted.

- Optical fiber will overcome the limitation of the current networking technology in providing high-speed networks, thus permitting the transfer of large amounts of multimedia information over a single channel in an integrated and synchronized manner.
All of these evolving technologies aim at providing the ability for people to communicate and exchange information in a "natural" way by integrating processing and communication of multimedia information. Thus, the new information age will be dominated by multimedia technology which will support all possible types of information and will provide new facilities for their acquisition, transfer, manipulation, storage and retrieval.

Multimedia Application

The development of high technologies also helps the emergence of multimedia applications. Applications in education, entertainment, travel, real-estate, medicine, administration and publishing are emerging at a fast pace. Multimedia electronic mail, video conferencing systems and other kinds of more advanced multimedia applications, such as cooperative design, joint editing, etc., are becoming part of our daily life.

Multimedia applications fall into two classes: stand-alone and distributed. A stand-alone application is a local application which requires that all the resources and presentation materials are locally available. Currently, stand-alone applications, such as workstation with DVI(Digital Video Interactive)[5], [7], [8], the CD-ROM database [40], video playback with editing capabilities [2], [4] are already on the market with affordable prices. The more attractive multimedia applications are remote applications, being carried out in a distributed system over the networks. Real-time video conferencing [67], for instance, allows a group of users to interact through their workstations or terminals over a network. Users may have speakers, monitors and cameras associated with their workstations. At any time, users can display the pictures of all the participants on their monitors. In the meanwhile, the participants can exchange files, graphics, images and other types of data, while talking on the phone. The electronic work-place, an organization-wide system that integrates various information processing and communication activities, gives another interesting example of the distributed multimedia applications. The study of such systems is growing into a new multidisciplinary field: Computer-Supported Cooperative Work
(CSCW) [50]. As an example, joint editing is one of the popular CSCW applications that are being developed [67][50][51]. In joint editing, a group of users will cooperate to produce a multimedia document. One of the users, for instance, may paste a picture while another is editing a text portion. Other types of data such as video, audio (Hi-Fi music), voice etc. may also be involved in the editing. Another example of a typical distributed application is when users at different physical locations browsing simultaneous multimedia news retrieved from a central multimedia database.

Distributed multimedia applications have advantage over the stand-alone applications in the following aspects:

- Resources located on other systems may be used.
- Presentation materials located on other systems may be used.
- The user may use multiple multimedia applications to accomplish his or her tasks.
- There may be multiple users using multiple application and sharing data dynamically.

Resources in a multimedia system can be expensive peripheral devices, such as a professional VCR, a hardware MPEG [27] to JPEG [26] movie converter, and remote sensing equipment. In the distributed computing environment, the user can leverage these resources from other system. By sharing equipment among multiple users, the cost is shared, lowering the cost to multimedia users, lowering the cost of multimedia desktops for users. Of course, the user can still use local resources. The user does not need to copy presentation materials to their local machine in order to use them. They can use presentation materials located on a central resource. This simplifies the management of data by limiting the number of redundant copies. Users can also share the data with one another to leverage their work through the shared use of material they generate.

Distributed multimedia applications can be categorized into two classes: real-time and store-and-forward applications. From the communications point of view, real-time applications are those that require information to be transmitted in continuous mode from
one location to another (real-time delivery). An example of such application is the video conferencing system mentioned above [51]. In this application, the information exchanged among the users or between the multimedia database and the users is transmitted on the network and displayed on the workstations at almost the same time. On the other hand, store-and-forward applications, by nature, are not real-time applications. An example of such application is the multimedia mailing system where the documents are transferred from one location to another in store-and-forward mode. At the receiver side, the message is stored in the mail-box until the user is ready to read it.

The trend in developing multimedia systems is to ensure that they can support real-time distributed applications. Real-time distributed multimedia applications require a high performance distribution environment that will meet the overall new multimedia requirements in terms of processing, integration, storage and communications.

In the design of the distributed multimedia system, the special technical requirements of multimedia applications are considered to be the most important. In chapter 2, we will analyze the requirements of multimedia applications.

1.2 Motivation and Objectives of Our Research

Multimedia communications has been around for more than 10 years, ever since the first videodisc was announced in 1978 for home entertainment [35]. Now, although more applications for learning and entertainment are being produced on CD-ROM and PC desktop, there are still some years to go for fully distributed and complex multimedia applications. Researchers in universities and research centers have been working hard to overcome the limitation of the current computer system and to help the emergence of a common standard for multimedia.

In the multimedia information research laboratory, University of Ottawa, we are currently exploring a concept of multimedia research that combines many aspects of communications and information processing. This vision of a multimedia information system
Figure 1.1: Generic Architecture of MEDIABASE

has resulted in the creation of the MEDIABASE project. The purpose of MEDIABASE is to develop an advanced high performance real-time multimedia distributed information system. Figure 1.1 shows the generic architecture of MEDIABASE and illustrates that several multimedia workstations are connected through communication networks (i.e. FDDI). The multimedia production server and the multimedia database are also connected through networks (i.e. FDDI or Ethernet). Thus, users can work at workstations at different locations and share the same production server and database by using high speed networks. The design of a distributed information system such as MEDIABASE, faces many technical challenges. These challenges range from the system architecture down to the physical data storage. In the MEDIABASE project, our particular focus is on document architecture, database model, high-level communication and synchronization protocols, and real-time physical storage of multimedia data. Our MEDIABASE system is aimed at serving interactive multimedia applications such as distance learning, multimedia newspapers, and video-on-demand.
One of the requirements of any system supporting a distributed multimedia application is the need of providing the storage and retrieval method for multimedia data. As a matter of fact, in the effort of developing multimedia distributed application systems, the storage and retrieval of multimedia data is one of the most important elements of the whole system. The work reported in this thesis, as a sub-project of MEDIABASE project, is the first step toward the design and development of a multimedia file system which will be used to manage the multimedia files. This project is named as MEDIAFILE.

The biggest challenge of designing a multimedia file system is the integration of continuous media such as audio and video. The integration of digital video and audio media in database requires an appropriate storage structure and organization of the media on a dedicated secondary storage device. The storage technique employed must meet the real-time deadlines required for the rendition of the media. In the case of video, for instance, real-time deadlines must be met for the display of successive frames in order for motion to flow smoothly without any gaps or interruptions. The retrieval of continuous media from a secondary storage device must be performed according to the appropriate data rate. The data retrieval rate from the disk depends on the characteristics of the storage device, the data placement on the disk, the compression rate achieved, the number of frames (e.g. video) required and the chosen granularity for the basic object (e.g. frame) manipulated. MEDIAFILE aims to provide an integrated storage and playback system that physically stores and retrieves multimedia information from a dedicated secondary storage device. The system is developed for single and multi-users environments.

The objective of this thesis is to describe a multimedia storage model to integrate all types of media on the storage device, and to propose a retrieval control scheme to guarantee simultaneous real-time retrieval of multiple continuous media streams.

1.3 Organization of The Thesis
The thesis is organized as follows:

In chapter 2, we describe the requirements of multimedia applications, particularly focusing on the requirements for the design of a multimedia file system. Current research works in the related area are also briefly introduced in this chapter.

In chapter 3, we present our design of a MEDIAPL FILE storage model and a multimedia data structure. The simulation results of our algorithms are also given. In the last part of this chapter, we summarize our work and state our contributions.

In chapter 4, a detailed analysis of the simultaneous retrieval of multiple continuous media is presented. First, we analyze the retrieval process of a single continuous stream. Then, the retrieval control scheme for the simultaneous retrieval of multiple streams is described. The dynamic access control algorithm is introduced to control the acceptance of retrieval request. At the end, to verify our analysis, simulation results are shown.

In chapter 5, we summarize our current research work and compare it with other related works. The suggestions for further research are then given in this chapter.
Chapter 2

Multimedia Requirements and an Overview of the Development of a Multimedia File System

In this chapter, we present the requirements of multimedia application, and review the research trend in development of multimedia file system. First, the term "multimedia" which is used in the following chapters is clearly defined. In section 2.2, the general requirements of multimedia applications are introduced. In section 2.3, we analyze the requirements of a multimedia file system which should be respected during the system design. The current development of multimedia file systems and the trend of the storage and retrieval technologies are reviewed in section 2.4. Section 2.5 gives the summary of this chapter.

2.1 The Definition of Multimedia

There is not a standard definition for multimedia, but if we look up the root of the word, we can understand it very simply. A medium denotes a type of information vehicle such as text, graphics, drawings, animation, voice, audio and video. Human beings use different information vehicles to communicate each other. Each of these vehicles is
adapted to one of our senses, and may be used simultaneously and synchronously with others. A film, for example, presents a sequence of images and a sound track. The soundtrack is itself a compound of two different types of information vehicles: one is the voice and the other is music. Similarly, a written report uses typed words, drawings and graphs to express ideas. These are all examples of a medium — a vehicle of information for humans.

In computers, since all types of data are represented in digital format, a medium is not only a certain type of data, but also an output device and a method by which the computer “displays” (i.e. sends to a user) data in a form humans can understand. In addition, the computer must acquire the data representing the information and provide methods for storage and manipulation of the data.

The distinguishing factor between media in a computer is the “display” method. According to their “display” method, we categorize media into two groups: discrete media, and continuous media. Discrete media includes text, graphics, images etc. The display of these media has no strict time constraints. They are time independent media. Most discrete media are already very well handled by the current computing systems.

In the case of continuous media, such as voice, audio and video, the information itself may be expressed as a function of time, and require to be displayed on the screen in a limited time constraint. Usually continuous media requires large storage space, large I/O bandwidth, and large network bandwidth. Therefore continuous media brings major challenges to the current computing systems.

The term “multimedia” takes a different meaning for different people. In general, an application that deals with more than one media can be called a multimedia application. Displaying a movie with video and audio, or an E-mail with text and graphics are two examples of multimedia applications. In our MEDIABASE project, we define the term “multimedia” as the collection of discrete media — text, graphics, and still images, and continuous media — voice, audio, animation and video.
2.2 General Requirements of Multimedia Applications

The complexity of multimedia applications stresses all the components of a computing system. The architecture of a computing system must provide high bus bandwidth and efficient I/O for multimedia applications. A multimedia operating system is needed to support new data types, real-time scheduling, and fast-interrupt processing. Multimedia applications require very high storage and memory capacity, fast access time, and high transfer rate. New networks and protocols are necessary to provide the high bandwidth, low latency and low jitter required for multimedia applications. New object-oriented, user-friendly software development tools, as well as tools for data retrieval and management are required for networked and distributed multimedia systems.

In the following, we will discuss some important requirements of multimedia application in respect to hardware, compression/decompression, synchronization and networks. The requirements of storage and retrieval of multimedia data will be discussed in details in section 2.3.

2.2.1 Hardware Requirements

In the development of computing system, the application software is usually pressed to catch up with the advances in the hardware. However, as far as multimedia is concerned, it is the hardware that must keep pace with what the software can do.

Multimedia with full-motion video and audio requires processing rates, bus bandwidths, main memory and video/graphics memory, mass storage, I/O bandwidth and transmission bandwidth at least two orders of magnitude beyond those required for text and data. Therefore, the traditional desktops, workstations and microprocessors are not capable of handling multimedia data. The root of the matter is that none of the current computers is very friendly to full-motion video. With current desktop and consumer hard-
ware platforms, most multimedia presentations to date have been a medley of cartoon-like animation, music, voice, and photograph-quality still images digitized by means of a scanner. Full-motion video on a computer requires to add a device for video acquisition, to increase the capacity of mass storage and memory, to speed up the processing rate, and to expand the bandwidth of I/O and the network. However, all of these will increase the cost of the system dramatically. For example, a video capture board may cost as much as its host system. So, developing powerful multimedia hardware at relatively low cost is essential for a multimedia system.

Currently, new multimedia hardware products are being developed in research and industry laboratories, and some of them can already be seen on the market. For example, highly integrated video-frame-grabbing and digitizing circuits from companies such as Chips and Technologies, Cirrus Logic, and Philips Semiconductor have already spurred the proliferation of video capture and preprocessing boards selling for less than 300 dollars a piece.

The bottleneck in developing multimedia computing systems is caused by the bandwidth problem. Running a HDTV program at 30 frames a second would require a bandwidth of almost 120 MB/s, which is already beyond the reach of current desktops and workstations. The industry is addressing the bandwidth bottleneck, first, by compressing the video and audio data into small file sizes and, second, by expanding the bandwidth of disk I/O, the buses and network links on which those files travel. Neither alone is sufficient. So, in the following section, we will describe the requirements of compression and decompression.

### 2.2.2 Compression/Decompression Requirements

Compression/decompression techniques clearly play a crucial role in digital multimedia applications. Data compression/decompression is needed for three reasons:

- the huge storage requirements of multimedia data.
- relatively slow storage devices that can not retrieve multimedia data, especially full-motion video, in real-time.

- network bandwidth that does not allow real-time transmission of video or audio data.

For example, a single frame of a colour video, with 620x560 - pixel frames at 24 bits per pixel would take up about 1 Mbyte. At a real-time rate of 30 frames per second, that equals 30 Mbytes for one second of video. If a multimedia application requires more than 30 minutes of video, 2,000 images, and 40 minutes of stereo sound on each side of a laser disk, this application would require about 50 Gbytes of storage for video, 15 Gbytes for images, and 0.4 Gbytes for audio. That requires a total of 65.4 Gbytes of storage on the whole disk. With the multimedia file likes this, even if we have enough storage available, we may not be able to playback the video and audio in real-time due to the insufficient disk transfer rate of the storage device, and insufficient bandwidth of the network.

Figure 2.1: Compression and Decompression in Multimedia System
In order to store and transfer more digital information, we need to use compression technologies during storage process and use real-time decompression technologies during its retrieval, as shown in figure 2.1. Different applications have different requirements for the compression and decompression cycle. Some require real-time decompression and can afford to wait for a long compression process, whereas others may require the reverse. The reason is that the importance of display quality varies across applications. For example, some applications require high-quality images and long video segments, so a small delay will not affect the quality of display; others may require very rapid changes among short segments, in which delays of several seconds may not be acceptable. Therefore, different compression/decompression schemes must be applied according to different requirements.

A number of design choices are made during the compression stage, including image size (full-screen, cropped, or reduced), resolution, pixel depth, and compression factors. All these factors together will determine the amount of disk space used, image quality, and decompression time etc. JPEG [26] and MPEG [27] are currently two industry-standard algorithms for compression of photo-quality still images and full-motion images respectively. The compression ratios of using these algorithms range from 20:1 to 200:1. However, there are still many difficult technical problems such as dealing with real-time decompression problem, reducing the cost of compression, reducing the amount of hardware and special software, improving the quality of images, and ensuring the smooth motion sequences need to be solved.

2.2.3 Synchronization Requirements

Synchronization is considered as one of the most important issues in a distributed multimedia system. Synchronization problem exist not only in multimedia presentation, but also in the storage/retrieval, and the transmission of multimedia data.

In a multimedia system, an information item in mono-media is referred to as a data object [70]. For example, one page of text file or a segment of audio can both be data objects. In multimedia data integration, several data objects of different media are
Figure 2.2: Synchronization Scenario

combined to form a new multimedia object, which is a composite data object. The data object is taken as the basic data unit in the multimedia system.

Typical synchronization requirements involved in a multimedia application can be classified into two kinds: intra-media synchronization and inter-media synchronization. In the playback of a continuous media stream, such as audio or video, the playback rate of a media stream must meet exactly its recording rate. For instance, a NTSC video is recorded in 30 frames per second, then, to guarantee the display quality of this video, data has to be retrieved from the disk continuously and be displayed on the screen at the rate of 30 frames per second. This intra-media synchronization is important in applications such as telephony, and video-on-demand. Intra-media synchronization only exists in the playback of a single continuous media. On the other hand, inter-media synchronization is required in multimedia data integration, where the temporal relationships among the data objects have to be handled. Different temporal relationships implemented among the same set of data objects can result different different display scenarios. Two data objects(e.g. the video object and the text object in figure 2.2), have different display
durations, if they are synchronized at the start point of their display (start together), we will have the display scenario as shown in figure 2.2b. However, if they are synchronized at the end point of their display (end together), see figure 2.2a, the display scenario will be different. Thus, the temporal relationship between media objects have to be stored along with the objects on the disk, so that they can be used during their retrieval and transmission to guarantee a synchronized presentation.

To meet the synchronization requirements of multimedia data, a multimedia system must have the following capabilities:

- store the temporal relationships between data objects.
- schedule the retrieval of related data objects according to their temporal relationships.
- allow a fast access to the stored data objects, so that their retrieval deadlines can be met.
- transmit related objects over the network in a synchronized way.
- predict the network delays of different data objects and resynchronize the related data objects before their playbacks.

2.2.4 Network Requirements

The integration of all multimedia services within a single broadband network poses new communication requirements of switching, multiplexing, transmission, control and processing of voice, audio and video signals. Table 2.1 contrasts traditional data transfer and multimedia data transfer.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Data Transfer</th>
<th>Multimedia Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Rate</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Traffic Pattern</td>
<td>Bursty</td>
<td>Stream-oriented highly bursty</td>
</tr>
<tr>
<td>Reliability Requirements</td>
<td>No loss</td>
<td>Some loss</td>
</tr>
<tr>
<td>Latency Requirements</td>
<td>None</td>
<td>Low, for example, 20ms</td>
</tr>
<tr>
<td>Temporal Relationship</td>
<td>None</td>
<td>Synchronized Transmission</td>
</tr>
</tbody>
</table>

Table 2.1. Network Communications: Traditional Vs. Multimedia

**Data Rate**

Because of the large data size of a multimedia file, multimedia networks require a very high transfer rate or bandwidth, even after the data is compressed. For example, full-motion video service using high definition television (HDTV) requires a transfer rate of 200 - 300 Mbit per second, even after compression. Consider the synchronization requirements, besides being high, the transfer rate has to be predictable.

**Reliability**

Traditional networks are used to provide error free transmission. However, most multimedia applications can tolerate errors in transmission due to corruption or packet loss without retransmission or correction. In some cases, in order to meet real-time requirements or achieve synchronization, some packets are even discarded.

**Latency**

Multimedia networks must provide the low latency required for interactive operation. Since multimedia data must be synchronized when it arrives at the destination site, networks should provide synchronized transmission with low jitters [46], [47], [48].

**Multipoint**

In multimedia networks, most communications are multipoint as opposed to traditional point-to-point communication. For example, when multimedia conferences involve more than two participants, the network needs to distribute information in different media to each participant [68].

Therefore, traditional networks with low transfer rate and unpredictable latency and
jitter, such as Ethernet and Token-ring, can not carry multimedia data. New high-speed networks such as FDDI, DQDB, and B-ISDN which have data rates of 100-200 Mb/s, provide more power to transfer multimedia objects. Among these new networks, optical network technology can support the Broadband Integrated Services Digital Network (B-ISDN) standard, expected to become the key network for multimedia applications.

Since different type of data objects may have different requirements for their transmission, multimedia applications require network systems to have flexibilities in several respects [56]. As far as the public and private telecommunication networks and in particular the switching systems within the network are concerned, the asynchronous transfer mode (ATM) will play a significant role in realizing the flexibility and economy necessary for multimedia communications. ATM provides great flexibility in bandwidth allocation by assigning fixed length packets, called cells, to virtual connection. ATM can also increase the bandwidth efficiency by buffering and statistically multiplexing bursty traffic at the expense of cell delay and loss.

In the above discussion, we have introduced the general requirements of multimedia applications. These requirements must be met before the multimedia applications can be realized.

2.3 MEDIAFILE Requirements

As an important part of a computer system, the file system also faces a lot of new challenges from the requirements of multimedia applications. The objective of our MEDIAFILE is to handle real-time storage and retrieval of multimedia data. The defining characteristic of multimedia is the involvement of continuous media such as voice, audio and video. The design of MEDIAFILE not only has to meet the traditional requirements of a file system (e.g. easy manipulation, random accessibility, reliability etc.), but also has to meet the special requirements of multimedia.

There are three important features that differentiate a digital multimedia file system from a traditional text file system.
Large File Size

Multimedia files have very large storage requirements. Figure 2.3 illustrates the storage requirements for a multimedia application consisting of various media types. Compressing the images by a ratio of 15:1 and the video by factors of 30:1 and 200:1, the total storage requirements for this application will still be over 2 Gbytes. Large storage requirements ask for a more efficient storage model. However, if the file system is to act as a basis for supporting media services such as document editing, mail, distribution of news and entertainment, etc., it must provide mechanisms for manipulation (e.g. insertion or deletion) and sharing stored data. For these mechanisms to be efficient on large size of multimedia data, the file system must minimize copying of data on the disk.

Figure 2.3: Example of Storage Requirements

In the design of our storage model, we try to find a trade off between the efficient usage of the disk space and the efficient manipulation and sharing of data.

Continuous Recording and Retrieval of Media Streams

Recording and retrieval of audio and video are continuous operations. The file
system must organize multimedia data on the disk so as to guarantee that their storage and retrieval is performed at their respective real-time rates.

To ensure continuous retrieval of media streams, the storage model has to employ constrained placement of media blocks. The size of each media block and the separation between successive media blocks of a media stream are determined such that the time to access each media block is bounded by the playback duration of the block. The details of retrieval constraints will be addressed in chapter 3.

While the control of the data placement of media blocks only suffices for ensuring the continuity of one stream retrieval, satisfying the retrieval of multiple streams simultaneously, without violating any of their continuity requirements, forces multimedia file system to have retrieval and access control mechanisms. Our scheme to support simultaneous real-time retrieval streams is presented in chapter 4.

**Synchronization of Multiple Data Streams**

Suppose that a multimedia file consists of three components: audio, video, and text. Generally, these three components of a multimedia file are separated at the input and they arrive at the file system as three different streams. Similarly, during retrieval, these streams are routed to different output devices. Storing these media together may entail additional processing for combining them during storage, and for separating them during retrieval. On the other hand, if the three media are stored separately, the file system must explicitly maintain temporal relationships among the media so as to ensure synchronization between them during retrieval and transmission. As part of our storage model, the storage of synchronization information is introduced in chapter 3.

We have discussed the requirements of a multimedia file system. The design of a file system that addresses these requirements is the main subject matter of our MEDIATYPE project. As the first step of this project, this thesis mainly focuses on the design of a storage and retrieval model which can handle continuous media such as audio and video.
2.4 Overview: The Development of Multimedia File Systems

From our discussion in section 2.3, we know that the biggest challenge in designing a multimedia file system is the storage and retrieval of continuous media such as audio and full-motion video. For several years, researchers in industries, universities and research centers have been working toward the design and development of new storage models, new methods of data management, new control mechanisms etc.. The aim of these efforts is to make computers more friendly to the storage and retrieval of multimedia data, especially to audio and full-motion video. In the following, we will first review the development of storage technology by comparing the difference between optical storage devices and magnetic storage devices. An overview of the strategies of multimedia data placement is given in section 2.4.2. Finally, various approaches which can guarantee simultaneous retrieval of multiple continuous streams are introduced.

2.4.1 Storage Technology for Multimedia Data

Recalled from last section, the volume of data managed by a storage system is rising dramatically. The ever-increasing storage demands of individual applications, the migration of large database applications, and the introduction of the new groupware, imaging, and multimedia applications contribute to the need for expanding the capacity of storage and increasing the data transfer rate of storage drivers. To meet the storage and retrieval requirements of multimedia files, we first have to choose an appropriate storage device.

Our computing environment contains many types of storage, from the registers that feed the processor pipelines to the jukeboxes that store archival data. The different types of storage in a computer system form a pyramid like hierarchy, as shown in figure 2.4, with fast, expensive devices at the top and slow, inexpensive ones at the bottom [34].
Storage Hierarchy

Memory

Occupying the top of the pyramid—both in terms of performance and cost—is memory. These relatively expensive devices operate at instruction-execution speeds.

Magneto-Optical disk

MO storage products offer low-cost-per-megabyte, high-capacity removable storage. These drives come in a variety of size, ranging from 31/2 to 14 inch media. Typical access times range from 30ms for rewritable optical drives to 300ms for CD-ROM.

Tape

Magnetic tape is the slowest, but most economical layer. Developments in all form factors keep improving data density and transfer rates.
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Magnetic hard disk devices typically have access times of less than 15 ms and data transfer rates in the megabyte-per-second range. To use stored programs or data, you must first transfer the information to memory.

Floppy disk

Slow but universal, floppy disks are an elemental part of most end-user routine data storage practices, often as much a transfer medium as a storage medium.

Jukeboxes/auto-loaders

By leveraging MO and tape drive capacity, jukeboxes/auto-loaders provide the access to the greatest volume of data but at the slowest speed.
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Figure 2.4: Storage Pyramid
The top of the storage pyramid consists mostly of DRAM and associated caches that are used for temporary storage of programs and data. As applications such as multimedia databases, and operating systems become more memory hungry, we will see the average memory of computer systems rise to accommodate such requirements. In the bottom part of the storage pyramid are traditional storage devices – floppy disk drives, tape drives, mo jukeboxes, and tape auto-loaders. These devices provide the access to the greatest volume of data, but at a very low speed.

As we analyzed in section 2.3, multimedia files require a very large storage capacity, as well as a fast data transfer rate to guarantee the continuous retrieval of media such as audio and video. Therefore, the storage solution for multimedia data is to choose hard disks or optical disks, which reside the middle part of storage pyramid, as the main storage device. In the following, we will overview and compare these two storage devices in terms of their storage performance (e.g. capacity, data transfer rate, access time etc.)

**Hard Disk**

Hard disk technology is the most rapidly evolving storage technology. In the past few years, great gains have been made in the key performance of hard disk such as areal density (which dictates drive capacity), access time, and data transfer rate. Phil Devin, vice president of storage technologies at Dataquest in San Jose, California, foresees disk density improvements of 60 percent to 65 percent annually, prices falling by 12 percent per quarter, and product life cycles of less than a year [34]. The improvement of data density of the disk is not the only good news. Drive latency, which is a function of rotation speed, is also improved. Spin speed has already been increased from 5400 rpm to 7200 rpm. Spindles spinning 33 percent faster means data is available sooner, combined with increased areal density, the effect is a high data transfer rate and low seek time.

For example, IBM's DFMS and DFHS families of high performance 3.5-inch drives rotate at 7200 rpm. These 1-, 2.1-, and 4.3-GB drives feature an industry-leading areal density of 564Mb per square inch, a seek time of 8.6ms, and the industry's highest data
transfer rate of 12.2 MB/s [34]. The Barraenda, another 7200-rpm drive from Seagate Technology, offers 8ms seek times and a capacity of 4.1 GB. With lower seek time, improvements in caching, and higher spin speeds, access time is getting better as well.

For databases which are continuously on-line and constantly being updated, a hard disk with high data transfer rate and low seek time can be the suitable storage device. However, a hard disk has a high cost per Mbyte compared with an optical disk. For databases which require a very large storage capacity and on which changes are rarely made, for example archival database, it is better to use an optical disk as the main storage device.

**Optical Disk**

The principal advantages optical disks have over hard disks are greater bit density, removability, and low cost. These combine to make an optical disk ideal for library and archive applications.

Optical disks come in various sizes ranging from about 7cm to about 30cm. There are various categories of optical disks, such as read-only disks, write-once-read-many-times disks (WORMs), and erasable disks such as magnetooptical disks. Data on read-only disks or WORMs can neither be erased nor rewritten. Compact disks (i.e. CDs) are one of the formats of read-only optical disks. CDs also have many variations, including CDDA (compact disk digital audio), CD-I (compact disk interactive), CD-V (compact disk video), and CD-ROMXA (compact disk read only memory extended architecture), each holds digital data and uses the same physical encoding scheme. The differences between these formats lie in the amount of data integrity that is achieved by the encoding scheme, the data coding schemes that are used or allowable, and the allowed disk data topography.

The capacity of compact disks has already improved from 650 MB to 2 GB. Rewritable optical disks are also under development, and are becoming more capacious and attractive. We anticipate that the capacity of some 3.5-inch rewritable disks will exceed 500 MB [11].
Although optical devices offer large storage capacity and lower cost, their average seek times are about three times longer than the hard disk and their data transfer rates are much slower compared to that of the hard disk. The data transfer rate of current optical storage device is ranged from 200 KB/s to 2 MB/s based on [11]. The other strong drawback of optical storage devices is their lack of reversibility.

Currently, because of its large capacity, low cost and removability, optical storage devices (e.g. CD-ROM, CD-I) are widely used in the desktop computer for multimedia applications such as entertainment and training. CD-ROM, one of the popular optical devices, is also used by large engineering companies as a way of distributing large software applications. With the low data transfer rate and high access time, it is very hard for an optical disk to handle well the real-time storage and retrieval of continuous media such as audio and video. The lack of reversibility prevents the usage of an optical storage device in some multimedia applications such as an on-line multimedia database. However, with the development of new optical technologies, we expect to see reversible CDs with a higher data transfer rate and a faster access time in the next few years.

Above, we have reviewed the technologies of both the hard disk and the optical disk. Since our MEDIABASE project focuses on the interactive multimedia database, in which high data transfer rate and fast access to the stored data are essential, we, currently, have chosen to use the hard disk as our main storage device, and we have concentrated on the study of multimedia data placement strategies and retrieval control schemes for continuous media streams. However, our storage and retrieval schemes are not limited to the hard disk, the same methods may be extended to high performance erasable optical storage devices in the future.

2.4.2 Data Placement Methods for Multimedia Data

With huge data size and heterogeneous data types, multimedia applications made data placement one of the most important issues in the design of multimedia file systems.
In the traditional file system, data is stored at the random locations on the disk, and related data objects are linked by pointers according to their sequence. However, this data placement method is not suitable to multimedia data. One of the reasons is that the retrieval of media such as voice, animation, audio, and video has real-time requirements. If the data objects are randomly located, the seek time overhead and rotational latency between the two consequence data objects may be long enough to violate the real-time constraints of continuous retrieval. Thus, new data placement strategies have to be developed for the storage of the delay-sensitive multimedia data to guarantee the continuous retrieval.

Besides, the synchronization requirements of data objects also made traditional file systems no longer suitable. As pointed out section 2.3, different media streams can be arranged for simultaneous retrieval, requiring the multimedia file system has to have the abilities to store and to modify the synchronization information. This allows the multimedia file systems to be used during the retrieval, transfer and presentation processes.

In short, a new storage model needs to be designed in order to store and to retrieve both discrete and continuous media, and in order to meet the synchronization requirements between different data objects.

Several multimedia file systems have been proposed in the past few years. However, most of these systems have focused on the storage of still images with text [39], [40], [41]. The design of the storage system for delay-sensitive media has only started. Yu et al [6] introduce techniques for merging the storage of real-time audio files on read-only optical disks. Anderson et al. [42], [43] give a high-level description of a distributed system that includes delay-sensitive data without describing in detail how the real-time requirements of data retrieval are met. Abbot [44] has examined a storage placement strategy that yields a high probability of improved system throughput, but does not absolutely guarantee meeting the real-time constraints. Park and English [45] give a strategy for using lower-quality, lower-bandwidth audio data when contention for bandwidth occurs. However, their method does not provide a guaranteed minimum display quality.

Our interest concentrates on the work reported by Gemmell and Christodoulakis
in [24], and the storage model developed by Rangan and Vin [12]. The work reported in this thesis is motivated mainly by their experience.

In the Gennimell and Christodoulakis paper, a theoretical framework is developed for real-time requirements of digital audio playback. The real-time requirements are described in terms of the consumption rate of the audio data and the nature of the data retrieval rate from the secondary storage device. Making use of their framework, bounds are derived for buffer space requirements for three common retrieval scenarios (details can be found in section 2.4.3). They also describe and compare the different data placement strategies for multimedia data streams in general.

According to their paper, the placement strategies of multimedia data can be categorized as:

- Scattered noninterleaved data placement.
- Contiguous noninterleaved data placement.
- Contiguous interleaved data placement.
- Scattered interleaved data placement.

Placement of data may be either interleaved or noninterleaved, contiguous or scattered. An interleaved placement groups together data that are read at the same time. This implies that the synchronization information is completed before placement and that changing synchronization involves moving the data on the storage device. In a contiguous strategy, audio samples or video frames, in the order they will be read, are stored together in a contiguous fashion, one after another, on the storage device. In a scattered strategy, the data may be split up into blocks and placed in various locations on the storage device.

There are various advantages and disadvantages to each strategy. Interleaving is used in an attempt to reduce seeking. By placing blocks that must be read at the same time, side by side, minimum seeking between them is guaranteed. However, synchronization information must exist in order to do interleaving, and it cannot change without rewriting the data. Adjustment of synchronization is very flexible under a noninterleaved
scheme. Another benefit of using noninterleaved placement is that, when a certain part of a data stream is used several times, it need only be recorded once on the storage device. With interleaved placement, it would have to be copied each time it is to be used.

Scattered placement allows more flexibility than contiguous placement, so that external fragmentation may be avoided. External fragmentation occurs when small gaps must be left on the storage device because no file is small enough to fill them. However, there is more overhead involved in keeping track of the locations of scattered blocks. In addition, contiguous interleaved placements require much less seeking during playback than scattered interleaved placements.

Currently, the placement strategy used by most of the multimedia applications is contiguous interleaved placement. Compact disk, the best-known digital audio storage media, CD-I (i.e. compact disk interactive), and DVI (digital video interactive) are examples of using contiguous placement strategy for data storage. For systems using magnetic storage devices as the storage media, little information regarding placement is available. However, Rangan et al attempt to use scattered placement strategy for the storage of full-motion video. Anderson et al. developed their continuous media file system by assuming contiguous placement of multimedia data on a magnetic disk [32]. The review of Anderson’s media file system will be given in the next section.

In the storage model developed by Rangan et al, a storage pattern can be obtained for each video stream. The storage pattern, in general, is that a sequence of video frames is organized on the storage device in terms of media blocks separated by gaps of free space. Their model relates device characteristics to the media recording rate, and derives the block size and gap sizes that result in continuous retrieval. In addition, the model provides a merging and layout mechanisms for multiple streams so as to utilize disk space efficiently. In the merging of video streams, gaps between media blocks of one stream are filled with media blocks of other streams. As a result, the storage pattern and the continuity of the second stream may not be maintained strictly for each media block. To guarantee the continuous retrieval of the second stream, they introduce read-ahead and buffering of finite number of blocks during retrieval in order to preserve the storage
pattern and continuity properties on average over a finite number of blocks.

Rangan et al’s storage model can guarantee the real-time requirements of video retrieval, and can reduce the data copying amount required during data editing. Using the merging, their disk usage can approach 90 percent. However, read-ahead and buffering during the retrieval increased buffer requirements and complicates the computational performance.

We have reviewed various data placement approaches for multimedia data. In chapter 3, the storage model of multimedia developed in our lab will be introduced.

2.4.3 Approaches for the Simultaneous Retrieval of Multiple Continuous Streams

The low I/O bandwidth of the current disk technology, and the large seek time overhead as well as the slow rotation speed of the current disk drive present a real challenge to some multimedia applications (e.g. video-on demand). In these multimedia applications, different continuous streams may be required to be displayed simultaneously. Sometimes the display of one video stream may require synchronization with the other video or audio stream that is already running. Thus, a real-time access to large amounts of storage and to the continuous retrieval of these media streams is required.

Currently, there are several techniques to support a real-time retrieval and display of multiple media streams. These techniques include scarifying the quality of the data [7], [9]; using RAID as a high bandwidth secondary storage device [30]; disk multitasking and data replications[31]; also various retrieval control polices [29], [30], [32], [13].

The central idea behind RAID(Redundant Arrays of Inexpensive Disk) is to construct an I/O subsystem which consists of a disk controller and an array of disk drives. The controller distributes a file or a multimedia object across all the drives in order to provide a high data rate upon its retrieval. In order to minimize the probability of the data becoming unavailable in the presence of disk failures, RAID has introduced a taxonomy
of five different organization of disk arrays, beginning with mirrored disks and progressing through a variety of alternatives with different performance and reliability characteristics. For multimedia systems, a limitation of RAID is its lack of control on the placement of the data. Consequently, one cannot control the rate at which the I/O subsystem produces data. For example, consider a 2-h video object with a 45 Mb/s bandwidth requirement (this object is 40 gigabytes in size). Ideally, the I/O subsystems should produce the object at a continuous bandwidth of 45 Mb/s for a period of two hours. However, if a RAID I/O subsystem consists of 100 disks, each disk with a bandwidth of 10 Mb/s, then the data will be produced at a rate of 1000 Mb/s, overflowing the memory buffers of a display station. It is also unclear whether RAID can support a real-time display of several objects simultaneously.

The work reported by Ghandeharizadeh and Ramos [31], can be extended to RAID to enable it to support a multimedia information system. Continuous retrieval of multiple media streams is guaranteed by using multitasking or replication techniques. In their paper, several different approaches for disk multitasking or replication are described in a shared-nothing architecture (i.e. processors do not share disk drives or random access memory and can only communicate with one another by sending messages using an interconnection network).

Multitasking is when a disk drive is required to retrieve a portion of each requested fragment in one scan of the disk drive (instead of the entire fragment as with a batch-order). Multitasking enables the system to support the simultaneous display of multiple objects, but it wastes the bandwidth of each disk drive by causing it to perform expensive seek operations. By replicating the fragments of an object across several processors, the system can use a fragment of an object that resides on an idle processor to service a request. The replication approach does not incur the seek time overhead, so it can support a higher number of simultaneous displays. However, it requires the system to provide a high amount of disk storage in order to store multiple copies of the data.

No matter which approach is used to support the simultaneous display of multiple objects, a retrieval control scheme is always needed to avoid contention of the storage
device. Various retrieval control schemes are proposed to guarantee the real-time retrieval rate of simultaneously displayed objects. Among them, the most noteworthy schemes are proposed in CLSA system [29], CFMS [32], Genmmell and Christodoulakis’s paper[24], and Rangan’s paper [13].

CLSA (Constrained-Latency Storage Access) system has been developed for applications that have strict deadlines for the completion of some secondary storage accesses. These applications must look for prefetching to satisfy constraints on transaction times. To satisfy constraints, worst-case latency must be avoided. In CLSA system, data is prefetched from the slow lower level to the faster upper level of the storage hierarchies. The system has to analyze the retrieval requirements, and generate a prefetch schedule according to the different applications, and according to the latency of the storage device.

In the CLSA system, applications are categorized as periodic, scripted and probabilistic. Periodic applications are the easiest for developing a prefetch algorithm. Scripted applications (when an explicit storage request is known in advance), with synchronization requirements between different objects, are not supported in existing computer systems. Probabilistic applications, for which the target of required events is unknown until the runtime, can not be anticipated in present computer systems. In the paper [29], a prefetch algorithm is developed for periodic applications. The existing challenges and possible supporting techniques for scripted applications are also discussed.

Anderson et al describe the design of a continuous media file system (CMFS) for digital audio and video that supports multiple concurrent real-time sessions. Their proposal includes a model for bounding access times and allocating the resources for the throughput requirements of each session. A request for a session to read (or write) a real-time file is given an acceptance test to determine if its maximum throughput and minimum buffer requirements can be met concurrently with the previously guaranteed sessions. Each real-time file in the CFMS is created with a maximum rate parameter that constrains the size and frequency of seek times that may be incurred in sequentially accessing the file. The disk-scheduling algorithm reads (or writes) enough data for each session during a cycle to make sure that none of the readers (or writers) run out of data.
between cycles. The CFMS algorithm is developed by assuming that the data on the disk is stored contiguously.

A general theoretical framework for studying the performance of an audio playback system with a dedicated storage device is given in [24]. By comparing the data consumption rate with the data production rate of a dedicated storage device, the buffer requirements of single channel playback is analyzed. The data production rate depends on the device characteristics, the data placement on the device, the compression rate achieved at any point in the playback stream (if employed), in addition to the number of samples recorded per second, and the granularity of the sample. To realize a multi-channel playback, a free time model and a channel model is proposed. In the free time model, free time of the storage device in each reading period is used to allow different channels to share the storage device. In the channel model, channels (i.e. part of the storage device bandwidth) are reserved for the playback using.

Based on their own data storage model [33], Rangan et al proposed their algorithm for supporting the multiple HDTV (high density TV) subscribers. In their paper[13], they study various policies (e.g. round robin and quality proportional) for servicing multiple subscribers simultaneously, and propose algorithms by which a HDTV server can enforce these policies without violating the real-time retrieval rates of any of the subscribers. The quality proportional algorithm retrieves video frames at a rate proportional on an average to the HDTV playback rates of requests, but uses a staggered toggling technique by which successive numbers of retrieval frames are fine tuned individually to achieve the servicing of an optimal number of subscribers simultaneously.

In the above, we have briefly reviewed different approaches for the retrieval of multiple continuous streams. Based on our storage model introduced in chapter 3, a retrieval control scheme is studied in chapter 4.
2.5 Summary

In this chapter, we defined the term "multimedia". Then, we showed the general requirements a multimedia system must respect. We also analyzed the requirements of a multimedia file system, and gave the limitation of our thesis research. Finally, we have reviewed existing storage and retrieval technologies for multimedia. In the following two chapters, we present our storage and retrieval model for multimedia information.
Chapter 3

A Storage Model for Continuous and Discrete Media

3.1 Introduction

We recall from chapter 2 that a multimedia system requires to have a new physical data structure for their efficient storage and retrieval. This data structure must meet the real-time deadlines required for the rendition of the media (e.g. audio and video). It should also provide facilities for the handling of synchronization between two or more media.

A few research centers and universities have been working towards the area of design and implementation of multimedia file systems. The central issue investigated in these laboratories was the design of a proper storage strategy for the delay-sensitive media (e.g. digital audio, animation, and video). Of particular interest is the storage model developed by Rangan and Vin [12], [13], [33]. In this model, recall section 2.4.2, a storage pattern can be obtained for each media stream. In addition, the model provides a merging and layout mechanism for multiple streams. However, the merging method used is independent of the storage pattern causing violation in the real-time requirement for the storage and retrieval of the streams from a disk. In order to guarantee such a requirement, read-
ahead and buffering techniques, for a finite number of blocks, have been introduced. This requires not only a large buffer, but also demands complex computations to be performed during a retrieval process. The work reported by Genmell and Christodoulakis in [24] describes and compares different data placement strategies on the disk for audio data streams. Continuous retrieval from the disk is achieved by means of buffering techniques. The relationship between the display start-time of the media and the required buffer size is also analyzed. However, the paper does not give details about the data structure employed to store audio and video streams. Also, it is not clear from the discussion how the model can handle the continuity requirement for the storage.

In this chapter, we propose an approach which is oriented toward the definition of a complete multimedia data structure that can satisfy the following main requirements.

1. Multimedia data structure: the proposed data structure should permit storage, manipulation and retrieval of both discrete and continuous media.

2. Media synchronization: Media synchronization refers to two situations. First, a single time-based media is processed with respect to time (i.e. continuous media) and second, two or more media are processed in parallel with respect to either time or one of the media types [46], [47], [48]. The storage model should handle these two situations for both files and records.

In the following section, we present our storage model and associated data structure, and in section 3.3, we show how the real-time requirements of continuous media can affect the storage patterns. A novel merging and layout algorithm to manipulate media blocks and gaps in a disk is proposed in section 3.4 and discussions on how new streams are inserted in the available gaps are presented in the section 3.5. Our indexing method and the file structure with the synchronization strategies is defined in section 3.6 while the analysis on the storage efficiency of the proposed algorithm using computer is presented in section 3.7. Finally, we summary our work in section 3.8.
3.2 MEDIAFILE Structure

We are interested in designing a complete file structure for the management of multimedia information. The objective of the storage model described in this chapter is, first to optimize the disk utilization, second to minimize the amount of data reallocated during data manipulation, third to reduce the buffer requirements during retrieval and fourth to support user defined synchronization among media.
Figure 3.1 shows our storage model. Different types of data arriving at the multiplexor at different data rates are combined into one data stream with a common data rate to be stored in a disk. Different data streams can be stored separately from each other. For example, video data may be stored separately from audio data. Similarly text and image may be interleaved with either audio or video, or stored on a separate location on the disk. Synchronization information which ties different kinds of data together is stored in the file and record attributes. A special storage pattern which consists of media blocks with gaps in between them is designed for the storage of audio and video media. Merging and layout algorithms are also defined to provide an efficient use of the storage space. That is, when merging different streams, media blocks of a new stream are uniformly filled (interleaved) into the existing gaps on the disk. This is achieved by applying merging conditions and the layout algorithms to the stream being stored. The storage pattern with the merging and layout algorithms can provide an efficient use of the disk space and guarantee continuous storage and retrieval of each media blocks of the streams.

3.3 A Storage Pattern for Continuous Media Streams

3.3.1 Parameters, Notations and Assumptions.

In the following we define the parameters, notations and assumptions that are used in this chapter:

- Media stream: a sequence of audio samples or video frames that is captured or displayed in real-time.

- Physical sector: one physical sector can occupy from 512 bytes up to 4096 bytes.

- Media block size($M$): number of physical sectors occupied by a media block. Logically, $M$ is the basic object of a continuous media stream.
- Gap size($G$): number of nonfilled physical sectors between two successive media blocks on the disk.

- $G_{\text{max}}^{\text{new}}$: the maximum number of physical sectors between two successive media blocks of a new media stream.

- Storage pattern: $(M,G_{mm})$. On the disk, a media stream is stored as a sequence of media blocks; every two successive media blocks are separated by a number of physical sectors($G_{mm}$) which can be filled by media blocks of other stream or left nonfilled.

- $R_{d}$: data transfer rate of the storage device.

- $R_{c}$: data consumption rate, i.e. the rate of data being emptied from buffer.

- $R_{e}$: data acquisition rate, i.e. the speed at which data is being captured.

We assume the followings:

- Data transfer rate is much faster than data consumption rate.

- Media block size and gap size are integers.

- The processing (reading, writing, displaying, and recording) is carried out in a pipelined fashion. Figure 3.2 shows an example.

### 3.3.2 Real-time Conditions for Media Streams.

To record a video or audio stream, the real-time condition requires that all the incoming data must be stored. This means that the data transfer rate between the buffer and the disk is fast enough (with limited buffering) to guarantee a loss-less data storage. To retrieve a video or audio stream, the real-time condition requires the data block to be available at the display buffer before or at the time of its playback. The details for the
Figure 3.2: Pipelined Processing

real-time requirements are given below.

Since we are assured that the data transfer rate is faster than data consumption rate, to avoid information loss, the recording or retrieval can be carried out in a pipelined fashion.

The recording process is shown in figure 2. While data is being transferred from buffer A to the disk, buffer B is filled by data acquired from the device. If the buffer size is equal to the media block size, the real-time condition can be expressed as follows:

\[ \frac{G + M}{R_{dt}} \leq \frac{M}{R_i} \] (3.1)

where \( \frac{G + M}{R_{dt}} \) is the time required to locate the address and transfer the data from buffer to disk. \( \frac{M}{R_i} \) is the time to fill a buffer of media block size.

Note here that \( M \) in this equation refers to any media blocks of a data stream except the first block. When the first media block is stored or retrieved, it may take longer to locate the first block at the beginning of a stream because of the seek time and rotational
latency incurred when a request to write or read on a disk is performed. Once the first block is located, the time to locate the following media blocks depends only on the rotation time.

To retrieve a stream, the real-time condition is almost the same as the recording. It can be expressed as:

\[
\frac{M + G}{R_{dt}} \leq \frac{M}{R_c}
\]  

(3.2)

where \(\frac{M}{R_c}\) is the time to consume all the data in a buffer.

The above real-time conditions are one of the critical factors in designing the storage patterns. In the following section, we will discuss the storage pattern of the media streams.

3.3.3 Media Block Size and Gap Size

For a given system, data transfer rate \((R_{dt})\) is known, but data acquisition rate \((R_i)\) or consumption rate \((R_c)\) may vary from stream to stream depending on the quality of the media. We also need to determine the Media block size \(M\) and the gap size \(G_{mm}\). For a given stream \((R_c\) and \(R_i\) are given), if we assign a value \(M\) to media block size, the maximum value of gap \(G_{max}^{new}\) can be derived from equation 3.1 or equation 3.2.

Media block size

Usually, media block size \((M)\) is chosen according to the application needs. For video, it can be chosen equal to the size of a video frame, or equal to the size of a given packet which is a group of video frames or a group of video pixels. Once the media block size is known, it becomes the basic object of this media. Here, we do use the same media block size for all the data streams of a media type, even if the data acquisition rate or
the data consumption rate of these streams are different. In terms of storage pattern, the only difference among these streams is the gap size \( G_{mm} \) which is affected by different data rate. This makes it possible to guarantee the real-time requirements of each media stream at the recording level.

Multimedia applications frequently require that separate data streams such as audio and video be synchronized during their transmission or display. This means that information about the relationships among the media must be stored on the disk. At the storage level, if the media block size of the video streams is chosen first, then depending on its value, we can choose the media block size of audio streams, such that the time necessary to display an audio block is equal to the time necessary to display a video block. Thus, the synchronization control between audio and video can be simplified during storage, retrieval, transmission and display.

**Gap Size**

The tradeoff between effective storage and effective data manipulation is reflected in the selection of the gap size of a stream. A gap \( G_{mm} \) of a data stream can be zero and up to \( G_{max}^{new} \). Zero means that the media blocks of a data stream are stored contiguously without gaps. If a gap size is larger than zero, then the media blocks of a data stream are scattered on the disk. The continuous placement requires much less seek time during retrieval than scattered placement. However, contiguous placement does not support efficient data manipulation. For example, in cartoon movie creation, new pictures need to be added into the display sequence once a while. In case of contiguous placement, adding a new media block into a data stream may require a complete reorganization of the data. This is because pointers to link media block inserted together cannot be used as in the case of traditional text data. The real-time requirements of each data stream have to be considered during the insertion process. Therefore, if we leave space between two successive media blocks, we may optimize the amount of data copied during insertion.
Figure 3.3: Example of Storage Pattern

The maximum gap size obtained from real-time conditions indicates that the real-time requirements of data streams can be guaranteed if the gap between two successive media blocks of a stream is less than the maximum gap size. Figure 3.3 shows an example of storage pattern.

As shown in Figure 3.3, if the disk space is unlimited, each data stream can be stored using scattered placement and each two successive media blocks of a data stream can be separated by $G_{\text{max}}$. However, in practice, too many existing nonfilled gaps between media blocks is not suitable for an efficient use of the disk space. To reduce the nonfilled gaps, media blocks with the same data type are interleaved with each other on the disk. Therefore, the size of the gap($G_{mm}$) between two successive media blocks for a given stream depends on the quality of media (i.e. the real-time requirement) and the layout algorithm which is used to determine the interleave method. This will be discussed in the next section.

3.4 Merging and Layout Algorithm.

To improve disk utilization, media streams of the same type (e.g. video) are merged during their storage. The merging process is controlled by a layout algorithm, so that, each time after merging, media blocks and nonfilled gaps are uniformly distributed on the
disk and the real-time requirements of all streams are satisfied at the recording level.

3.4.1 Merging Conditions

For a given $M$, the maximum gap size of a new stream is determined by the real-time condition that can be obtained from equation 3.1:

$$G_{\text{max}}^{\text{new}} = \left(\frac{R_{\text{dd}}}{R_{i}} - 1\right) \times M$$  \hspace{1cm} (3.3)

Because disk space is limited, we cannot guarantee that a data stream be stored using storage pattern, $(M, G_{\text{max}}^{\text{new}})$. It may have to be merged into the nonfilled gaps of existing streams. Therefore, the gap($G_{\text{mm}}$) between two successive media blocks of a data stream depends not only on its real-time conditions, but also on the merging method. The size of non-filled gap($G$) of two successive media blocks after merging is also determined by the merging method.

Obviously, a data block of a new stream $S_{\text{new}}$ $(M, G_{\text{max}}^{\text{new}})$ can be merged into a gap of stream $S(M, G)$ which already exist on the disk, if the following basic condition is true:

$$G \geq M$$

The above inequality means that the existing gap size must be larger than or equal to the media block size. But this condition is not enough to determine if all the media blocks of the new stream $S_{\text{new}}$ can be merged into the existing gaps of $S$ with respect to the real-time requirements. The reason is discussed below.

To layout media blocks of a new stream, we can simply fill out the first available gap with data blocks from the new stream, then fill out the second gap, the third gap etc. Thus, after merging, there is no nonfilled gap between media blocks. Although the real-time requirements can be satisfied, extensive data reorganization is needed whenever
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Figure 3.4: Simple Merging and Layout Method

new data blocks are inserted. This scenario is shown in Figure 3.4.

To provide a flexible data management, we choose to have the largest nonfilled gap between the merged and the existing media blocks. After each merging, the resulting non-filled gaps can be used during the next merging process. Thus, the two successive media blocks of a data stream are separated by nonfilled gaps and media blocks from other data streams. In this method, we may only need to reallocate a few merged streams when new media blocks are inserted. Thus, the layout algorithms are used to organize data streams on the disk. In the following section, we describe the layout algorithms in greater detail.
3.4.2 Layout Algorithm

The main objective of the layout algorithm is to provide a uniform distribution of the media blocks on the disk after each merging. It also provides a set of nonfilled gap allowing new streams to be stored according to the real-time constraint. The uniform distribution is achieved by storing the media blocks of a new stream at the center of the existing nonfilled gap, so that the gap is split into approximately two equal gaps. This is called the central merging method.

To store all the media blocks of a new data stream on the disk, we need to know the maximum gap size of the new stream \( C_{\text{new max}} \) and the available nonfilled gap size of the disk \( G \). From equation 3.3, we see that \( C_{\text{new max}} \) depends on \( R_i \) or \( R_c \). In the following, we will use video stream retrieval as an example to discuss the layout algorithm. The same algorithm can be used for audio or voice.

In our example, we assume that stream \( S \) is stored as media blocks and gaps interleaved according to storage pattern \( (M, G) \) of the stream, as shown in Figure 3.5. \( G \) is the nonfilled gap size of the stream and \( M \) is the same for all video streams. A new stream \( S_{\text{new}} \) with the same media block size \( M \) and maximum gap size \( C_{\text{new max}} \) is going to be merged with stream \( S \). We assume that the merging condition is satisfied under all circumstances. In order to manage the nonfilled gap on the disk, we keep information of nonfilled gaps in a special file called gap list.

We will discuss the algorithm under three scenarios:

1) \( C_{\text{new max}} \) of the new stream is equal to \( G \) of the disk: \( G = C_{\text{new max}} \)
2) \( C_{\text{new max}} \) of the new stream is larger than \( G \) of the disk: \( G < C_{\text{new max}} \)
3) \( C_{\text{new max}} \) of the new stream is less than \( G \) of the disk: \( G > C_{\text{new max}} \)

Let us now discuss each scenario in detail.

When searching for nonfilled gaps on a disk for a new data stream, \( C_{\text{new max}} \) of the new
stream is compared with $G$ of an existing stream which is the size of the non-filled gap. If $G = G_{\text{max}}^{\text{new}}$, media blocks of $S_{\text{new}}$ are placed into the center of nonfilled gaps one by one and the nonfilled gap size becomes $G'$ after merging:

$$G' = \frac{G - M}{2}$$

(3.4)

Figure 3.5 depicts the first scenario. Then, we let $G = G'$ and update the nonfilled gap list.

If $G_{\text{max}}^{\text{new}} > G$, since $G_{\text{max}}^{\text{new}}$ is the upper bound of the gap of this new stream, we can always choose a value between zero and the upper bound to make merging possible and easier. The simplest way to achieve the merging is to let $G_{\text{new}}^{\text{new}} = G$, making it similar to the first scenario. An example of the second scenario is given in Figure 3.6.

To control the storage process under the above two scenarios, we initialize the storage pointer before merging with the address of the first available nonfilled gap in the disk. The first media block of the new data stream $S_{\text{new}}$ is stored from the location given by:
Figure 3.6: Layout Algorithm: the second scenario

storage starting position = the pointer address + \( \frac{G - M}{2} \) \hspace{1cm} (3.5)

Then the pointer is moved for \( G \) sectors to the second storage starting position and
the second media block of \( S_{\text{new}} \) is stored. This process is repeated until all the media
blocks of \( S_{\text{new}} \) are stored on the disk (see figure 3.7).

Under the third scenario, when the gap size \( G \) of stream \( S \) is larger than the maxi-
mum gap size of a new data stream \( G_{\text{max}}^{\text{new}} \), more than one media blocks of \( S_{\text{new}} \) must be
placed into one \( G \). This will guarantee that the real-time requirement of \( S_{\text{new}} \) is satisfied.
To obtain the maximum nonfilled gap size after merging, we have to consider the worst
case after the media block is stored. The worst case occurs when two media blocks of the
new data stream are separated by another media block. So, to avoid collision between the
old and the new blocks, the size of maximum gap of \( S_{\text{new}} \) must be larger than the size of
the media block.

One possible size of nonfilled gap \( (G'') \) after merging is
\[
G'' = \frac{G_{\text{max}}^{\text{new}} - M}{2}
\]
Figure 3.7: A Flow Chart of Layout Algorithm under either first or second scenario
If $C'' \leq M$, which means that the nonfilled gaps after merging is not large enough to be used by another new stream, then $S_{new}$ can be stored into the nonfilled gaps of $S$ by using contiguous placement method.

If $C'' > M$, we would like to control the allocation of media blocks of $S_{new}$, so that the nonfilled gaps are uniformly distributed after merging. Now let us first get the number($N$) of media blocks that can be stored in one $G$. Considering the worst case, we have:

$$2 * \left( \frac{C_{new} - M}{2} \right) + (N - 1) * \left( \frac{C_{max} - M}{2} \right) + N * M = \frac{G_{new}}{2}$$

Where $2 * \left( \frac{C_{new} - M}{2} \right)$ indicates the gaps at the ends, $(N - 1) * \left( \frac{C_{max} - M}{2} \right)$ is the gaps in the middle, and $N * M$ is the total merged media blocks. From the above equation, we obtain:

$$N = \frac{G - \frac{C_{new} - M}{2}}{M + \frac{C_{max} - M}{2}}$$  \hspace{1cm} (3.6)

If $N$ is not an integer, it need to be rounded up.

Now that we know the number of media blocks that can be filled into one gap, we can get the gap size $G'$ of the disk between two merged media blocks of the new stream:

$$G' = \frac{G - N * M}{N + 1}$$  \hspace{1cm} (3.7)

If $G'$ is not an integer, we keep only the integer part. When we allocate media blocks of $S_{new}$, $G'$ may be rounded down or rounded up by one sector. We apply this method to all the media blocks of data stream $S_{new}$. Figure 3.8 shows an example of this scenario. In the example, the size of media block is 3 sectors, the gap size of the disk is 25 sectors. The new stream with maximum gap size 13 sectors requests to be stored. Using our layout algorithm two, $G''$ equals to 6 sectors which is larger than $M$. Thus, we
get $N$ equals to 3sectors by round up the result of equation 3.6. From equation 3.7, we get $G'$ equals to 4sectors. Therefore, the new $G$ is 4sectors after merging, and gaps are still uniformly distributed on the disk.

Using the above layout algorithms, we can successfully merge any data stream on the disk. The storage efficiency of the proposed algorithm will be analyzed using computer simulations in section 3.6.

3.5 Discussions

3.5.1 Effect of Compression

Audio and video data require large disk space for their storage. As a result, techniques to minimize storage space on the disk (e.g. compression/decompression) are considered important and the compression ratios of different data streams have very significant effects
on the storage requirement. For example, one second of NTSC video requires several megabytes of storage space, but after compression, it may only need several hundreds kilobytes of storage space. There are several compression schemes, that give different compression ratios, and different video or audio quality. Standards such as JPEG [26] and MPEG [27] can be used to compress still images and motion pictures with sound information, respectively.

In our storage model, a compression device may be connected between the sensor and the multiplexor in figure 1 and the decompression device may be connected between the storage device and the display workstations. The MEDIAFILE requires an efficient compression scheme to reduce the storage space. However MEDIAFILE does not need to know the details about the compression scheme used. To store a compressed media stream, we need only to know the data rate obtained after compression.

The process of a data stream going through the MEDIAFILE system can be seen in a manner similar to the data encapsulation and data decapsulation process. After compression, the “code.header” is added to the data object. When this data object is stored on a disk, the “disk.header” is added to it. In the retrieval process, these headers are decapsulated and only original data is sent for display. Figure 3.9 gives a simple example.

### 3.5.2 Adding and Removing Media Blocks

Adding and removing operations can be applied to the media blocks or at a higher level to a group of media blocks. To remove a media block from a data stream, the following media blocks in the stream are shifted by one position for each deleted block on the disk.

To add a media block to a data stream, media blocks on the disk must be moved ahead in order to meet the real-time deadlines of all the streams. Media blocks of a given data stream may be stored contiguously. Different media blocks pertaining to different
streams may also be stored contiguously. In the former case, to insert media blocks into one stream, almost all the data streams have to be rearranged on the disk. However, in the latter case, when we want to insert media blocks in a data stream, we only need to move one or two merged streams instead of reorganizing all the data streams on the disk. Therefore, by using the merging method and layout algorithms, the amount of data moved during an insertion is reduced.

3.6 File Structure and Index File

In this section, a file structure is defined to store and synchronize various media on the disk. An index file structure is also introduced to permit the random access of data.

One of the primary use of MEDIAFILE in our laboratory is to store and retrieve multimedia documents. The architecture of such documents is described in [25]. Five main objects may be defined within a multimedia document. They are independent object blocks, sequential object blocks, concurrent object blocks, media and scene layer objects. From the application point of view, a user can retrieve a multimedia document or an independent media file directly. The user can also retrieve parts of existing docu-
Figure 3.10: File Structure

ments or files to create new multimedia documents. In a newly created document, the user specifies the interrelationship among media files. The MEDIAFILE should keep all the synchronization information, and be able to arrange data on the disk to meet the user requirements.

Figure 3.10 describes the structure of a MEDIAFILE. Each file contains a file header and a sequence of records. Each record contains its own header. The meaning of each item is explained in the following.

In a file header:

- **NAME**: the name or ID of the file. It is used to index each file.
- **TYPE**: the media type of a file. This gives the information if the file has a real-time requirement.
- **LENG**: the total length of the file.
- **SYNC**: names or ID of all the related files.
• Start.ti: the display starting time of the file. It can be used to synchronize media files at the start point.

• End.ti: the display ending time of the file. It can be used to synchronize media files at the end point.

• GAP.S: the nonfilled gap size of the file.

• GAP.A: the starting address of the first nonfilled gap of the file.

In a record header:

• NAME: the name or ID of the record.

• SEQUE: the sequence number of this record in the file.

• LENG: the total length of the record.

• SYNC: sequence numbers of the related records of other file.

• Start.ti: the display starting time of the record. It can be used to synchronize media records at the start point.

• End.ti: the display ending time of the record. It can be used to synchronize media records at the end point.

Using this structure, we can define a file structure for both continuous and discrete media. When the user creates a multimedia document composed of discrete media, we need only to write or modify the header of the file or the data unit. However, for audio and video, we may also need to rearrange part of the media streams or data units to satisfy real-time conditions.

In a given file structure, two levels of synchronization are defined: at the file level and the record level. At the file level, information such as SYNC, Start.ti and End.ti (see figure 3.10) is stored in the file header and used to synchronize media files. At the record
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Figure 3.11: Index Structure

At the record level, synchronization information located in the record header is used to synchronize media records.

A multilevel index structure is defined to organize all the information on the disk. An example is given in Figure 3.11. A header index includes the names of multimedia documents and the pointers to the related files. At the file index level, each media type has its own index file. Each index file contains headers for the files of the same type. The pointers to the address of the records are also stored in the index file.

3.7 Computer Simulations

The simulations were performed on the computer. The purpose of the simulations is to determine the storage efficiency of the proposed layout algorithm and also to de-
termine whether all the merged data streams meet their respective real-time requirements.

Simulation results show that the algorithm has the best case storage efficiency of 85 % and the worst case of 60 % when the value of \( G_{\text{new}}^{\text{max}} \) of is between \( M \) and \( 5M \). When the value of \( G_{\text{new}}^\text{max} \) is greater than \( 6M \), the storage efficiency is always less than 50 %. The results also show that the merging and layout algorithm is able to maintain the continuity requirement of each data stream when all data streams are merged in a disk.

The details of the computer simulation, the model and results, can be found in our technical report[49]. The simulation is done by Dr. Yeap.

3.8 Summary

In this chapter, we have discussed a storage model for the management of both discrete and continuous media. Merging and layout algorithm for storing continuous data streams has been presented. This algorithm is designed to meet the multimedia requirements of the data streams and to use the disk space efficiently. Computer simulations were performed to evaluate the storage efficiency of the proposed merging and layout algorithm. In addition, methods for integrating different media files on the disk and supporting user defined intermedia synchronization at the storage level were discussed.

Our storage model is designed with respect to the continuous retrieval of a single media stream by using buffers of media block size. However, in a multi-user environment, multiple media streams may need to be retrieved simultaneously. Hence it is desirable to have a retrieval control scheme which can guarantee the continuous retrieval of the multiple media streams. In the next chapter, we present our scheme for supporting the real-time retrieval of multiple streams.
Chapter 4

A Control Scheme for Supporting The Simultaneous Retrieval of Multiple Streams

4.1 Introduction

We recall from chapter 2, multimedia application involves large amount of data that needs to be stored, retrieved, manipulated, processed and exchanged between a group of users. A possible configuration for such applications may be composed of a set of workstations connected to a multimedia server through a high speed network (e.g. FDDI, B-ISDN). User’s requests may arrive at the server at the same time, so the file server must have the capability to serve all the requests within a specific deadline (i.e. in real-time). Furthermore, in contrast with traditional applications, multimedia applications usually involve real-time media (e.g. audio and video), and therefore, the file server has to guarantee not only a fast response time, but also the continuous retrieval conditions of the streams. Although some current file servers can provide a fast response and methods for stream retrieval, they can not guarantee continuous retrieval of several media streams simultaneously.
The scenarios of simultaneous retrieval can be different. In the simplest scenario, all users request the retrieval of the same media stream. For example, they subscribe to the same piece of music at the same time. In this case, the server needs only to retrieve the required audio stream from the disk once and then multicast it to all the users. However, in practice, different users may request the retrieval of different streams. Even when the same media stream is being requested by different users, there may be phase differences among their requests (such as each user retrieving a different portion of a stream at the same time). Furthermore, each user may request the retrieval of a multimedia file which contains more than one media stream. The complexity of different retrieval scenarios demand the development of new retrieval control schemes to guarantee various retrieval requirements.

As noted in chapter 2, the bottleneck in the retrieval of multimedia file is the disk I/O bandwidth. The current research trend is to use multiple read/write heads and multiple disk drivers to increase the total bandwidth. There are several papers (see section 2.4.3) in which the problems of simultaneous real-time retrievals are addressed. Most of their studies focus on developing control methods for a storage system that has multiple read/write heads or has multiple disk drivers. However, with the development of hardware technologies, disk I/O bandwidth will improve considerably. This will allow a single disk head storage system to support the retrieval of multiple real-time streams simultaneously. In a multiple disk head system, one can think of a simple scheme that simultaneous retrieving streams are handled by different disk heads (i.e. one stream per disk head). However, this solution will limit the number of streams that can be retrieved simultaneously to the number of disk heads. Another drawback of this method is that it could not use the bandwidth of the disk efficiently. This is because that different streams may have different retrieval rates(i.e. the different bandwidth requirements). It is very important to improve the usage of I/O bandwidth. There are several ways to improve the usage of the disk I/O bandwidth. Our work described in this chapter will focus on the analysis of retrieval process and the control schemes for simultaneous retrieval in a single
disk head system. The storage model which is introduced in the previous chapter is used for our analysis. Although this model is designed for database applications that require editing and updating constantly, it still needs to support the simultaneous retrieval of multiple streams, especially when a multimedia file contains more than one continuous media streams.

The contribution of this chapter lies in the fact that it thoroughly addresses a control scheme using a single disk head storage device to support the real-time retrieval of several streams simultaneously. A complete analysis of the relationship between the number of simultaneous retrieving streams and their affecting factors (e.g. disk characteristic, data placement on the disk, and the buffer requirements) is presented.

In the following section, we analyze the retrieval process of a single media stream, and we present our control scheme for simultaneous retrieval of $N$ streams. In section 4.3, we show how the characteristics of both storage devices and applications can affect the number of simultaneous streams. A novel dynamic access control algorithm is proposed in section 4.4. Discussions of the retrieval start time of a new stream and the synchronization problems during the retrieval are presented in section 4.5. The analysis on the simultaneous real-time retrieval control scheme using computer simulation is presented in section 4.6. Finally, in section 4.7, we draw our conclusions and discuss plans for future work.

4.2 The Retrieval of a Real-Time Stream

4.2.1 Retrieval of a Single Media Stream

As discussed in chapter 3, according to the real-time condition, the continuous retrieval of a single stream can be done by using at least two equal sized buffers between
the storage device and the display device. To retrieve a media stream from the disk, a
transfer process and a consuming process are working together in a pipelined fashion.
The function of the transfer process is to locate a media block on the disk and transfer it
to an empty buffer, while the role of the consuming process is to retrieve data from the
buffer and send it over the network or for display at a local station. The scenario of the
retrieval of a single stream is shown in figure 4.1.

The data transfer rate of the transfer process depends on the characteristics of the
storage device. Different devices may have a different data transfer rate. A storage device
with a higher data transfer rate will be able to support more real-time retrieval users
simultaneously. In our study, we assume that the data transfer rate is fast enough to sup-
port the real-time retrieval of more than one continuous streams simultaneously. In the
following description, $R_{dt}$ is used to indicate the data transfer rate of a single disk-head
storage device.

The buffer consumption rate (denoted by $R_c$) of a consuming process depends on
both the playback rate of the stream (i.e. the display quality) and the size of the retrieval
buffer. To clarify the meaning of the buffer consumption rate, a term called buffer-empty-duration is introduced. The buffer-empty-duration, expressed as $T_c$, is the time required for a consuming process to empty one of the retrieval buffers. $T_c$ is an application dependent parameter. For example, to retrieve a video stream from the disk to display, buffers with a fixed size are allocated. Obviously, a faster display rate will give a shorter $T_c$. If we use the size of a buffer ($B$) divided by $T_c$, then, the buffer consumption rate ($R_c$) for that consuming process is obtained. Note that our consumption rate is different from the real data transfer rate between two memory addresses (i.e. from the retrieval buffer to the display buffer in the display station), and the later one is assumed to be much faster.

The main purpose of using buffers is to coordinate the transfer process and the consuming process to avoid discontinuity during the retrieval. Therefore, to guarantee continuous retrieval, data must be in the buffer before, or at the time, it is retrieved by the consuming process. On the other hand, if the transfer rate $R_{dt}$ is faster than the buffer consumption rate ($R_c$), the control of the transfer process must be applied to avoid data loss which may happen when a buffer overflows.

We will now follow a data transfer process to see how data is transferred from the disk to one of the retrieval buffers. In a movable-head disk system, the total time to transfer a data block from the disk to a buffer is the sum of the seek time, rotational latency, and block transfer time. To transfer a data block, the disk drive must first mechanically position the read/write head on the right track. The time it takes to do this is called the seek time. Following that, there is a delay — called rotational latency — until the beginning of the block rotates into the position under the read/write head. Finally, time is needed to transfer the data into a buffer; this is call block transfer time. In our storage model, if only one media stream is being retrieved, there is no seek time for all media blocks but the first one. The rotational latency from one media block to the successive media block is constant for all but the first media block. This is because that our media gaps of one stream are designed to have the same size. A media block may contains several
physical data blocks which are stored contiguously, so the rotational latency among them is eliminated.

Notations $T_s$, $T_l$ and $T_f$ are used in the following equations. $T_s$ denotes the average seek time when the disk head is switching from one position to another, $T_l$ is the rotational latency during the period that a buffer is filled, and $T_f$ is the total time needed to transfer contiguous media blocks to fill out a buffer completely. Next, we will illustrate the relationships between $T_c$, $R_d$, $T_s$, $T_l$ and $T_f$ during the real-time retrieval of one continuous media stream.

To make our analysis more clear, we assume a pair of buffers is allocated as retrieval buffers for the given stream. The consuming process starts at the time that one of the two buffers is initially filled completely full by the transfer process. Following, the consuming process retrieves the data from this buffer according to the required rate. While the buffer is being emptied by the consuming process, the transfer process will locate and read the following data blocks from the disk and fill the other buffer. When there is no empty buffer, the transfer process stops serving this request until a buffer becomes empty. If there are not other requests to serve before it restarts filling the retrieval buffer, the transfer process will perform an idle delay (i.e. when the disk head is not doing any reading or writing). We call this idle delay the transfer-idle-period($T_w$). Since the disk transfer rate is faster than the buffer consumption rate, the transfer-idle-period occurs once every buffer-empty-duration. In figure 4.2, we explore the occupation of two retrieval buffers versus time, so the functions of both the transfer process and the consuming process are depicted.

In figure 4.2, the small sharp slope in each buffer-empty-duration($T_w$) denotes to real data transfer rate between one of the retrieval buffer and the display buffer. Instead of showing the details of the consuming process in each buffer-empty-duration, in figure 4.4 and figure 4.5, a single slope is used to indicated the average – the buffer consumption
$T_{ds}$ -- Display Start Point
$T_{f}$ -- Real Data Transfer Time
$T_{c}$ -- Buffer Empty Duration
$T_{w}$ -- Transfer Idle Period
$T_{s}$ -- Seek Time
$T_{l}$ -- Rotational Latency

Figure 4.2: Buffer Occupation for Retrieval of One Media Stream
rate. A retrieval of a pipelined fashion is illustrated in figure 4.2. At the time that
data in buffer($B_1$) is being consumed by the consuming process, the other buffer($B_2$)
is being filled with data blocks by the transfer process. In each buffer-empty-duration,
the transfer process will, first, fill an empty buffer with data blocks from the disk, in
which some rotational latency ($T_l$) is incurred to skip the gaps between two successive
media blocks, and second, play an idle delay ($T_w$) waiting for the other buffer to become
completely empty. Since the two retrieval buffers have the same size, $T_c$ is constant and
actually is the service cycle. Therefore, in general, $T_c$ can be expressed as the sum of
data blocks transfer time – $T_f$, rotational latency(seek time is only applicable for the first
media block) – $T_l$ and the transfer-idle-period – $T_w$. This relationship is shown in the
following equation:

$$T_c = T_f + T_l + T_w$$

(4.1)

where

$$T_c = \frac{B_1}{R_c} = \frac{B_2}{R_c}$$

and

$$T_f = \frac{B_1}{R_{dt}} = \frac{B_2}{R_{dt}}$$

where $B_1$ and $B_2$ indicate the size of retrieval buffers. We assume that each buffer
can contain up to the number of $K$ media blocks($M$):

$$B_1 = B_2 = K \times M$$

, so to fill out a buffer, the disk head has to skip $K - 1$ equal sized gaps ($G$). Thus, the
rotational latency in each buffer-empty-duration can be formulated as:

$$T_l = (K - 1) \frac{G}{R_{dt}}$$

Therefore, transfer-idle-period per buffer-empty-duration can be derived as:
\[ T_w = \frac{B_1}{R_c} - \frac{B_1}{R_{dt}} - (K - 1) \frac{C}{R_{dt}} \]  

(4.2)

We are more interested in the transfer-idle-period \( (T_w) \) and the buffer-empty-duration \( (T_c) \). During \( T_w \), the transfer process is not using the storage device either to seek or to read. It must be ensured that \( T_w \) is actually long enough to do some data retrieval for other tasks. The length of \( T_c \) is also important, because it indicates how often \( T_w \) becomes available, and, of course, increasing \( T_w \) must increase the length of \( T_c \). The length of transfer-idle-period per buffer-empty-duration is the real indicator of how much sharing can occur. It indicates how much time of the storage device is really being freed for use by other tasks. In the following sections, we will discuss the methods which can support the real-time retrieval of multiple streams simultaneously by using the transfer-idle-period in each buffer-empty-duration.

### 4.2.2 Retrieving \( N \) Real-Time Media Streams

The real-time retrieval of \( N \) continuous streams simultaneously is done by the transfer process and \( N \) consuming processes. The consuming process of different stream is independent from each other and the consumption rate may be different depending on applications. However, the transfer process is shared by \( N \) retrieving streams, since all media blocks are disk residence and only one disk head is in serving. To guarantee continuous retrieval of \( N \) streams, we assume that a pair of equal sized buffers is assigned to each retrieving stream. The buffer size of each stream can be the same or different depending on its consumption rate. The scenario of simultaneous retrieval of multiple streams is shown in Figure 4.3. In order to explore some important properties, a simplified retrieval model is used for our study.

The model has the following assumptions:

- The storage device is dedicated to only one continuous media type, e.g. video.
Figure 4.3: Retrieval of Multiple Media Streams
• The number of simultaneous real-time retrieval streams is $N$.

• The sum of the buffer consumption rates is less than or equal to the data transfer rate of the storage device:

$$\sum_{i=1}^{N} R_{ci} \leq R_{dt}$$

• The average seek time $T_s$ is considered when the disk head switches between the media blocks of two retrieving streams.

• Two equal sized buffers are allocated for each retrieving stream. There are, in total, $2N$ retrieval buffers for $N$ retrieving streams.

• The round robin method is chosen to be the service discipline of the transfer process when multiple streams are being retrieved simultaneously.

In the following, we will analyze the simultaneous real-time retrieval of multiple streams under two different situations:

• Streams with the same buffer consumption rate.

• Streams with different buffer consumption rate.

1. The Retrieval of Multiple Streams with the Same Buffer Consumption Rates.

In this situation, we assume that the buffer consumption rate of all the retrieving streams are the same, and the rate can be expressed as $R_c$. In total, a number of $2N$ retrieval buffers which have the same size are allocated for a set of $N$ retrieving streams, and the size of each buffer denoted by $B$. Each buffer may contain up to a number of $K$ media blocks:

$$B = KM$$
Figure 4.4: Buffer Occupation for the Retrieval of Three Media Streams with the Same Rate

Note:
- - - one of the two buffers for each stream
- - - The other buffer for each stream

Buffer size: $A=B=C$,  
Consumption Rate: $Rca=Rcb=Rce$.

Buffer Empty Duration: $Tc = A/Rca$
As we discussed in the last part, in the retrieval of a single stream, to support continuous retrieval, the transfer process has to fill out one buffer, then play an idle delay in each buffer-empty-duration. Now, in order to support continuous retrieval of \( N \) streams simultaneously, the transfer process has to fill out \( N \) buffers corresponding to \( N \) retrieving streams in each buffer-empty-duration.

In figure 4.4, an example is given to show the scenario of the simultaneous retrieval of three streams. We can see that during each \( T_c \), the transfer process has to fill out, all together, three buffers – one for each of the streams \( A, B, \) and \( C \). In each buffer filling process, before a media block can be transferred from disk to its retrieval buffer, the transfer process has to first locate this media block on the disk, so the seek time and the rotational latency delay are incurred in this period. During each \( T_c \), since the disk head is shared among the three retrieving streams, the total seek time will be \( 3T_s \) and total rotational latency will be \( 3T_l \).

Extending the above analysis to the case when retrieving \( N \) continuous streams simultaneously, each \( T_c \) can be expressed as:

\[
T_c = T_f + NT_{\text{avg}} + NT_s + T_w
\]

(4.3)

where \( T_c = \frac{B}{R_c} \) and

\[
T_f = N \frac{B}{R_{dt}}
\]

and

\[
B = KM
\]

Different streams may have a different storage pattern (i.e. different gap size), so the rotational latency may be different. For a specific stream \( i \), rotational latency – \( T_i \) equals to:

\[
T_i = (K - 1) \frac{G_i}{R_{dt}}
\]
To simplify the equation, $T_l^{avg}$ is used to indicate the average rotational latency during the period that a buffer is being filled:

$$T_l^{avg} = \frac{\sum_{i=1}^{N} (K - 1) \frac{C_{s}}{R_{d}}}{N}$$

If we let $L_{max}$ be the total disk latency when transfer the data from the disk to a buffer in each $T_c$, equation 4.3 can be simplified further.

If $L_{max} = T_s + T_l^{avg}$ then equation 4.3 can be rewritten as:

$$\frac{B}{R_c} = N \frac{B}{R_{dt}} + N L_{max} + T_w \quad (4.4)$$

From the above equation, the transfer-idle-period ($T_w$) can be derived as:

$$T_w = \left( \frac{B}{R_c} - \frac{NB}{R_{dt}} \right) - N L_{max} \quad (4.5)$$

In equation 4.5, since $R_{dt} \geq NR_c$, so item $(\frac{B}{R_c} - \frac{BN}{R_{dt}}) \geq 0$. The $T_w$ per $T_c$ has to be zero or positive in order to guarantee the continuous retrieval. Thus, we can see that to increase the $T_w$ – the transfer-idle-period, we can either increase $B$, $R_{dt}$ or decrease $R_c$, $N$, and $L_{max}$.

When $B$ is increased, the buffer-empty-duration as well as the time spent to transfer the data from the disk to its retrieval buffer are increased. The total rotational latency is also increased, since more time is spent to skip more gaps during buffer filling period. Therefore, as a total result, increasing buffer size may not increase $T_w$ effectively.

One of the other ways to increase $T_w$ is to reduce the disk latency ($L_{max}$). The total latency per $T_c - L_{max}$ can be decreased by minimizing the seek time or by decreasing the rotational latency. The seek time overhead is a dominant concern in the disk latency. It is desirable for the transfer process to performance long operation (buffer more media blocks) for each stream in each service cycle. However, increasing buffer size will bring some side effect which make the total improvement less significant. Decreasing rotational
latency can be achieved through changing the data placement on the disk, for example, using the contiguous data placement method.

Decreasing $R_e$ or increasing $R_{dt}$ will result in the increasing of $T_w$. $R_e$ is an application related parameter. To decrease $R_e$ means to reduce the application requirements. $R_{dt}$ is a hardware based parameter, and can only be improved by using a fast disk driver.

2. The Retrieval of Multiple Streams with Different Buffer Consumption Rates.

The simultaneous retrieving streams may not always have the same buffer consumption rate. Thus, when the different retrieving streams have different buffer consumption rates, retrieval buffers of different size have to be allocated for the different retrieving streams. The size of a retrieval buffer is determined by the buffer consumption rate of that stream. By relating the retrieval buffer size with its consumption rate, we can obtain the same $T_c$ for all the retrieving streams. Therefore, the control of the real-time retrieval of multiple streams can be simplified.

In figure 4.5, an example of the simultaneous retrieval of two streams with different buffer consumption rates is given. We use solid lines and dotted lines to differentiate the two retrieval buffers of a stream. Since the consumption rate $R_{ca}$ of stream $A$ is twice the consumption rate $R_{cb}$ of stream $B$, we allocate two buffers with each sized ($B_a$) for stream $A$, and two buffers with each sized $B_b$ for stream $B$. The relationship between buffers of these two streams is $\frac{R_a}{R_{ca}} = \frac{R_b}{R_{cb}}$. Thus, $T_c$ will be the same for both stream $A$ and stream $B$, and it can be expressed as:

$$T_c = T_{fa} + T_{fb} + 2T_s + T_{la} + T_{lb} + T_w$$

Where $T_{fa} + T_{fb}$ is the time required to transfer data from the disk to fill a buffer for stream $A$ and to fill a buffer for stream $B$. The total seek time in each $T_c$ is shown as
Figure 4.5: Buffer Occupation for Retrieval of Two Media Streams with Different Rates
$2T_s$. $T_{la}$ and $T_{lb}$ respectively are the rotational latency that is required to skip the gaps between the media blocks during $T_c$. If $T_w$ in each $T_c$ is not less than zero, both of the streams can be retrieved continuously.

In general, if there are $N$ retrieving streams, by using the same approach, the buffer-empty-duration $(T_c)$ can be expressed as:

$$T_c = \sum_{i=1}^{N} T_{fi} + NT_s + N T_i^{avg} + T_w$$  \hspace{1cm} (4.6)

where the footnote $i$ corresponds to a specific stream $i$th.

From the above analysis, we can find out the conditions when the number of $N$ streams can be retrieved simultaneously. The condition can be expressed as $T_w \geq 0$, or as:

$$T_c - (\sum_{i=1}^{N} T_{fi} + NT_s + N T_i^{avg}) \geq 0$$  \hspace{1cm} (4.7)

Since the buffer size is different from stream to stream, $T_f$ and $T_i$ are different. If we assume that each retrieval buffer of stream $i$th can contain up to $K_i$ media blocks, then $T_f$ and $T_i$ in each $T_c$ are equal to:

$$T_{fi} = \frac{B_i}{R_{dt}}$$

and

$$T_i = \sum_{i=1}^{N} (K_i - 1) \frac{G_i}{R_{dt}}$$

With the details of each term, the equation can be rewritten as:

$$\frac{B_i}{R_{cli}} - (\sum_{i=1}^{N} \frac{B_i}{R_{dt}} + NT_s + \sum_{i=1}^{N} (K_i - 1) \frac{G_i}{R_{dt}}) \geq 0$$

By satisfying this condition, the number of $N$ streams can be retrieved simultaneously without violating the real-time constraints of any of the streams.
4.3 Simultaneous Real-time Retrieval Users

We are interested in the number of simultaneous users a system can support in a given situation. We assume that each user requests to retrieve one continuous stream at a time. So the number of simultaneous retrieval streams equals the number of simultaneous users. To simplify our discussion, we use a model where the buffer consumption rates are the same for all retrieving streams. From the above analysis, we know that when transfer-idle-period $T_w$ equals to zero, that is when the $T_c$ equals to the total data transfer time plus the total latency, a new request of retrieval can not be accepted. At this time, the number of simultaneous retrieving streams have reached maximum, and the number of simultaneous retrieving streams $N$ can be derived from equation 4.5.

When $T_w = 0$, we have the total number of retrieving streams:

$$N = \frac{B}{\frac{B}{R_c} + L_{max}}$$  \hspace{1cm} (4.8)

where $B/R_c$ and $B/R_{dt}$ are respectively the buffer-empty-duration and the time needed to transfer number of continuous media blocks to fill out a buffer. $L_{max}$ is the total disk latency during the data transfer in each buffer-empty-duration.

Rewriting equation 4.8, we have

$$N = \frac{R_{dt}}{R_c} \left( \frac{1}{1 + \frac{L_{max}}{R_{dt}}} \right)$$

From this equation, we can see clearly that the upper limit of $N$ will be $N_{limit} = \frac{R_{dt}}{R_c}$, which is the ideal case when there is no seek time and no rotational latency during the retrieval. In practice, those latency factors reduce the number of simultaneous users by a factor of $1/(1 + L_{max}/(B/R_{dt}))$. 
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With the current technology, the disk transfer rate is still very low compared to the total rate that is required to retrieve multiple continuous streams. For example, given the transfer rate of storage device: 5.5MBytes per second, if we want to retrieve a video stream with a frame size of 360x240 bytes in 30 frames per second, the upper limit of the number of simultaneous retrieval streams this device can support is only 2.1. With the disk latency deductions, the actual number of simultaneous real-time retrieval streams may only be one. In this case, if more users request to retrieve streams simultaneously, schemes to fully buffer or partially buffer in advance have to be used. Fully buffering in advance is to locate and transfer complete streams from the disk to buffers before the retrieval starts.

Fully buffering in advance is a completely non real-time approach with a long response time, and the buffer requirements will increase dramatically with the increasing of stream length. Partially buffering in advance means to buffer part of the streams for each user according to its retrieval rate, then consuming processes start to retrieve data from their buffers, in the mean time, the remaining media blocks of each retrieving stream will be retrieved from the disk to buffers in real-time. With the same number of simultaneous retrieval users, partially buffering in advance can reduce the response time and also can reduce the buffer requirement compared to the fully buffering approach.

However, both buffering in advance approaches need a relatively large memory space, and the response time is longer compared to the real-time retrieval approach. With the development of new storage technologies, in the future, a disk with a gigabytes transfer rate will be able to support a fair number of simultaneous real-time retrieval users. In the mean time, it can also support non real-time retrieval user by using only a small potion of the I/O bandwidth of the storage device. In the following, we will discuss some possible methods which can improve the number of simultaneous real-time retrieval users for a given storage device.

Since the upper limit of simultaneous users depends only on the data transfer rate
of the storage device and the required buffer consumption rate, the most effective way to improve the number of simultaneous users is to increase the data transfer rate $R_{dt}$ or decrease the buffer consumption rate $R_c$. Since $R_c$ is an application dependent parameter, decreasing $R_c$ will reduce the quality of the playback. For example, in order to decrease $R_c$, we have to scarify video quality during its playback, which can be done by either reducing the video playback rate or reducing the video frame size.

By minimizing the rotational latency without changing the data transfer rate or the buffer consumption rate, the total number of simultaneous retrieval users can only slightly approach upper limit of the system. However, decreasing the rotational latency requires the changing of the data placement of streams on the disk which can be done only during the recording period. The rotational latency is mainly introduced by the gap between two successive media blocks of a stream, so, we can reduce the gap size during the recording of the stream. Here, we give an example: if the required minimum number of simultaneous users a server has to support is $m$, then during the recording of a stream, the playback rate of this stream needs to be increased $m$ times by using $R_c$ multiplied by $m$, and this increased playback rates will be used in the real-time conditions(for the details of real-time condition, see chapter 3) of the stream:

$$\frac{M + C_i}{R_{dt}} \leq \frac{M}{mR_c}$$

By doing this, the gap size between two successive media blocks is reduced, so the rotational latency is reduced. Thus, more real-time retrieval users can be supported. However, if the application mainly requires the fast retrieval of multiple streams simultaneously, we should use the storage model in which media blocks are stored contiguously.

The seek time is another main factor which reduces the number of simultaneous real-time retrieval users. To alleviate the effect of the seek time, we prefer to transfer data from the disk to a buffer as much as possible in each transfer operation, which means a bigger buffer size for each stream. In our simulation, we will analyze how the seek time
and the buffer size affect the number of simultaneous real-time retrieval users. One of the other approaches to reduce the seek time is to sort all the requests according to their disk locations and the current disk head positions before retrieval starts. However, sorting operation itself is also time consuming and will cause long response time. Currently, effective methods to reduce the seek time are still relatively unexplored, and it requires efforts in both the hardware and the software areas.

4.4 Dynamic Access Control

While serving a set of \( N \) retrieval requests, if a storage server receives a new \((N + 1)\)th real-time retrieval request, it has to decide if this new request can be accepted. The acceptance of the new request must not validate the real-time condition of any of the retrieving stream, and the real-time condition of this new request also needs to be guaranteed during the retrieval. From our above discussion of simultaneous real-time retrieval users, we see that whether or not a new retrieval request can be accepted mainly depends on the transfer-idle-period per buffer-empty-duration.

The upper limit of the number of simultaneous real-time retrieval users depends on the data transfer rate of the storage server and the total buffer consumption rates. If the sum of the buffer consumption rates, including the buffer consumption rate of the new request stream, is larger than the data transfer rate of the disk, then obviously this new request can not be accepted.

However, even when the total data consumption rate is less than the data transfer rate, the acceptance of the new request \((N + 1)\)th still depends on the length of the transfer-idle-period per buffer-empty-duration when the server is retrieving a set of \( N \) streams. If the length of \( T_w \) satisfies the following condition, then, the \((N + 1)\)th request
can be accepted. The condition of acceptance can be expressed as:

\[ T_{w(N)} \geq \frac{B_{N+1}}{R_{dt}} + (K_{N+1} - 1)\frac{G_{N+1}}{R_{dt}} + T_s \]

where \( B_{N+1} \) is the size of the retrieval buffer that will be allocated for the retrieval of the \((N + 1)\)th request, and \( B_{N+1} = K_{N+1}M \) which means that each buffer can contain a maximum of \( K_{N+1} \) media blocks. \( G_{N+1} \) is the gap size of stream \((N + 1)\)th.

The above condition can be explained as: if the transfer-idle-period per buffer-empty-duration is larger than the total time needed to locate the media blocks and to fill out one of the two retrieval buffers for this new stream, the request can be accepted.

If the above condition is not true, it tells us that the number of simultaneous real-time retrieval users has already reached the maximum. However, in fact, the disk bandwidth is not being totally consumed at this time, since the transfer bandwidth is still larger than the total consumption bandwidth \((T_{w(N)} > 0)\). Although the remaining bandwidth is not enough to support a new retrieval request by using the real-time method, this bandwidth can be used to retrieve the request media stream by using fully or partially buffering in advance methods. Fully buffering in advance is not suggested except when the retrieval of the required stream has no fast response requirement or the request stream is very short. Partially buffering in advance can reduce the response time, and save memory space compared to the fully buffering method. To calculate the amount of data needed to be buffered in advance, we have to find out the length of the required stream.

If we assume that the request buffer consumption rate is \( R_{c(N+1)} \), the length of the required stream is \( L_{N+1} \), and the remaining unused data transfer bandwidth of the disk, while serving a set of \( N \) real-time retrieval users, is \( R_p \). Then, to guarantee the continuous retrieval of this new stream, the amount of data \( (B_{ade}) \) needed to be buffered before the consuming process starts is:
\[ B_{adv} = L_{N+1}(1 - \frac{R_r}{R_c(N+1)}) + M \] (4.9)

Where the \( R_c(N+1) \) is given by the user's request, and \( L_{N+1} \) – the length of the stream \((N+1)\)th is stored as one of the attributes in the header of the stream. One more media block, \( M \), is buffered to give some error tolerance margin. The unused transfer bandwidth – \( R_r \) can be determined by the length of the transfer-idle-period \( (T_w(N)) \) per buffer-empty-duration \( (T_c) \):

\[
R_r = \frac{T_w(N)}{T_c} R_{dt}
\]

and from equation 4.6, we know that

\[
T_w(N) = T_c - \sum_{i=1}^{N} T_{fi} - NT_s - NT_{t}\text{avg}
\]

Through the above analysis, we can give our dynamic access control algorithm as follows:

**Algorithm**: ACC.CONTL

Input : Request \((N + 1)\)th— buffer consumption rate \( R_c(N + 1) \).

Output : Boolean: Accepted or Rejected.

Start: {
    If ( \( R_{dt} \geq \sum_{i=1}^{N+1} R_c(i) \) )
    {
        If ( \( T_w(N) > 0 \) )
        {
            If ( \( T_w(N) > \frac{B_{N+1}}{R_{dt}} + (K_{N+1} - 1) \frac{C_{N+1}}{R_{dt}} + T_s \) )
            {
                ACCEPTED
            }
        } else {
            The remaining data transfer bandwidth: \( R_r = T_w(N)/T_c \times R_{dt} \)
            get the stream length– \( L_{N+1} \) from the header of the stream.
        }
    }
}
\[ B_{adv} = L_{N+1}(1 - \frac{R_N}{R_{c(N+1)}}) + M \]

If (the available memory space > \( B_{adv} \))

{ACCEPTED}

else {REJECTED}

} (end else)

} (end if)

else {REJECTED}

} (end if)

else {REJECTED}

} (end.)

\( T_{w(N)} \) in the algorithm is the transfer-idle-period per buffer-empty-duration when the server is retrieving a set of \( N \) streams simultaneously, and \( B_{N+1} \) is the size of one of the two buffers assigned to the new required stream, and \( B_{N+1} \) equals the number of \( K_{N+1} \) media blocks. Also, the \( G_{N+1} \) is the gap size of the required media stream.

By using the above algorithm, we can control the access to the storage device so that the continuous requirements of all the retrieving streams can be guaranteed.

4.5 Discussions

4.5.1 Retrieval Start Time

When a new retrieval request is accepted, the retrieval start time of this stream must be controlled so that the buffer empty point of this new stream will not conflict with the buffer empty point of any other retrieving streams. Thus, the contention of the storage device can be avoided.
The start time of a new stream depends on at which point in $T_c$ the retrieval request arrives. We assumed that once the buffer filling process start, it has to fill a buffer completely before it can switch to fill one of the other buffers for another retrieving stream. Therefore, if a request arrives at a point where the time left in the current $T_w$ is not enough for the transfer process to fill a buffer completely for this new stream, then, the retrieval of this new stream has to be delayed, and wait until the next $T_w$ becomes available. Once a retrieval buffer is completely filled, the consuming process can start to retrieve the data from that buffer and send it to a display device.

4.5.2 Synchronization Schedule among Related Media Streams

In our analysis, we assumed that each user will require to retrieve one stream at a time. However, in real multimedia applications, a user may request simultaneous retrieval of more than one real-time media streams (e.g. video stream and audio stream) as well as non-real-time media streams (e.g. text, graphic etc.). The synchronization relationships among different media streams is represented by a timing schedule defined by the user. Requests from the different users, each asking for the retrieval of mixed media streams, will arrive at the storage server along with their own timing schedules. Therefore, the file server must serve not only the multiple real-time retrieval streams, but also the non-real-time retrieval streams. The service policy is such that it first guarantees the continuous retrieval of the real-time streams, and the residual disk bandwidth will be used to serve the non real-time retrieval requests. Priorities can be assigned among the different non-real-time requests for retrieval.

In our storage model, different media will be stored separately from each other on the disk. Due to the bandwidth limitation of a storage device, we suggest assigning one disk head for each real-time media (e.g. audio or video). This means that, for a system which can support audio and video media, there are at least two disk heads to serve the retrieval requests. Thus, the non-real-time requests can be served by using either the
audio head residual bandwidth or the video head residual bandwidth.

According to the different retrieval rates in a user's request, the same or different sized buffers will be assigned to each individual real-time retrieval stream and to each non-real-time retrieval stream. After all the retrieval buffers are initially completely filled by transfer processes, the consuming processes will start to consume the data from the buffer according to its timing schedules. The details of satisfaction of different timing schedule for different users simultaneously at disk retrieval level is not the topic in this thesis, and it may become our future research work.

4.6 Computer Simulation

As we discussed in section 4.3, there are several factors that affect the number of simultaneous users. Affecting factors and the number of simultaneous real-time retrieval users are related in equation 4.5. The main purpose of our simulations is to study how the number of simultaneous real-time retrieval users is affected by factors such as disk latency, retrieval buffer size and the speed ratio between the disk transfer rate and the average buffer consumption rate. As one important measurement of a storage server's capacity, $T_w$ is used in our simulation to indicate the usage of the disk I/O bandwidth. The simultaneous real-time retrieval condition (e.g. equation 4.3) is simulated on the computer using the model presented in the following section, and our simulation results are given in the later sections.

4.6.1 Simulation Model

Simulations have been performed using the model which is shown in figure 4.3. The same buffer consumption rate is assumed for all the retrieving streams. Besides the
assumptions we made for this model in section 4.2.2, we suppose that all $2N$ buffers are located inside the user's display devices, and all requests from users are video retrieval with required rate: 30 frames per second.

Parameters used in the simulations are shown in table 4.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>frame size</td>
<td>FRAME</td>
<td>600 sectors</td>
</tr>
<tr>
<td>average buffer consumption rate</td>
<td>$R_c$</td>
<td>30 * FRAME/s</td>
</tr>
<tr>
<td>disk sector size</td>
<td>SECTOR</td>
<td>512 bytes</td>
</tr>
<tr>
<td>media block size</td>
<td>$M$</td>
<td>600 sectors</td>
</tr>
<tr>
<td>transfer idle period</td>
<td>$T_w$</td>
<td></td>
</tr>
<tr>
<td>average seek time</td>
<td>$T_s$</td>
<td></td>
</tr>
<tr>
<td>gap size of stream $i$</td>
<td>$G_i$</td>
<td></td>
</tr>
<tr>
<td>number of simultaneous real-time retrieval user</td>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>the size of each retrieval buffer</td>
<td>$B$</td>
<td></td>
</tr>
<tr>
<td>speed ratio $R_d/R_c$</td>
<td>$SR$</td>
<td></td>
</tr>
<tr>
<td>data transfer rate of the storage device</td>
<td>$R_{dt}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1. Parameters used in simulations

The gap size of a stream is determined by its real-time condition and its disk layout algorithm during its storage (chapter 3), so different streams may have different gap size. In all our simulations, the gap size of each retrieving stream is modeled as an independent poisson random variables having a certain mean value representing the average gap size of the retrieving stream. According to the probability law, the gap $G_i$ of stream $i$th is a poisson random variable:

$$P\{G_i = n\} = \frac{e^{-j}j^n}{n!}$$
where \( j \) is the average value of gap size for all retrieving streams.

Another poisson random variable is the seek time. The seek time is determined by the current position of the disk head and the disk location of the required media block. Thus, the seek time (i.e. seeking a media block and switching the disk head) can be modeled by the poisson probability law:

\[
P(T_s = m) = \frac{e^{-k}k^m}{m!}
\]

Where \( k \) is the average value of seek time when the disk head seeking and switching between media blocks of two different streams during the retrieval.

4.6.2 Simulation Results and Discussions

Three sets of experiments have been performed, namely, the effect of the disk latency, the effect of retrieval buffer size, and the effect of speed ratio. They are detailed as follows:

1. Effect of The Disk Latency.

As we discussed in section 4.3, the disk latency (i.e. rotational latency and seek time) reduces the number of simultaneous real-time retrieval users a system can support. This is verified by our simulation results.

Rotational Latency.

The rotational latency is mainly introduced by the gap between the two successive media blocks of a stream. Through our simulation, we studied the fact that how the size of the gap affects the length of the transfer-idle-period(\( T_{\text{w}} \)), so as to affect the number of simultaneous real-time retrieval users.
Figure 4.6: Simulation Result on Latency Effect
As shown in figure 4.6, for the given speed ratio \( SR = 20 \), the retrieval buffer size of one stream \( B = 3600 \times 512 \text{ bytes} \), the average seek time \( T_s = 9 \text{ ms} \), and the number of simultaneous real-time retrieval users (as shown in the figure), then, the larger the average gap size is, the shorter \( T_w \) will be. The positive value of \( T_w \) means that the storage server may be able to accept a new retrieval request. However, if \( T_w \) less than zero, the continuity of the retrieving stream may not be guaranteed. Also, the gap size effect becomes more significant when the number of simultaneous real-time retrieval users is increased. From the number of simultaneous retrieval user's point of view, given \( T_w \) equal to zero, the large gap size will decrease the number of simultaneous retrieval users the system can support.

This scenario can be explained by our equation 4.5, if we rewrite the equation as:

\[
T_w = B - \frac{NB}{SR} - NTSRc - \frac{(\frac{B}{M} - 1)NJ}{SR}
\]

then we see that both \( j \) (average gap size of all retrieving streams) and \( N \) (number of simultaneous real-time retrieval users) are in the negative portions.

Seek Time Effect.

In figure 4.7, a linear relationship between the average seek time \( (T_s) \) and the length of \( T_w \) is shown. Four plotted lines in the figure represent the number of 5, 6, 7, or 8 simultaneous retrieval users respectively. The size of retrieval buffers, the average size of the gap, and the speed ratio are given (as shown in the figure) in the simulation.

As we expected, \( T_w \) can be increased by decreasing the average seek time \( (T_s) \). The number of simultaneous real-time retrieval users that the system can support will also increase, when the average seek time decreases. For instance, when \( T_s \) is larger than 7.5 ms, the storage server can support 6 simultaneous users, and when \( T_s \) drops to 5 ms, 7 simultaneous users can be supported.
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Figure 4.7: Simulation Result on Seek Time Effect
2. Effect of Retrieval Buffer Size.

Increasing the buffer size, as we discussed in section 4.2.2, the $T_c$ as well as the $T_f$ and total rotational latency are increased. The overall effect can not be seen clearly from equation 4.3.

With the given average gap size, the average seek time and the speed ratio (shown in the figure 4.8), our simulation is done to find out how the $T_v$ as well as the number of simultaneous real-time retrieval users change with the size of retrieval buffer.
The simulation result is shown in figure 4.8. We have observed that the length of $T_w$ does increase with the size of retrieval buffer, but it is true only when the number of simultaneous real-time retrieval users is less than the maximum simultaneous real-time retrieval users the given system can support. For the given system parameters in figure 4.8, the maximum number of simultaneous real-time retrieval users is 7. This means that with the specified disk latency and the speed ratio, more than 7 simultaneous real-time users can not be supported, no matter how large the size of retrieval buffer is. As we see in the simulation result, when there are 8 simultaneous retrieval users, $T_w$ does not increase with the buffer size.

To explain this observation by using the simultaneous retrieval control equation 4.3, we first reformat the equation to be as the following:

$$
T_w = B(1 - \frac{N}{SR} - \frac{\sum_{i=1}^N G_i}{M \ast SR}) - (NT_sR_e - \frac{\sum_{i=1}^N G_i}{SR})
$$

To guarantee the continuous retrieval of all the streams, $T_w$ must be zero or positive. Considering the first part of the above equation which relates to the size of retrieval buffer, a positive $T_w$ can only be obtained when

$$
1 - \frac{N}{SR} - \frac{\sum_{i=1}^N G_i}{M \ast SR} > 0
$$

When the above equation equals to zero, the $T_w$ will always equal a negative number, e.g. $NT_sR_e - \frac{\sum_{i=1}^N G_i}{SR}$, and the size of retrieval buffer will have no effect on $T_w$. The $T_w$ will decrease with buffer size increase, when $1 - \frac{N}{SR} - \frac{\sum_{i=1}^N G_i}{M \ast SR} < 0$. Neither of the last two situations can guarantee continuous retrieval of all the retrieving streams. As we discussed in section 4.5, while serving a maximum number of real-time retrieval streams, the remaining bandwidth of the storage device can be used to support either non-real-time retrieval users or support real-time retrieval users by using partial buffering in advance.

When the total disk latency and the speed ratio are known in advance, these simulation results can also help us to determine the optimal size of the retrieval buffer, which
is when $T_w$ is equal to or is slightly larger than zero.

3. Effect of Speed Ratio.

The upper limit of simultaneous real-time retrieval users is given by the speed ratio between the transfer rate and the average buffer consumption rate. Because of the disk latency, the real number of simultaneous real-time retrieval users a system can support is lower than the speed ratio. Obviously, with the same disk latency, increasing the speed ratio $R_{dt}/R_c$ will increase the maximum number of simultaneous real-time retrieval users.

Figure 4.9 plots the relationship between the speed ratio $R_{dt}/R_c$ versus the length of $T_w$. The simulation result shows, with a fixed number of simultaneous real-time retrieval users, the $T_w$ increases when the speed ratio is increased. The maximum number of simultaneous real-time retrieval users a system can support also increases as the speed ratio goes up, as shown in figure 4.10. This result is obtained by simulating the equation:

$$1 - \frac{N}{SR} - \frac{N_j}{M \ast SR} = 0$$

, where $j$ is the average gap size of the streams.
Figure 4.9: Simulation Result on Speed Ratio Effect
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Figure 4.10: The Speed Ratio Vs. The Maximum Number of Simultaneous Real-Time Retrieval users
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4.7 Summary

In this chapter, we have discussed our supporting scheme for simultaneous real-time retrieval of multiple streams. A complete analysis of the simultaneous real-time retrieval as well as a dynamic access control algorithm were presented. The simulation results have shown the relationships between the number of simultaneous real-time retrieval users, disk latency, I/O bandwidth and buffer space. By serving a number of simultaneous real-time retrieval users along with some non-real-time retrieval users, the disk I/O bandwidth can be used more efficiently. The method we addressed here, although only for a single disk head storage system, is valuable and can be extended to multiple disk heads or to a multiple disk driver's system for a higher I/O bandwidth. However, how to reduce the seek time, the major reduction factor, more efficiently when serving multiple simultaneous users is still relatively unsolved, and it will become one of our next research directions. The other work in the future is to extend our scheme to a system which has multiple disk drivers or multiple disks.
Chapter 5

Conclusions

5.1 Summary of the Thesis

In this thesis, our storage and retrieval model for multimedia data has been presented. Considering the requirements of interactive multimedia applications (e.g. multimedia database), we chose to use an amagnetic disk as our main storage device. In order to integrate discrete and continuous media on the hard disk, we designed our storage and retrieval model, as well as our special storage pattern for continuous media streams. In the storage model, continuous media such as audio and video is stored in separate locations on the disk. Discrete media (e.g. text, or images) may be interleaved with audio, video or other continuous media. Our storage pattern and our merging and layout algorithms were proposed to store continuous media objects and to guarantee the real-time requirements of all the streams. The temporal relationships (i.e. synchronization information) which tie different kinds of data are stored as attributes in the header of each stream file or in the header of each data object.

Focusing on the applications which require considerable editing and updating, we developed our own storage structure for multimedia data, a structure which can reduce the data reallocation during editing and can minimize the buffer requirement during the continuous retrieval. Different from Rangan's model, our merging and layout algorithms
were developed by using the central merging method. In the merging of a new stream, the real-time constraint is guaranteed for each media block of this new stream. So, there is no need to buffer a finite number of blocks in advance in order to preserve the continuity properties on the average over a finite number blocks of this stream (as occurs in Rangan's model). Therefore, our algorithms help reduce the buffer requirements as well as the complexity of calculation during the retrieval of the streams.

Based on our storage model, a control scheme for the simultaneous retrieval of multiple media streams was introduced in chapter 4. This control scheme can guarantee the continuity of the retrieving streams. Our dynamic access control algorithm was developed by combining the simultaneous control scheme with the partial buffering scheme (the detailed analysis of the buffer requirement of a stream can be found in [24]). This dynamic control algorithm can be used to check if there are sufficient I/O bandwidth and memory space for the storage device to serve another retrieval request.

Our simulation results verified the design and analysis of our storage model and retrieval control scheme.

5.2 Suggestion for Future Research

Multimedia file system is the basic and one of the important topics in the area of multimedia information and communications. However, the problem has not turned out to be clear, nor easy to solve. Because of the integration of continuous media, and the involvement of a synchronization problem, the current file system is being challenged. With the development of new multimedia technologies, such as the multimedia data transmission scheme and system architecture, new file systems have to be adapted so that they are able to support new and different multimedia systems.

Currently, the model and algorithms for multimedia data storage and retrieval have been well studied. Nevertheless, the implementation of these model and algorithms requires further efforts.
The study of this thesis focused on the performance of the magnetic disk with a single disk head, therefore, the retrieval performance (i.e. access time, number of simultaneous users, and etc.) may not turn out to be very attractive. This is mostly limited by the current storage devices which have low I/O bandwidth and long seek time.

The improvement of the performance of the storage device is of great research interest in both hardware and software areas. One of the solutions is to develop algorithms to reduce the seek time, which is the biggest overhead during the retrieval. A few algorithms have already been proposed. For example, a storage server can sort all the requests according to their disk locations and the position of the disk head before initializing the retrieval process. However, the sorting operation itself is time consuming and will increase the system response time. Quantization of retrieval buffers may reduce the total seek time by asking the transfer process to fill as many buffers as possible before it switches to another request. However, we did not find any research report discussing this technology. A further development of our algorithms by using quantized retrieval buffers is recommended.

The best solution for improving the retrieval performance of a multimedia file system will be the usage of distributed methods. Through the collection of the I/O bandwidth of multiple disk-heads or multiple disk drivers, the total I/O bandwidth of the file system will be improved dramatically. Thus, the file system will be able to support more simultaneous multimedia users, and minimize the delay of storage access. Extensions of our dynamic access control algorithm and the simultaneous retrieval scheme in a distributed environment are areas of considerable interest.

The other important issue that is not addressed in this thesis, and may be of interest in the future research, is development of a retrieval schedule for data objects in a distributed environment. The retrieval schedule depends on the synchronization requirements of data objects. As we known, the presentation of data objects is controlled by the user defined scenarios. In order to meet the presentation scenarios at the user end, a data delivery schedule is derived according to the condition of the network for each involved media object. This data delivery schedule specifies the time when a media object should
be delivered to the network. The data delivery schedule is then sent as part of the request to the multimedia storage server for the retrieval of data objects. The required media objects may reside on the same or different disks in a distributed computing system, and some of the required media streams may have real-time requirements. So the storage server must be able to schedule and control the access of the storage device to meet the data delivery deadlines and to guarantee the continuity of the retrieval streams. An algorithm for deriving the retrieval schedules needs to be developed. This algorithm must be able to relate together the disk I/O bandwidth, the location of media objects, the latency of the storage device, and the the data delivery deadline of each data object.
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